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INTRODUCTION



INTRODUCTION

Progress 1s not merely i1mproving the pest.

It 1s moving TfTorward towards the future"

-Khalil Gibran

Progress 1s today the keyword to human existence. TTo

prosper”® has become the basic 1ntention of every aspect of

human life. Continents, the world over forge ahead with
latest inventions and technology, only to progress from
what they were to a new level of supremacy - 1In some cases

to reign over others while 1In other cases to 1mprove their

old standing.

Progress does not ;lust happen. The abirlity of man to
look through his past happenings, understanding it and

looking ahead along those .Lines are the foundation for his

progress. One might say "progress®™ and "foresight®™ go hand
in hand.
On a larger porspectivo. a nation progresses only

when her enlightened i1nhabitants study her past and forsees
her TfTuture, 1ncorporating the necessary changes well ahead,
so that she has nov/here t,0 go. but forward. Thus Tforesight
helps man to forecast his fTuture thereby assessing what he

has at hand and how he should make use of i1t resourcefully.



1.1 Forecasting In Agriculture

ForeBifiht 1In the field of agriculture 1s of vital
Importance, as a nation thrives on i1ts flora and fauna. Over
the past decades, forecasting the yield of agricultural
Crops using crop weather model, has slowly but steadily

gained top priority mainly due to the fact that

1. It helps 1n formulating an estimate of the
expected production of the crop well ahead of the
harvest. Such estimators are very useful for

advanced planning for food and other relief
measures 1In areas with 1mpending crop fairlures.

2. Monopolising on the crop weather relationship, 1t
evaluates how much the 1i1ncrease In production of
different crops iIn a given year 1i1s attributed to

fFluctuation iIn weather alone and how much to
changes 1In technological Tfactors.

But these changes i1n outlook did not come about off
hand. Centuries of scientific research on crop weather
models by scientists working iIn a variety of disciplines
like agrometeorology. plant physiology. plant: breeding
agricultural economics and agricultural statistics led to
numerouc research projects and publications on aspects of
crop weather rolattoriship. The realisation of the effects
of meteorological factors on crop production and henco
their 1mpact on world Tfood supply. paved way for a renewed
interest 1n a continouo world wide watch of crop prospects

and Tforecast,



Various mathematical and statistical models and
techniques on crop weather relationship were developed and
utilised . However, practical exploitation of the knowledge
and 1nformation on crop weather relationship Tfor the
assessment of crop yield from weather data, had not yet
satisfactorily advanced and progressed to the extent

expected.

One reaeon for the slow development 1In assessing the
crop yield based on crop weather relationships has been the
apparent lack, of i1nterest by policy making and production
planning bodies for real time crop assessment. This might
be due to crop production policies which existed i1n 1950"
and 1960"s 1n major food exporting countries and to the
large surpluses at that time iIn these countries as well a3
iIn the world market. Under these conditions of food glut,
there seemed to be no need for monitoring the effect of
weather and climatic factor"s on crop yields from
meteorological data on a real time Dbasis. since survey
reports on crop and stocks provided adequate and plausible

Information.

Annual fluctuations i1In crop production are accepted
feature of regional or world food supply, but usually these
fluctuations tend to off set; one another on a regional or
global acale, But because of the adverse weather conditions
occurlng iIn 1972 simultaneously over tire major producing
areas of the world, It was then realised that a repetition

of this adverse weather pattern over successive years would



have dieasterous effect on both, developing and developed

countries.

In addition to the effect of these annual weather
fluctuations, there was also evidence that, during the past
one or two decades, the seasonal weather pattern did not
show the disasterous variability or extremes that can be
expected from lone term climatic records for the region of
the Indran sub continent. Eventhough the '"good” weather

trend resulted In a series of years with high crop vyields

in India, It cannot be expected that the crop yields of
next several years will stay at these high levels. In this
regard, the crop weather models can be utilised as useful

and i1mportant research tools for the iInterpretation of
climatic fluctuation iIn terms of their Impact on crop

production over large areas of the nation.

Countries such as USA. USSR, Canada, Israel. Brar.il.
Iran, Australia. Italy, Japan and Argentina are already
using such crop weather models and weather based estimates
for various agricultural crops on an experimental and
operational Dbasic. International organisations such as
World Meteorological Organisation (wm0) and Food and
Agrioulture Organisation (FAO) have also substantially
increased their effort to provide real time 1nformation on
weather and allmate fluctuations and their 1Impact on
regional and global eurpluses and shortfalls in food

productions. The need for more research Into crop weather



models. development of operational crop yield assessment
models and their iImportance 1n national agricultural
plannings have been more and more widely recognised i1n many
countries of the world.

1.2 Development of crop weather models and 1ts
classification.

A knowledge of weather factors that have direct
effect on yield will help the farmer iIn taking appropiate
decision 1n relation to weather for the choice of crop,
sowing, transplanting, scheduling of 1i1rrigation, Tfertiliser
application and other management practises. Thus
agriculture 1In a country cannot be a complete success

unless 1t takes 1Into account the vagaries on the crop.

In physical sciences. tho term "model™ 13 used 'to
provide an explanation for certain phenomena and to
postulate underlying processes which give rise to the
observation under 1inspection'” (Yarraritori. 1971). Regardless
of approach. a crop weather models may be defined as a
simplified representation of a complex relationship between
weather or climate on one hand and crop performance on tho

other by using mathematical or statistical techniqgues.

According to Mead (1971) tho use of high degree
polynomials to vrepresent biological situations should
properly be defined as a mathematical representation rather
than a model. Because of tho common use of tho term model,
It la essential to ldentify the various models on the basis

of the approaches used In crop weather models.



1.2.1 Approaches

Me Qulss (1976) described two basic approaches to model
the Impact of meteorological variability on crop yields.

1. the physiological or causal approach which is
based on detailed knowledge which takes place
within a given time interval i1n the plant or soil
systems and in the immediate atmosphere

environment of the plant.

2. the statistical or correlation approach which 1s
based on the application of some sort of
statistical technique to a sample yield
statistics from an area and a sample of weather
or climatic data from the same area.

Newman (197U) distinguished between two approaches.

1. modelling based on mathematically formulated
relationship with empherical constants, when
neoeseary.

2. modelling involiving come type of statistical
regression technique for Tfitting statistically
the best possible empirical relationship between
clImatologlcal variables and «crop production
statistics.

Stewart (1975) formed two broad categories based on
the degree of empiricism used, 1.e.

1. regression analysis iIn which the coefficients are
solvod by loast square technique and which uses a
minimum of physical 1nterpretation.

2. simulation models which emphasise tho mechanisms
of the processes being studied through a series
of equations that arc- solved simultaneously.

Haun (197(1) proposed a wheat yield prediction

system that i1s based on '"cause and effect" relantionship.



Finally, Baiter (1976) classified crop weather
models 1Into three categories.
1. crop - growth simulation models.
2. crop - weather analysis models

3. empherical statistical models.

In crop growth simulation models, defined as a
simplified mathematical representation of the complex

physical, chemical and physiological mechanism underlying

plant growth response, the impact of meteorological
variables (radration, temperature, wind, humidity etc.) on
specific processes like photosynthesis, transpiration or

respiration can be adequately simulated by means of a set
of mathematical equations which are based on experiments or

available knowledge of the particular process.

Crop weather modelG are models which provide a
running account of the accumulated cCcrop responses to
selected agromoteorological variables as a function of
time. These models oftenuse soil moisture or
evapotrancplration and other derived or observed data on a
day to day basis and rolato these data together with other
information to morphological vegetative growth or crop
yields.Standard climatic data arc used as primary inputs!
some processes or crop response fTunction like soil moisture
distribltlon or fertiliser response are preprogrammed but
conventional statistical techniques are uBed to evaluate
the weighing coefficient In the final model. Crop weather

models proposed by Haun ((197*0 fall into this category.



Empherical statistical models are models i1n which one
or several variables representing weather or climate,soil
characteristics or a time trend are statistically related
mostly to seasonal yield or other crop statistics. Here
sample of yield data from an area and a sample of weather
data from the same area are used to produce estimates of
coefficients Dby some sort of regression technique. The
validity and potential application of such models depends
on the representatives of the I1nput data, the selection of

variables and design of the model.

The approach does not easily lead to an explanation
of the cause and effect relationship, but i1s a TfTeasible
procedure 1n making use of available yield and climatic
data for weather based evaluations of historical, current

and to some extent expected crop yield statistics.

1.3 The Cashew Tree

Cashew, Anacardium occidentals L. belongs to the
largo flowering plant "Fiutacloc"™ having twelve Tfamilies
with 22H genora and 11000 species. Cashew, a native of
Eiraz.il was brought to India by the early Portugese settlors
during the 15th Century and wan used mainly to harness the
problems or soil erosion. This particular plant Is found
In  the temperate zone within 27ON to 2C03 of the equator.
It 1s not stereo typed with any particular noil type and

can be grown iIn any type of soil provided. they are not

highly acidic. Tho rainfall requirement of this



tree also does not follow any hard and fast rules. Cashew
cultivation <can be carried out equally effectively 1In
regions having only 30 cms. of rainfall to regions having
400 cms. of rainfall. The temperature TfTluctuations this
sturdy tree can withstand, range from a minimum temperature
of 170 C to a maximum of 34—35O C. While the tree

flourishes under maximum sunlight 1t deteriorates in

regions experiencing mist and snow.

Cashew 1s a plant nutured solely Dbecause of 1ts

commercial value. The cashew kernel, cashewmut. cashew
apple. the cashewnut shell liquid are all products of the
cashew tree which rank high in the national and
international trade markets for their nutritive and

commercial value.

Unfortunately cashew as a crop has not been taken
seriously Dby the fTarmerc although tho demand for cashew
kernels has been growing steadily iIn the world. This IS
partly because cashew was treated as a wild crop and has
become economically valuable only 1In recent decades. It is
found mainly on lands unsuitable for the cultivation of
other remunerative crops. One 1mplication of 1t Dbeing
grown on relatively poor soil and terrain scattered all
over 1s that 1t i1s difficult to give cashew the kind of
close attention that crops generally recieve. Sine® 1t
grows on inferior soil generally unsuitable to most other

crops and 1s sturdy enough to withstand long spells of

drought the price that cashew fetches now makes 1its



cultivation a potentially Important source of 1Income from

the available i1nferior lands where 1t can be grown.

Considering the pattern and trend of India®s report
of cashew kernel 1n future, certain developments which have
taken place 1In recent years needs careful review. At the
outset 1t must Dbe pointed out that the Indian Cashew
Industry grew to enormous heights i1n the last few decades,
largely due to a steady supply of raw cashew nuts recieved
from East African countries. In recent years most of these
countries have set up their own processing units with a
view to consuming their production of r&w nut locally
thereby leaving lees arid less quantities for the Indian
industry. There have also been certain factors which have
affected the production and collection of crop 1n those
countries as a consequence of which avairlability of raw nut
from these countries for tho Indran Cashew Industry has
been drastically curtailed. Thus the Indian Industry can
no longer depend on the massive I1mports of raw cashew nut

from other countries.

UntLL recently growing of cashew was not an economic
proposition as the remuneration received by tho growers was
Very poor. This was one of tho major reasons why the world
production of cashew nuts suffered a sot back. The wide
gap between production of raw cashew nuts and tho demand
foi the fTinished goods i1nevitably lead to a sharp rise 1In

prlocs of raw cashew nut i1In the producing countries aa well
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ma Ffor cashew kernels In the International market. The
Imperative necessity today Is to meet the growing demand
and this would necessitate In seneratlne reasonable returns

to growers.

|.b Objectives of the present i1nvestigation

In the present 1nvestigation the development of
statistical crop weather models for the pre-harvest

forecast of cashew crop i1s conducted with the Tfollowing

objectives

1. to develop suitable and relirable statistical
methodology for the pre harvest forcast of crop
yields by constructing different empherlcal
statistical crop weather models adopting original
and generated weather variablee as predictor
variables.

2. to perform a comparative study of relative
efficiency. adequacy and performance of each of
these crop forecasting models evolved and to
select the "best®™ most promising and plausible

crop fTorecasting model for the purpose of Tfuture

use In  predicting the crop vyield reliably in
advance of harvest.
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REVIEW OF LITERATURE.

2.1 Introduction.

The food situation of India. with 1ts dependence on

weather variability has led to

1. the need to elve more serious consideration to the
analysis of weather and climatic condition of India
as a natural resource.

2. the need for monitoring: and interpreting current and
Immediate weather data In terms of expected crop

conditions and crop yields.

With the erowine awareness of the 1mportance of forecastine
crop vyields with the current meteoroloiical data and
studyins i1ts i1mpact on world food supply, various attempts
have been made to utilise and develop statistical models to

help In prediction.
2.2 Crop weather models and 1t3 classification.

A statistical crop weather model helps 1In tho
prediction of crop yield from meteoroloeical records usinc
*mpher_Loal relations from substantial records of crop yield
and weather variables. Crop yield depends upon a number of
faotors such as

1. agricultural 1nputs
2 . irrigation
3. weather variables

U. briometrical faotors



Based on these factors, statistical crop weather models can

be categorised Into four

1. Forecasting models using "weather variables" as
predictor variables.

2 . Forecasting: models using "biometrical characters®™ as
predictor variables.

3. Forecasting models using "agricultural Inputs” as
predictor variables.

&  Forecasting models using “combination of weather
variables, biometrical characters and agricultural
Inputs®™ as predictor variables.

Thus the "rediscovered"” 11mportance of the effect of
weather and climate on crop production has brought about
numerous research projects and publications dealing with
crop weather relationship at different scales. Various
statistical and mathematical techniques fTor analysing these

relationship have been used and the term crop weather model

has emerged as a popular expression iIn this type of work.

The persons involved i1n crop weather modelling are
not only agrometeorologlsts but also plant physiologists,
agronomists, plant breeders. ecologists. economists and
others. Because of their different academic background,
they use different approaches and i1nterpretations 1iIn their

research and applications.

In order to comprehend and appreciate the approach
and trend of various pioneers In this Tfield of forecasting,
an elaborate review of literature arranged 1i1n chronological

order 1s presented In the next section.
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2.3 The dawn of crop weather Inveatlgations.

The application of statistical models to the
prediction of natural phenomenon beean In India [In 1909
with Sir Gilbert Walker. His Investigation on the
forecasting of seasonal rainfall In India, from a knowledge
of prior weather conditions over the parts of the globe

which affect subsequent weather In India was classical.

Ramdas and Kalamkar (1937) reported that Jacob
(1916) was the Tirst to apply statistical methods to study
the crop weather relationship 1In the wheat crop of Punjab.
He correlated the areas of matured crops over the years
1887 - 1906 i1n thirty villages chosen from each of the TfTive

tahsila of the Siralkot district with rainfall of the

preceeding six months. It was seen that rain In September
was found to be beneficial totho autumn crop and
considerably so, to the spring crop. He also examined the

year to year variation of rainfall by fitting Peareonlan
frequency curves and periodic curves. In hie second paper

correlation between weatherand crop with respect to
Punjab wheat” used data relating to tho total area sown and
gross out turn for the whole of Punjab (1893 - 1927). The
meteorological data used worn tho Punjab rainfall and the
Lahore maximum temperature Tfor tho period October - March,
the wheat season. From the multiple regression equation
obtained. the area sown was calculated at the end of
October while the gross out turn per unit area was

calculated at the end of March. These foeoast would be
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known earlier than the officiral eatimetes drawn up from

local reports.

The value of systematic work on the subject of crop
weather relationship, was stressed Dby the "Royal
Commission” In 1932 when a section of Agricultural
Meteorology was commenced at the Meteorological Office,
Poona under the auspices of the "Imperial Council of

Agricultural Research-".

In 1975, the Indian Council of Agricultural Research
(1CAR) launched an All India Co-ordinated Crop Weather
Scheme (AICWS). Under this scheme, specialised
meteorological observatories were set up fTor the systematic
recording of crop weather observations on paddy. wheat,
Jowar etc. The objective of the scheme was to formulate
the effect of different growth factors on the growth and

yield of crops under observations.

2. 1 Studies conducted i1In relation to perennial crops.
1. Coconut

Patal and Anandan (1936) investigated the
relationship between rainfall and yield of coconut by
conducting a study which pointed out that crop yield 1In any
particular year 1a Influenced by January to April rains for
the two years previous to the harvest together with the
rains 1iIn January - April of the year of harvest. The data

utilised were oollected at the Agricultural Research

Station, Kaeargode. The number of relny days, the total

LS



rainfall for different seasons and years were obtained.
The vyield data utilised 1n various correlations were
collected from 105 regular bearine palms of ordinary tall
type and about 25 years old i1n 1919. The plot has been
manured and cultivated more or less iIn the same manner from
year to year and has never been i1rrigated. It was seen that
the maximum correlation of the yield of coconut and various
combrantions of rainfall was 0.810/1, the combination of
rainfall being
X - the total rainfall 1In January, February and March
during the year previous to harvest.
X - the total rainfall 1In January, February and March
during the second year previous to harvest.
Maximum yield of coconut reported from January and April
for two years previous to harvest. form the multiple
regression equation of the yield wi th three predictor

varitables X . X . X : where

1 2 3
X - the total rainfall 11n January, February, March and

' April during harvest year.
The multiple correlation obtained was noon to [lie very
close to the coefficient of correlation for the total rains
iIn the three vyears during January April. The non
significance of the total as well as partial correlation
indicated that the rainfall of one year 1s not related to

the rainfall of another year for the observations made and

the total correlation wherever significant were not

mpurloua.
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Belasubramanian (1956) surveyed the influence of
rainfall on the yield of coconut i1n North Kerala districts.
The yield data were obtained from Pilieode for 26 years and
from Kasarsode TfTor 29 years. The monthly rainfall data
were obtained from the station records for the vyears for
which the yield data were available. It was 1nferred that

1. the rains received in January i1nfluenced the
performance of the crop.

2. February rains also appeared to be important at
Kasarsode, while the March and April rains assumed
similar 1mportance at Pilieode.

3- rains In September were essential for coconut at
Kasarsode, but October and November rains appeared
to be essential for crops at Pilieode.

Investigatins the i1nfluence of weather factors on
coconut crop. Marar and Pandalair (1957) concluded that the
seasonal differences did not affect the different
characters of the plant and that the yield of a particular
year was Influenced by January to April rainfalls for two

years prior to harvest, ~wlth the rains during similar

period of harvest year.

Pillal and Satyabalan (i960) on otudyina the seasonal
variation on the yield, nutcharacters and copra content 1In
a Tew cultivars of aoconut growing at the Central Coconut
Research Station. Kasarsode reported that the yield
varitation was very high during different seasons. In
majority of the cases summer season showed highest vyield
while the north west monsoon period showed the lowest.
Hence they aoneluded that seasonal variration observed might

be the peculirarity of the exotic coconut cultivars.
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In an attempt to relate coconut yield with rainfall.
Abeywardena (1968) at first defined the term "effective
rainfall”. The rainfall during the critical period of crop
development [la called effective rainfall and at times this
critical period fairly covers as much as one year or more,
especially for coconuts. Thus the critical period was
divided into sub periods within which the external
environment was more or less uniform and weilghtage was
given to these sub periods as fTactors i1nfluencing the «crop
was determined using multiple regression technique. It was
shown that although the whole year previous to harvest S
equally moisture sensitive from the point of view of the
stage of crop development, different”™ sub periods of tho
year showed modified moisture sensitivenecs as a result of
differences 1n day lenght, humidity, temperature and their

interaction.

Rao (198*0 attempted to study the relationship
between the annual coconut crop yieldo and annual rainfall
trends using twenty years moving average for the region of
Pilioode. North Kerala, Tho twenty years moving averages
of annual rainfall and eocaonut yields were used to analyse
the relatlonahdp between them. It wan TfTound that both high
rainfall during the months of June, July and August, as
well as absence of post and premonsoon showers adversely

affect tha subsequent years coconut yield 1In the Pilicode

region.
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2. Ol Palm.

On* (1982-a) exploratory |Identification analysis
(EXA) as a systematic and objective method of determining
the relationship between oil palm bunch yirelds and chanees
in rainfalls and dry spells. Monthly o1l palm bunch yirelds
were related with monthly reainfall and dry spells as back
as 42 months before harvest through a series of
correlations and then re-evaluated through a series of

partial correlation.

On* (1982-b) forged ahead with his (EIA) and applied
It In determining the relationship between oil palm monthly
bunch yi1eld to temperature and sunshine of various months

before harvest.

3. Tea

The mean value of rainfall,relative humidity,
sunshine hours, temperature were tried as predictor
variables i1In the 1nvestigation conducted by Sen cg. al
(1966) on the i1nfluence of climatic factors on tho yield of
tea 1In Assanm. A separate analysis was undertaken for each
of the early, main and late crops. In their study. time
v&rlbles were added as predictor variables for changes in
the growth rate of tea plants as i1t aged. L.ater on he UBed
the logarithm of rainfall Instead of rainfall, which proved

to be more beneficial when rainfall was low.



On reviewing the climatic requirements for
maintaining the growth of tea plants. Carr (1972) found
that long sunshine hours were essential for maximum vyield
iIT the nutrient status of tea was adequate as long as other
factors such as excessive air, leaf temperature and low air

humidity did not become scarce.

According to Devanathan ((1975) the growth of plants
IS controlled by the avairlability of photosynthesised
carbohydrates. Since both rainfall and sunshine are needed
for photosynthesis, an empherical expression was proposed
which relateB the vegetative growth to the product of
rainfall andsunshine hours over a specified period. The
data for tea yield from constant trial plots in Malawl
showed that the vyield was strongly correlated with the
product rainfall per month (R) and average daily hours of
sunshine per month (S§) for the previous monthshowed a
straight line passing through the origin. Thus the
empherical weather parameter RS appeared to be suitable for

the study of vegetative harvest.

Muotafi and Chaudharl *s (19fl1) paper develops
stochastic process fTor the monthly tea crop production as
functions of stoahastlo varirables like past values of
monthly tea aropa production and also both past and current
values of meteorological, parameters (rainfall and Penman®s
evaporation records). This involves generation of

r**r***gon Polynomial optimal complexity through the use

of a heuristic method refered to as a multilayer group
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method of date handling which provides prediction of tea
crop production a month ahead of the crop’s picking. It
helps to determine the optimal level of precipitation
needed for a possible desired level of tea crop production.
2.5. A  Brief Review of the literature regarding short
duration crops.
2.5.1 Cereals.
1. Corn.

The Joint effects of rainfall and maximum dally
temperature on the yield of corn crop were 1i1nvestigated by
Stacy et. al. (1957). In their work, the maximum dally
temperature and rainfall averaged by five day period for 18
periods during each growing; season of a 38 year span were
related to the corn yleldc Ilining a net of second deereee
orthogonal polynomials as regression jnt(Qgrals. Results
indicated that high temperature near the end of growing
seaaon were beneficial to crop yields 1f the rainfall was
adequate. When no rains occurred high temperature caused

graat damage to the crop vyield In the first of June.

The objective of tho study conducted by Runge (1968)
was to show how maximum daily temperature and rainfall
interact at various times during the growing season and

corn vyield. Rainfall and temperature during the
growing season were correlated with corn vyield under
constant management for the 5/1 years period 1903-1956 et
Urbane. Maximum temperature and rainfall have e large

effect on aorn yield from 25 days before to 15 days after
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anthesis. June 30th. to August 8th la the average calender
Interval for this portion of growing season at Urbana. The
maximum effect of temperature and rainfall on corn vyield
occurs approximately one week before anthesis and remains
at a high level one week to eirther side of the maximum.
These models also 1ndicated that high temperature Dbetween
32.2O C and 37.8 Coare beneficial to corn yield 1f moisture

avaitable to the plant 1s adequate. Fishers polynomial

technique, as adapted by Hendrick®"s and Scholl (19&3) was

used In studing the rainfall temperature yield
relationship. He used a fTourth degree multiple regression
equation with nine generated variables. In their prediction

models the following assumptions were 1i1ntroduced.

1. A unit of maximum temperature or a unit of rainfall
has the came effect on crop yield for* the average
temperature or total rainfall, above and below average,
but 1In opposite directions.

2. The total effect on the yield IS directly

proportional to the number of units of maximum
temperature or units of total rainfall above and below
average.

3. The effect on crop vyield In  each period IS

independent of tho offoot In any other time period.

In his studies Thomsom (.19691 used multiple

curvilinear regression along with n time trend to evaluate

The i1nfluence of weather was seporated from the i1nfluence
of technology on tho yield of corn by the use of time trend
for technological and multiple ouvtlinear regression for

weather variables In five corn belts states of USA. The



weather varirables accounted for most of the variation from
the time trend. One of thecriticism of such a technique
was that there IS 1nsufficient numbers of years of

observations to provide the number of desirabledecrees of

freedom.

2. Jowar.

On examination of 9 years data for the crop of wheat,
Jowar and cotton at Dharwar Research Station,
Mallik (1958-a) found thatin two years when the wheat
yield was very low from rust attack, the number of hours
of sunshine days durinjc November was abnormally fow. On
the basis of comparison of rainfall during growing season
in 2 years of good harvest with wheat iIn two yearn of poor
harvest It was seen that jowar crop at Dharwar 1i1s rather
susceptible to excessive rainftall during the growing
period. It was Turther success!ed that the spell of cloudy
and rainy weather extending; over three consecutive weeks
durdnsc growing season of cotton appeared to create

condition favourable to pests.

Mallik (1958 b) made a subsequent study of tho height
of the yield at kharif Jowar in relation to rainfall during
vegetative period by attempting a more elaborate analysis
of 10 year data relating to Jowar from 5 stations. It was
postulated that the optimum amount of ralnfal during the
growing of Jowar wee approximated by the amount of rainfall

and Ita distribution Lh each of 1? weeks prior to ear
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emergence The correlation coefficient was estimated

between
1. height and yield.
2. percentage of deviation of a dural weekly rainfall
during the growing period in each vyear from the
rainfall In corresponding weeks of optimum year and
percentage deviation from the maximum heirght.
3. deviation 1i1n rainfall for the year of optimum vyield
and deviation from the optimum yield.
3. Rice

Das et. al. (1971) evolved prediction equation for
forc&sting the yield of autumn paddy i1In Mysore State using
weather variables with the help of multiple linear
regression analysis. In coastal Mysore restricted rainy
days during July to September and frequency of drought and
floods 1n August and September were principal weather
factor having significant effect on yield. In the i1nterior
Mysore, June and September rainfall had significant offoct
on yield. By testing the formula for the yield from 1965

1968, it was found that they agreed wi-I1 with reported

yields.

Murata (1975) reviewed tho statistical and simulation

studies as the effect of climatic fncloro on rico yield in
Japan and carried out correlation gtudies at various
location in the past half century. It was concluded that
tha most Important and Hlimiting climatic factor for rice

yield was solar radiation, while 1t was ®eaRn alr

temparatura during the same period In the northern region

of Japan.



The method of analysis adopted by Appa Rao fljt= al .
(1978) for forecasting the rice yield 1n India from weather
parameters at Marathwada, Rayalaseema. Gujarat and Himachal
Pradesh was similar to the analysis done by Bedekar et,. al.
(1977). They all used six variables i1ncluding the variable
of technology trend because of the recent advances iIn the
field of agricultural technolgy Jlike use of chemical
fertilisers (N,P,K), better 1i1rrigation and drainage
facilities, control of pests and diseases, better seeds,
improved agricultural practises etc, have resulted In Gharp
rise In the crop yield. The 1ncrease for all these factors
is called "Technological Trendl which wae more evident in
the sixtieth decade. On plotting vyield Vs year
technological trend was noticed 1n tho yield Tfigures of
Marathwada from 1975-76. for Rayalaseema from 1.960-61, for

Himachal Pradesh from 1951-52 and Gu.larat from 1952-53.

A suitable statistical methodology was developed Dby
Agrawal 11980) for forecasting the yield of rice In Railpur

district using the vyield data of P5 vyears and weekly

weather variables - maximum temperature relative humidity,
total rainfall and number of rainy days. Two models wore
found suitable. In the Tfirst, weilghted average of weekly

weather variables end their 1i1nteraction using powers of
week numbers as weights were used. The respective
correlation coefficient with yield i1n place of week number
was taken as the seoond model. The stepwise regression

technique wee fTollowed for obtaining the foreceetling
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equation. This stepwiae regression was used to select
singnifleant generated variables for the 2 models. Further
analysis was done using the sighificant generated
varitables. To study the consistency of the forecast models,
simulated forecast of subsequent years, not 1ncluded for

obtaining regression equation wer*e worked out.

Rup&kumar and Subramanya®s (198*0 analysis of the
crop weather relationship revealed that maximum temperature
and relative humidity during the vegetative and TfTlowering
phases have a profound i1nfluence on the yield of rice. A
second degree multiple regression equation involving
relative humidity during the vegetative and Tflowering
. riod has oeer. developed For fo"rcjau tins [urposcs.
Synoptic systems ovot the area during c. cc yield affecting

rice yield were 1i1dentified.

&. Wheat.

The influence of weather on wheat yield at Dharwar
was analyned by Ramamurthy and Danerjee (1966) adopting a
curvilinear regression analysis of weather variable using

successive approximation technique developed by Reekie), and

Fr.y (1979),

Tn his paper Sreeri lvnsan (197*1) employed regression
integral technique of Fisher (192/4) to evaluate the
influence of rainfall on wheat grown at Jalgaon and Niphad
(Maharashtra State) for a period of 22 years. These

studies supported the current views of physiologists end



agronomists and concluded that the pattern of responae waa

similar at the 2 atatlona and the two varieties.

A almulatlon model approach for relating effective
climate to winter wheat yield on the Great Plains was
o)

brought about by Bridge (1976). He spanned over 12
latitude on the Great Plains and related Kharkov winter
wheat yield at fTour Ilocations to climatic parameters. For
each location a stepwice multiple regression technique was
used to relate winter vyields to climatic parameters
generated by constant rust zone (CRZ) water budget and
expanding root zone (ERZ) water budget. It was found that

1. compared to those for CRZ model, the multiple Ilinear
regression using ERZ model parameters explained an
average of 12X more of the total variation 1iIn the
winter wheat yield.

2. the regression employing only potential
evapotranspiration and precipitation variable
explained an average of 63" 1e33 of variration in
winter wheat yield compared to the regression fTormed
with ERZ model parameters.

Boirekap (1977) developed a regression
equation to forecast rab: | wheat yield for the
meteorological, sub divisions Madhya Pradesh, Maharashtra,
Rajasthan (east). Gujarat region and Himachal rradesh. Tho
yield has been taken as dependent variable whero as the
different weather elements wore tho Independent variables
iIn the equations. According to this method, the mean crop
yield for a particular sub-division was TfTirst linearly

correlated with different weather elements for different

overlapping spelles ranging from 7 60 days. Those spells



which save high correlation called sensitive periods were
selected. Different combinations of the sensitive periods
for different elements were then selected and subjected to
multiple correlation analysis with yield as the dependent
variable. After numerous permutation and combination, that
combination of meteorological parameters was selected which
gave high and significant multiple correlation. The
Individual parameters 1In the combination was seen to

satisfy various statistical tests at the 5% confidence

level.
2.6 Seasonal crops.
1. Cotton.

The correlation between weather factor and Tfinal
estimates of the condition figures of cotton In Dharwar
district was worked out by P.a.nakrishnan M 93C". Kumpta 1ic

an unirrigated chief variety of cotton sown iIn the Tfirst
week of August and therefore the weather Tfactor required to
be studied to cover the period from August: to March.
According to Fishor (@192/1), to eliminate the effect of
economic and physical Tfactors progrossaing with time, the
method of partial correlation between any two series of
annual figures treating each series as a function of time
and ellminationg the time variables can be adopted. Then
third degree parabolas was fTitted to the series and the
vitlufis of the statistical constant and coefficient of
correlation with “condition Tfigures* were found for August

rainfall, September rainfall and January max imum
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temperature. Using these three fTactors the coefficient of

multliple correlation was found which was significant. The
condition figures were forecasted with considerable
confidence by the end of January 1i.e. 2 months Dbefore
harvest. rainfall should be adequate iIn August and

September and temperature low In the month of January.

2 . Groundnut.

While conducting an Investigation on the occurance of
drought at Hebbal, Suryanarayana et. al. (1971) studied the
relationship between groundnut yield and rainfall pattern
at Hebbal and Bangalore for the period 1957-1966. To
explain the variation 1In the yield, qualitative aspects of
rainfall were studied through the parameters namely
coefficient of variation of rainfall percentage, the number
of rainy days and severity of dry spell. Simple
correlation of these parameters w! th the crop vyield
revealed Importance of qunlltativo aspects of rainfall also
and multiple correlation of theco qualitative cerametoro
with vyield revealed that 3: of the yield variration in
these four Pactors. Finally 1t war. concluded that the
yield of groundnut dopondod not only on the amount of
rainfall but also on the pattern and distribution of

rainfall and the stage at which the dry spell occured.

3. Jdute.

In P.ao"s study IQFI0O) on tho effect of rainfall and
temperature on the yield of tossa Jute, the maximum daily

temperature and rainfall averaged for ?0 weekly periods
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during the growing season of 1960-1977 were seen related to

the Tfiber yield of tossa Jute. Second degree orthogonal
polynomial were wused as regression Integrals. These
weather factors explained 87% variration i1n yields. The

maximum effect of temperature and rainfall on yield was

observed at about 75 days after germination. Temperature
o)

higher than 36 C gave positive yield response at all

levels of rainfall. Rainfall between /15-100 days of crop

age was beneficial to crop yield.

4. Soybeans

Thomson (1970) broadened his views by using multiple
curvilinear regression analysis to measure the i1nfluence of
weather on the yield of soybeans. A linear time trend was
introduced to measure the i1nfluence of technology m®m as done
In his previous study. The highest yield has been
associrated with warmer than normal temperature In June Dbut
with cooler than normal temperature In Julj, and August.
The high yield has also Dbeen associated wjth normal

precipitation from Septcmbc-r through June and al>ovo normal

rainfall i1n JuJdy and August.

5> Sugarcane.

Sarkar (1965) suggested that use of method of
successive graphic approximation to examine the influence
of prevailing weather on yield of sugarcane crop at Poona.
It was found that the weather during the tilling ph

accounts for 50* of the varlaion Jn the yield.
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2.7 A study of crop weather relationship
Mallik at. al. (1960) conducted a preliminary study
on crop weather relation. Here analysis was done
pertaining to the data of cotton crop from 12 stations.
The stations were pooled 1nto two groups on the baslIB of
rainfall In the reproductive period to set sufficient
number of observations fTor studying correlation coefficient
between
1. different growth features and yield

2. meteorological fTactors and some growth features.

The problem posed by pooling of observation could Dbe
overcome once sufficient number of observations were
avaitlable for a particular variety. This kind of analysis
was Vvaluable especirally when there was no well formulated
hypothesis on the precise nature of crop weather

relationship.

Gangopadhy aya and IJarker (1964) reported that
curvilinear study could bo satisfactorily used to bring out
a aeries of crop weather relationship which were not
observable on the nurface and to provide a Dbasis For

estimating tho probable effect"'s of new combinations of

independent, Tfactors upon dependent ones.

SreenLvaoan (1972) carried out comparative analysis of
relative performance of two statistical methods and brings
out the slow eontinous change 1In the response of crop yield

to the weather patttern experienced by the cultivated soil
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and crop and two regression Tfunction in which the weather
pattern was subjected to continous screening to obtain a
few well defined weather periods of significance to the
soil and crop. It was found that In the case wheat crop at
Jalsaon and NIlphad region, the regression function had
better multiple correlation coeficient than the regression
integral. Sreenivasan reasoned that 1t might be due to the
differential response of some of the adjacent hypothesis of
crop and changing soil characteristics to the weather

variable.

Ae a consequence of these etudes indicating that
daily plant growth rate can be used to establish specific
numerical growth environmental relationship liaun (197&)
Initiated that these relationships be used in
prediction of yields. The design cf ~ prediction system
was based on tho hypothesis chut plant growth rate Ila
correlated with vyireld. To cnourc accessibility of
sufficient data. envlironmantul variables wore limited to
temperature and precipitation . Significant lag were found
in plant rooponee to environmental variables. Length of
the [lag periods also changed during seasons. Thus two
prediction equations wore used to accomodate these changes
and they were applied to temperature and proclpitation
records. Resulting cumulative growth values and data
representing pre-season moisture conditions were used as
independent variables on which yield was regressed to

provide a prediction equation fTor yield.
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Th* technique adopted by Dyer and Gillooly (1977)
to describe crop weather relationship was a stepwise linear
regression method. The study set out to show that the
useful structural equation could be obtianed for a crop 1In
Iceland. The current vyears hay yield had a significant
structural relationship with the mean cold season
temperature, application of nitrogen and mean warm season

temperature. It was found that when the previous years

yield was added to as a predictor, nitrogen apilcation and
mean warm season temperature makes no significant

contribution to the relationship.

A sensitivity analysis of statistical crop weather
models was performed by Katz (1979). The models considered
here were of the type developed by Thompson which predicts
yields from climatic variables using empherical relations
derived from historical yields and weather. Ridge
regression 1s usod to perform the sensitivity analysis.
The result of this analysis iIndicated that the estimated
coefficients for these models can bo quite variable. These
results have significant implications concerning

1. appropriate statistical methodology for developing
yield mode In.
2. the Timitation Inherent In using these models to

assess the Impact; of oilmail*” vnl Inbi I LLy or change 1n
food produo »1on

Jones®™ (19f1?) paper reviews some of the methodology
employed for investigating aggregate crop weather

relationship together with the problems encountered. It
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wmm supported by an attempt to estimate such a relationship
from a short data series for Central Nelfork region. A
chi-squared test 1s used to determine the seasonal
significance of weather variables which are then subjected
to an analysis of principal components. Employing these
components as explanatory variables 1n multiple regression,

the utility of approach for exploring the economics of the

agricultural climate was assumed.
2.S ALternate attempts iIn the fTield of crop forecasting.

Various other attempts were made In the field of crop
forecasting, among which the work done by "afarwathy and
Thomas i 1975. Ip7t ) for orof forecast Ino ml nr _log, normal

diffusion process are wor"k. men t1Joniry .

barauwuthy arid Thomas (1977) used leg normal ,
dif fusion process to forecar7 cropb 1llu tea, rice,
tapioca, coconut, pepper . caulicwmi L. t 1 Imrnm 1 model
was TfTitted to the data on the product luii o. "he crops - 1*

was found that the models gave antlsfno tory Trli to 1IN
data. Estimate of production for the pci 101 1975 76 was
obtaitned using therm models. Tinter and Patel (1965)
appt led lay. normal modol to tho data on nat lonal 1neonio of
India using the government expenditure at the exogenoucs
variable. Th.nb"r and Patel (196-) uflllrod the mine modol
to explain t.he trend per hectare yield of ur,.pn like rice,
whAA4, sugarcane taking Mm m 1iaportlulr .f It Igated area

undAr crop as exogeneoun variable.



The second paper published by Saraswathy and Thomas
(1976) dealt with a similar method to explain the trends 1in
the production of crops as mentioned above. It was reported
that the coefficient of determination was high and forecast
values were very satisfactory. The log normal diffusion
model offered a <close fit to the data and hence these
models could forecast the pre harvest production of crops
for the periods which were not very far removed from the
year 1973-"7U.

2.8 Review of weather forecasting models with reference
to rainfall.

The vital role played by rainfall In any crop
weather relationship 1s clearly evident andhence to
understand the characteristics of this phenomena, various
studies were conducted. In tho recent panteffort have
been made to gather- all i1nformation about 1ts distribution,

frequency and forocant Pncllitten.

Fisher (192ft) established that It :lc tho distribution
of rainfall during a season than Itn total amount which
Influences crop vield. The distribution of rainfall
depends on tho sequence of wot: and dry spells over a period
oP time and their occuranco can be regarded an a ncr-lon of
Bernoullt lan trials. Tho pattern of occuranco of rainfall
was i1nvestigated by fTitting data over a poriod or time
during which the rainfall has a nlgnJfleant ofPecl on the

growth of a particular crop.
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Gabriel and Neumann (1962) studied the pattern of
oecurranoe of rainfall at Tel Aviv with the help of Markov
chain model. They described the occurrance and non
occurance of rainfall by a two state Markov chain - a dry

date denoted by state O and a wet date denoted by state 1.

On Ffitting fourth degree orthogonal polynomial curves
to the distribution of rainfall at Kasargode during 1926
1950 Ffor each year, Lakshmanachar (1965) found that

1. average weekly rainfall had a tendency to
Increase as the linear component was positive.

2. 75% of the rainfall was from mid May to mid
Sep tember while the remaining quantity was
distributed over the other nine months.

3. there was every certainlLy of the occurrance of
rainfall during the week 23rd - 30th, while
during the Tfirst 1A weeks probability was very
fow.

The rcliabllJLy analysis of rainfall during crop
growing season in Bangalore and Koirar districts in

Karnataka was conducted by Rao and Rao (19C8).

Singh and kavati (19<—>d) i1nvestigated the use of
rainfall probabi 11 tloa In agrilcul Lux"fal and planning. Tho

monthly rainfall dataof Ailnaravathi and Coimbatore For 39-

AO were obtailned. From experience. the frequency
distribution arn In general nkow ami hence mean does not
give a true picture of the situation. Various
transformations wareused to remove skewness in tho

frequency distribution after which values n , B . mean and
1 2
standard deviation were calculated for each month over the

avairlable number of years. These. together with the
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appropriate t values provide the confidence limits of the
monthly rainfall on the new scale. Thus the monthly and
annual rainfall probability together with monthly
confidence Ilimits were worked out. It was seen that at
Amravathi, the lower limit of about 127 mmof rainfall 1iIn
July called for urgent measures for draining; out 11n the
field preventing water logging. At Coimbatore,

supplementary 1i1rrigation should be given during the months

with very low limit of rainfall.

Basu (1971) conducted fTitting Markov chain model for

daily rainfall data at Calcutta.

Mathematical distribution of rainfall 1n arid and
semi  arid zones of Rajasthan state wore developed and

analysed by Krishna and Kuchwala (1972).

A study of occurrence of rainfall 1n Rairpur district
wac made Dby Bharsrnva e.t, al. (1.93) with the help of a
Markov chain model. Data relating to twenty one rain guago
stations 1n different parts of Raipur wore collected. A
sequence of wot and dry days Por each centre were taken
whore a day Is dry If tho amount of rainfall was less than
3mm/day and a wet day was 1ts contrary. It was observed
that the weather of a day depended on the weather
conditions of the previous day. A Markov chain was TfTitted
Por each centre and the results Indicated that 10 centres

have similar pattern of the occurence or rainfall while the

remaining were different.
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Medht (1976) utilised the same two state Markov chain
model as Gabriel and Newmann (1957.1962) 1i1n his study of
the occurence and non-occurance of rainfall at Gauhatti,
India. The statistical hypothesis testing determining the
order of chain, zero or one was carried out using the

statistical i1nference technique for Markov chain developed

by Anderson and Goodman (1957).

The objective of Thomas"s (1977) paper was to predict
the monthly and annual amount of precipitation with number
of rainy days at Pattambi Rice Research Station. Based on
data relating to monthly and annual amount of precipitation
and the number of rainy days at Pattambi for the period
1927-76. point estimator: ta3ed on different |levels of
probability for the monthly an well as annual rainfall and
number of rainy days have been computed. The mean annual
precipitation at Pattambi recorded a value of 2605.3mm,
with the standard deviation of the amount of precipitation
536.05mm. The mean number of rainy day0O per year was

118.2/1 with a standard deviation of 13.52 days.

weather condltionnat Tamil Nadu Agricultural
University. Coimbatore were analysed by Kul.andalve.lu filLi.
a <''1979). Analysis of rainfall pattern and cropping

system In Klnathakkndavu n.lock, Coimbatore district was

carried out by Kulandalvelu elix. aL« (1979).

Prediction of North East Monsoon at Coimbatore was

done by Pal (1979).
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Victory and Sastri (1979) analysed the probability of
dry spells using the first order Markov chain models and
thereby dry spell probabilities were applied to the study

of crop development stages effectively.

Nguyen and Rouselle (1981) suggested a stochastic
model to determine the probability distribution of rainfall
accumulated at the end of each time unit within a total
storm duration. The probability of any given number of
consecutive rainy hours was determined by first and second
order Markov chains. Statistical tests were performed to
test the Tit of the Markov Model to the sequence of wet
hours. By using the stochastic model developed a storm
profile was chaacterised 1In terms of the time of occurance
of the storm, total storm depth, probability estimates of
accumulated rainfall at the end of each time unit within

the total storm duration.

Individually Nguyen (1987?7) developed a stochast ic
modol to doterml.no tho probability <li.stributl.on of an
unbroken sequence of consentivo hours of rainfall amount at
tho end oP oach hour within a total n hour storm duration.
A general theoretical methodology has been proposed that
has greater TfTlexibility for characterising tho temporal,
pattern of rainfall than previously available. Using the
methodology a temporal, storm pattern aan be characterised
in terms the total storm duration. the total storm depth
and the probability of accumulated rainfall at the end of

each time unit within the storm.

39



Suryanarayana. and Krishnan (1982) ananlysed
theoritical distribution of rainfall accumulated during 2
weeks, H weeks. 6 weeks etc upto 30 weeks Ffrom the
commencement weeks of growing season for each i1ndividual
year at Bangalore region, during the period of 1907-
1977. It was found that accumulated rainfall was not
normal for second and fourth weeks, also non-normality was

found for 10 week and 1%-28 weeks respectively.

Bhagavan Das and Ramalingam (1983) investigated
monthly and annual rainfall pattern at Pondicherry and the

seasonal rainfall ac Pondicherry was analysed by Raju

fil,. al®. (1983)

Manohar and Siddappa (198*1) carried out a study of
weather spelle and weather cyclen at Raichur district ucing
first order Markov chain model. The daily rainfall data
for 59 years from 1917 to 1975 for the monsoon months at
Raichur were wused to fit the first order Markov chain
model . It was reported that; the Tfirst order Markov chain
model seemed to TfTit better for- the wet spella than dry

spells as judged by the Chi. squared tonte.
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MATERITALS AND METHODS
3.1 Mmteriale.

The present study of empherloal statistical crop weather
models fTor the yield of cashew crop was carried out for the
Cashew Research Station, Madakkathara. Trichur. This
station 1i1s located at an altitude of 23 meters above mean
sea level (MSL) and 1i1s situated between 10O 32” N latitude

0

and 76 16 east longitude. Geographically i1t falls i1n the

humid climatic zone. The soil 1In this area could Dbe

categorised as the laterlte type.

The data for the present investigation was obtained
from the Cashew Research Station, Kerala Agricultural
University, Madakkathara. The plantation consists of 1074
trees planted In .1973 of wh lot UOS trees were subjected to
NPK trials. The remaining 639 trooo were treated uniformly
from which a sample of P 0 trees were utilised for the
present study. This sample of plyn trees could be further

classified varloty wine and an nuch 16 different varieties
each aving a tolal of 15 tras

of cashew could be regia toned. They were
A
1. DLA - 139 1
2 . Anour - 1

3. K 27 - 1

a. Tlawan twad 1

5. K -10-2

6. T 56 of OLA
7. M 6/1

8. T - 10 of BLA
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0. M 10/4

10. M 7674

11. T - 1 of BLA

12. T - 273 of BLA
13. H - 4 - 7

14. Vengula - 37 - 3
15- BLA - 256/1

16. Veneula - 36 - 3

The yield data of these varieties were collected for a

period of ten years 1.e. from 1976-"77 to 1985-"86.

The meteorological variables considered i1In this study
were
o)
1. Maximum temperature (¢ O
o)
2. Minimum temperature ( O)
3. Rainfall (cmo)
4. Sunshine (hours)
The monthly data regarding these variables were collected

from the Moteorologieal Observatory, Vellanikara for a

period of 11 years 1i1s From .1975 - -1985

3.7 Methods.

In tho 1Lfo span of a crop, It In noticeable that
weather variables have n profound i1nfuenco on 1i1ts yield and
affects It differently at different ntngen of development.
The Impact of these weather variables depends on.

1. the magnitude of the weather variable

2. the dlatribution pattern of these weather variable
over the crop season.

42



These two conditions necessitate the division of the whole
crop season i1nto peroids or effective crop season. An
effective crop season i1s defined as the length of the time
Interval 1n which the value of the weather variable 1In that

interval are considered to have actual and significant

influence on the crop vield.

The cashew tree 1i1s perennial In nature. The young
cashew sapling planted inthe month of July starts 1its
growth with the onset ofthe rains In October. In due
course of time 1t grouointo a tree and on maturity
commences Tlowering during the month of December. The nuts
develop and are ready for harvest from the month of

February to June.

The flowering period tends to bo tho crucial stage,
while thinking alLong the Unco of yield It; tr. noticed
that the mon ths ? St p *ember* to March have rJ pnl flean t
influence on factors attrlhutl.no- to yield. Further scrutiny
reveal r rhe.t the rain fa’J 1 in the month" of December,
January and February wh:l Je runahln®©® and temporaturo 1n the
mont.hr. of September, Odotcr, November worn the trend

settnrn of tho yJoi

On th© basin of th© above facts. tho of feelive crop
season In this study Is taken aa six months prior ©€o
harvest and based on the i1nfluence of these months on yield,
they are TfTurther divided Into four periods or seasons as

given belows
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1. December, January, February

2. September, October, November
3. Rainfall from December, January. February and
temperature and sunshine from September,

October, November

Li o September, October, November,December, January,
February

3-3- Development of models for studying crop weather
relationship.

The earlier works undertaken In this regard was
confined to simple correlation and regression studies. The
first step towards comprehendve analysis of crop weather
relationship was the application of multiple regression

technique.

3.3.1 Forecasting models with one weather variable.

Lot (0O.M) bo tho crop season of a crop over which
the effect OF a weather variable X 1S to be investigated.
The crop season (O ,M) is at first divided Into n equal
parts or periods after which the multiple regression

equation of yield response Y upon the different magnitude

th
of weather variable x at the w period 1S 1llustrated as
n
"nA “ A X n  _.... (1)
O X . W W
VvV = 1

where
Ao = constant.

Aw N linear effect of one unit; change In weather
variable on the crop yield a wth period
and are estimated by tho method of least
squares.
th

X & value of weather varlablr at w period
W
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As X , X , X ... X denotes the value of the

1 2 3 n
variable i1n different periods, n is likely to be large. In
such a situation, a large number of constants have to be
evaluated from the data. This will require a long series

of data for precise estimates of constants, which may not

be available In practise.

Fisher (92H) was the TfTirst to tackle this problem.
He assumed that the effect of change i1In weather variable 1In
successive weeks would not be an abrupt or erratic change
but an orderly one that follows some mathematical Ilaw. He
assumed that these effects am composed of the terms of a

polynomial function of time.

M.

Assuming that the values of the weather at the W
period be expressed .in terms of orthonormal function of
time. X can be expressed as

W
X - p tf (w)] * v [f <w)iI 1 ... ep [r Tw)i (?
W 0 0 1 1 m m
where p T"a are the distribution constant of X . Tho
k th w
function f ((w) S a polynomial of tho m degree (k
k
0.1.2. .. .m)e-

JLnco tho effect of chance In weather variable in
successlLvo periods could not ha an orderly one followtog,
some mathematical law, At can be assumed that the A can

W

also be expressed as a polynomial



A ma [f W] ®=a [Ff W] +a [f W] + ...+ a if (W]
W o) 0] 1 1 2 2 m m

©)

where a , a , a ....a are constants.
0] 1 2 m
Substituting (@) & () In (1) and utilising the properties

of orthogonal or normalised functions fk(w), he obtained

m
ap ®e _......... (U)
k k
Fisher developed this model for examining the
influence of rainfall on wheat at Rothamsted. England.

Thie model takes |Into account not only total vrainfall
during certain period but al30 the manner In which rainfall
was distributed over the crop season. under :-onn-.deration.
Fisher suggested to use m S for men1l of the practical
situations. In rueh an equation tho number of constante, to
bo evaluated will remain 7. no mat tor how finely 1he season

Is divided.

Fisher®s crop weather model follows two nr.sumptionn,

namely the expressiblllLy of X , magnitude or weather
W

variable and A . the effect op crop yield In terms of p -
w K
the polynomial function.

Eventhough the two assumptions may bo satisfied in
case of annual crops like rice, wheat, sugarcane, ground
nuts etc. whose crop seasons are relatively shorti the

first assumption of expressibility of weather variable X
W



in of polynomial function of time, would not bo
satisfied 1In case of perennial or plantation crops. This
IS Dbecause tho magnitude of the weather variable as far
back as one or two years or more from the year of harvest

have 1nfluence on crop yield.

Therefore, concerning this study we cannot TfTollow
Fisherfs method of decreasing the number of predictor
variablee 1In our forecasting models. An alternate approach
was tho method offered by Hendrick and Scholl. In this
method the crop season (0 ,M) jr divided i1nto finite number
of i1ntervals or periods and 1t 1s assumed that only the
effect of the weather variable at the wth period can be
expressed i1n terms polynomial functions of some variables

such as 1i1nterval or period number w.

Forecasting nioeols will two ;ht * B3 *I1™h Lcs.

Hendrick arid Scholl (1947) modified Kishor’s
technique ouch that choy divided the crop noaeon into 1
weekly Intervals o> periode and 1l war assumed that A
polynomial of degree k In tho variable period or Interval

number w would be sufficiently flexible to express the

relationship. Mathematically It can be expressed as
m
k
A » S N W
w N k



Substituting this equation In (1)

n
k
Y »>A + t a w ] X + e )
0 W
k=*0
Let
n
k
w X
W
Therefore
m
Y = A = az € ©)
0 - k k
0

In this model, number of constants to be determined reducea

to U. iIT m - 2 Irrespective of n. the number of periods

within the crop season.

The crop weather mode! (1) can bo modified for two

weather variables. X rainfall and X - maximum
1 0
temperature. taking 1nto account their interaction effect
as
n n n
Y - A NOAX - . D X - cC X X
o Wiw ~ — W 2w W aW Pw
W 1 W- 1 W]

)

where X and X are the magnitude of the weather variable
1w Pw th
X and X at the w period within the crop ooanon (0.M)
1 ?
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Am 1n the crop weather model (5)the effects A , B

W W
and C can be expressed as
W
m
A = a wh
w k
m
k
B = b w
W k
k=0
m
k
C = cC w
w k
k=0
Substituting these values 1n (7) we Ket
m n m n
K-—————————— k
Y = A *% a [ w X ] - b t w X ]
o) —— k= Jw R 2 W
k=0 w-1 k-0 w—1
N n
k
+ - ¢ [ w X X ]
k 1w 2w
kO Weail

(8)
Hendrick and Scholl omployad this crop weather model,
taklne m « 7 no quadratic polynomial In period w, on thoir
atudles ofeffect ofrainfall. maximum  temperature and

their interaction on crop yield.
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As In the crop weather model (5)the effects A « B

W W
nd C can be expressed as
W
m
A« a wk
W X k
m
k
B = b w
w k
k=0
m
v k
C = cC w
w k
k-0
Subfltltutine thGoe vadues In (7) we jcet
r a n m n
k k
v = A %= a [ w X ] - b [ w X ]
0] — k Iw k 2W
k<O w— 1 k «0 w-1
m n
k
+ C [ w o X X 1
k w 7w
k=0 Wel

(0)
Hendrick and Scholl employed this crop weather model,
taking m m 2 ae quadratic polynomial In period w, on their
studies of effect of rainfall, maximum temperature and

their Interaction on crop yield.



3.3.3 Forecasting models with many weather variables.

The basic crop weather model (7)) was modified for the
purpose of developing <crop weather models using many
weather variables. A complete second order response
surface type model was developed using p weather variables.

The orlslnal statistical model adpoted for the purpose was

as TFTollows

P n P n
A + > A X > N N B X
o) N W v ———— w Iw
1=1 w=l
n
Q X X » h t e e
(1d)w v Jw o)
1<]J w=1
where.
A =linear effect of J?h v.oalhcr varirable X at the
1w th W
w period on crop yield.
th
B =quadratic effect of J weather varirable X at
Iw th 1w
w period on crop yield
th
< reffect oT two Tfactor Interaction of 1 and
(i Jd)w th th
J weather variable Xx and X at w
w Jw
within tho crop noanon (O0.M).
T - trend
Assumlne that It would be sufficiently TfTlexible to
express A , B and G in terms of polynomials of
W Iw (1J)w
degree m i1n the variable* of functions H \w), H (w) and
1 2

H (w) of psriod number w, we hive the following relations
3



H (w)
ik 1
m
B b H (\w)
1w ik 2
k*0
m
3 H k(w)
(id )w (id)k 3
k=0
where a , Db and e are constante 1n the polynomials
1k 1k (1d)k
k k k
of H , H and H respectively.
1 2 3

SubBtitutinz the above three equationa In (9) we get

P m n
k
a il X
1k 1 1w
1-1 k--0
p m n
k 2
b H X
1k 2 1w
1=1 k=0 w«
m n
e H X X
(aJ)k - 3 1w v
1=1 k—O w=1
(10)
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Lat

n
k
Z = H (w) X
1Kk 1 w
n
k 2
Z 7= > H (w) X
1K A 2 W
w=1
n
k
Q = > H (w) X X
(id)k 3 iw Jw
w=1
Hsnca the equation (10) becomes
ni p m
Y = A a Z + b z -
0] -1 1k 1k 1k 1k
1=1 k=0 1=1 k=0
P m
K Q * h T e
(1.1 )k (1j)k 0

(11 )

within tho clans of comploto oocond order response
surface type statintlcal crop weather models, tho above
orop weather model (11) 1Is the moot eonoral Tform of crop
weather model from which many forecastine models can bo
derived and brought out; for different values of the
parameter p, m, n and for different forms of the generated
pradiator variable depending upon the various functional

k k k

forms of H (w), H (w) and H (w).
1 Z 3



1. HF we take

m * 2 and b = 0 for all 1 & k
1k
the model (11) boils down to the crop weather model
used by Hendricks and Scholl (19&3). Stacy et. al.

(19&7) and Rao (1980).

2. Iff

3
m = U and b =0 for all 1 & K
Ik
the model (11) reduces to the forecasting model

employed by Runge and Odell (1957)

H k(w) = 1 k(w) H kw) = w 7/ W

wtl

b = 0 for alii S kK

1k
the model (11) 1c similar to the forcanting model |

of Anrawal fiL.  (1980).
li IT
n
k U k
H W) » r O 7/ r (1)
1 Iw w
WIZN
n
k k
H (W) « r @3) 7/ r (3)
3 (1J)Hw — (ijw

b * 0 for all 1 a k
1k

53



where r (D IS the correlation coefficient of Y
W
with X and r (3) 1s the correlation coefficient
Iw w th
of Y with the product X and X at the w period,
w Jw
in model (11) then 1t reduces to the forecasting
model 11 of Agrawal et. al. (1980) and Jain et. al.

(1980)

Thus the forecasting model (11) 1s more general than
those models recently considered and 1t can be expected
that this model would render a wider scope and structure of
the ay3tem of generated predictor variables which are
influencing the yield than the other remaining models.

3. Forecasting models fTor the yield of cashew utilised 1iIn
the present 1I1Investigation.
The general Tform of the forecasting models employed
in the present study 1? given by equation (11) from which

different forecasting models are derlLvel for different

valued of the parameters and predictor variables.

Let the predictor vhrdnblen In the general

forecasting model (11) be

w* 1



Model

— k 2
Z " - > H W) X
1k 2 1w
w=1
n
k
Q - > H (W) X X
(id)k — 3 v Jw
W1

1N

In this.model, the predictor variable i1n the general

forecasting model (11) are

MQdJLI

model

n
- - - k
V4 w X
1k . Iw
w=1
n
k 2
Z —— w o X
1k 1w
w~1
n
k
Q = w X X
(1 J)k w dw
wel

SLA

The predictor varitables of the general

Iin this model are

1|
N
\

forecarting
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Z * m w X / > W

1k W

w=I1 w=1
n n
k k
Q = N oow X X W , 1<J
(ip)k  ————— Iw  Jw
w-1
Model 3jl.
In this model, the predictor variables for the

seneral forecastine model (11) are constructed as

n n
~ k "" k
Z _ r (1) X / r a)
ik -: Iw Iw -— w
w al W-1]
n n
k ? k
Z - (?) X / r (2)
1k , fw Iw w
K i I |
n fi
k k
* f3) > y r (3) . i<l
(1J)Hk (1 J)w fw Iw <1J)w
W1l w 1
whe ro r (1), r r ) and » (1> arc tho correl tation
Iw L\s> (1J)w 2
ooeffioranta of oait.hew crop yield Y with X . X and

w Iw
X X ~icjJ) respectively
Iw  Jw
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Cmjul XX

Hare the predictor variables in the

forecasting models are constructed as

n
k
H (w) X
1 1w
n
— k 1/2
Z "= H (w) X
1k 2 1w
w=1
n
k (1/72) (1/72)
Q = H (w) X X . 1]
) 3 iw jw
w-1
Model (L.
n
k
1. = W X
1k Iw
w 1
N
k (1/7?)
Z 7 - w X
1k Iw
W =1
n
k (1/72) (1/72)
q « W X X , 1<
(1J )k fw Aw
= |

are the generated prediotor variables in the

forecast ins model (11)*

general

general

Y4



JBQjOax 5*.

The generated predictor variable constructed for the
ganeral forecasting model (11) 1n this model are
n n
k
w X w
1k W
w=1 w- 1
n n
Kk (1/2) Kk
Z * = > w X / > W
1k w ——
w=1 W=1
n o
k (1/72) (1/72) ——— k
Vi X X W . K.1
(ij)k — Jw Jw VA
Wa 1 W =1
TMc final B M al ot % w  lmi*sl pro! Jetor
varlabloo
11
k k
X (1) X r @D
1k Jw Jw 1w
w -1 w 1
n n
k (1721
7 v @) X D)
1k Iw Tw W
1 w -1
N n
k 1/ 2) (17 2) K
r (B) X X / (5)
(ij)k ~ (1d)w iw Jw CLjDw

w="*1

SB

Kd



where r CI), r (@) and r (5) are the correltation

Iw Iw (in)w (1/72)
coefficients of cashew crop yield Y with X , X
(1/72) (1/72) 1w Iw
X X (1<d) respectively; for the general
w Jw

forecastine model.

3.5 Selection of effective crop season with regard to
present crop forecastine model
The effective crop season 1n case of cashew 1s taken
pertaining to this study, as six months priorto the month

of harvest which 1s believed to have i1nfluence onthe yield

of cashew tree. In other words the magnitude and
distribution of weather parameters from September to
February are the deciding Tfactors of the yield. Based on

this information the meteorological data 1s divided into

four seasons

Season 1 - December. January, February

Seaaon 11 - September, October, November

Season 111- Rainfall from December. January, February.
sunshine and temperature from September,

Octobor, November.

Season IV - September, Octobor, November, December, January,
February
Thur In Season 1, Season Il and Season 111 the values

of the parameters 1i1n the crop forecasting model are
m-2, n=*3 1e. 1-1,2,3,4; k~-0,1,2; w-1,2,3. In Season 1V the
parametric values are p=ft, m™2, n=6 1e. 1I»l, 2,3, 4; k«O0,I1,21

w-1,2,3,4,5,6
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The yield data obtained pertains to sixteen varieties
of cashew and six models are to be constucted for each of
the sixteen varieties within the four seasons. For
simplicity sake abbreviations are made use of based on the
following 1logic
IT we are refering to model 1 In the first Season for the
first variety of cashew, It 1s represented as S1IM1.V

1
Similarly iIT we are refering to second variety of model 1

in the fFirst season then 1t 1s abbreviated as S1IM1.V .

2
S2M5 .V refers to sixteenth variety of cashew of model 5
16
Iin the second season. Thus 1n general, SpMg.Vr refers to
th th
the r variety of cashew of the model q In the p season.
Proceeding henceforth, in total each variety of
ca3hew i1llustrates six models 1In one season. Therefore 1in

one Beacon a total of 96 models are constructed taking 1i1Into
acount all the sixteen varieties. Tho same 1logic applies

to all tho remaining three seasons.

3.6 Generation of predictor variables.
The predictor variables to bogenerated are first
order predictor variables namely T and S and second
tk 1k
order predictor variables Q , 1<J. In this study
(1J)k
twelve different predictor variables are generated fTor each
Z and Z with eighteen generated predictor variables
1k 1k
for Q (i<k). for a model pertaining to a particular
(id )k
Season. Thus totally A2 pradletor variablesare oonsidared

for each of the proposed model.
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From these 42 predictor variables 9 predictor
variables having the highest correlation coefficient with
yield response are selected as preliminary selected
variables. From these preliminary selected predictor
variables, the most i1mportant predictor variables are then
selected by step wise regreasaion technique using Tforward
selection procedure [Draper and Smith, 19811 fTor each of
the proposed forecasting models

3.7 Criteria TfTunctions Tfor the comparison of efficiencies
and performance of the forecasting models

Hockinge in 1976 listed out a number of criteria
functions baaed on which the most efficient and plausible
crop TfTorecasting models could be selected. There criteria

are stated Iin terms of the behavior of certain functions an

a Tfunctj on of predictor variables 1ncluded i1n the different

crop TfTorecasting models selected through step up regression

procedure. Many of thocc criterion TfTunctions /ire Dimple

functions of residual mean square (RMHI for each crop

forecasting mode l which Ir. assumed to have r parameters

inoludJna constant A and number of observations on crop
(@)

yield response Y to bn s. This 1nvestigation employs the

following criteria fTun Mona.



1. Residual mean square (RMS)
The RMS defined as
RMS = MSE = SSE/Cs-r)
Is a measure used to Judge the adequacy ofa fitted
regression equation. Among the several regression
equations the one with the smallest value of RMS 1is usually

prefered and this model 1s selected appropriately

2
2. Squared multuple correlation coefficient (R )
2
R Is an i1ndex of goodness of fit of the model; moot
widely used. It can be viewed as a measure of strength and

adequacy of fit, which 1s usually used to Judge the fit of
the Jlinear model to a given body of data. It iIsdefined as
follows

R - SSR/GST - 1 - (SSE/SST)

?
However the statist leal significance of R may not;

give a true picture of the adequacy of Ui> model fTitted to
2

a given body of data. Another 1Iml tn:lon of R in that for

afixed rosidul sum of nqunren. R increases with the

ateapness of the regression surface.
2
3. Adjusted square multiple correlation coefficient (Ra ).
2
Aa an alternative to R some users reoomended the
adjusted multiple correlation coefficient. This procedure

iIs exactly equivalent to looking for the minimum RMS, as an

adjuatment to remove upward bras when baaed on small number

of obiervatione.
2 2

Ra » 1 - (1 - R ).(=-1)/(a-r)
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t. Total prediction variance (Jr).

Jr arises by computing the total prediction variance
over the current data for a siven subset of predictor

varitables and then estimating variance by RMS. Jr S
defined as

Jr = [(s + r)/(g - r )] SSE = (b + r) RMS
Jr 1a used when the objective of regression 1s to predict
the Tfuture response. But theoretically the criterion
function Jr has the drawback of ignorance of bias

prediction.

5. Prediction mean square error (MSEP).

Tukey (1967) and Sclove (1971) advocated the wuse of

criterion of MSEP if the objective of the regression

analysis IS prediction of a future response and estimation
of the mean response for a given input. MSET expressed an
MSEP - [(a 1)/0l . [RMS/ (s-r-1)]

fi. Average ontymutod variance (AEV)

The criterion Tfunction called tho average estimated

variance ((AF.V) Is defined aa

AF.V - r. (RM3)/P
Thin criterion Involves averaging the prediction Vvariance
ovar th* whole regression region of 1i1Interest. rather than
for jJuit the data points given and using a weight Tfunction

which attache* more weight to the more "important-® point™*

In the region.
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7. Amemiya prediction criterion (APC)
Ancaiya (1980) developed a criterion function

bued on prediction mean square error (MSEP) 1n order to

include the consideration of the losses associated with
choosine an i1ncorrect model. It 1s defined as
2

APC = (s+r)/(s-r).(1-R ).SST/s
where SST 1s total sum of squares. APC iIs also a
reasonable and satisfactory criterion function to Dbe

employed in selecting the ’best®" TfTitted crop Tforecasting

models.

8. Akalke i1nformation criterion (AIC)

Akalke information measure (criterion) seeks to
incorporate in selecting the predictor variable that the
divergent consideration to reality. Thus, information
criterion 1nvolves a statistic that 1ncorporates a measure
of precision of estimate and measure of a rule of parsimony

in the parametrlgation of a statistical crop Tforecasting

mode L.

Akalke (3978) proposed a modified form of hin

]
t.

original AlC. The AIC function 1i1n terms of R and 1I13ST Is

defined as follows
AIC & (s-r). InC@ R )/(ar).(s3Nl e r. In (R /7r(SST)]
Prom the above dlsounsionB on various criteria
functions to be employed Jn selecting the "bent” crop
for*caating models, it iIs clear that the choice of

criterion depend very much on how the ohosen model will be

used.
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RESULT

The study conducted on the data collected Tfrom

sixteen varieties of cashew from the Cashew Research

Station, Madakkathara, yielded the following results.

4.1 Statistical analysis of the forecasting models 1n the
four seasons.

The important results from the step up regression
analysis on each of the six different forecasting models 1iIn
the four seasons as proposed In Chapter 11l are presented

in the fTollowing sections.

Step up regression technigue was adopted for each of
the proposed six models. In all the four seasons fTor each
of the sixteen varieties of cashew. Only those models
which registered a significant F value i1n their analysis
were chosen for further statistical treatment. The results
of the step up regression of the chosen models were
illustrated 1n the fTollowing cub sections.

4.2.1 Statistical analysis of the chosen forecasting model
under Variety 1

A total of six models were selected under Variety 1.

They ware Tfour models from Season I and one model Tfrom each

Sation Il and Season 1V.

65



a. Season | (Dec, Jan, Feb)

1. S1IM2.V
1

From the nine preliminary selected variables, seven

predictor variables were 1ncluded in the final crop

forecasting model namely =z , Z , V4 . Q , Q
31 42 43 (13)0 (23)0

and Q ; The estimated regression coefficients
(24)1 (24)2

for these corresponding predictor variables, alons with

there standard error and computed t value were presented 1In

Table . 1. It was noted that on the Dbasis of R2 and

adjusted R2 (Raz), the adequacy of fTitted crop forecasting
mode l was highly satisfactory as R2 = 0.9899 and Ra2 ®
-9546. This showed that 98.99% of the total variance from

the mean in vyield response Y was accounted for Dby the

predictor variable i1n the Tfitted forecasting model S1M2.V
1

The final form cf the crop forecasting model S1IM2.V

1
developed through step up regression procedure was
Y = 20.4684 + 0.0000295 Zz- + 0.3917404 Z°
31 42
0.1126352 Z° 0.1088218 Q
43 (13)0
- 0.1366307 Q - 1.0997231 Q
(23)0 (24)1
- 0.7923317 Q
(24)2
2. SiM4 .V
1
A total four Predictor variables were i1ncluded 1in
final crop forecaetlna model. from the nine prallmln.ri”
.elected predictor v.ri.Dle.. The Tfour verieblee were Z *.
32
- & % The estimated regression eoeffloient
42 (13)0 - (23)0 ) )
for the.e predictor varlablaa. .lona with theilr etandard



error and computed t value were presented In Table . 2.
2

Since the R value was 0.8567, 85.67%* of the total

v*r~a”™ on from the mean In the vyield response Y was
explained by the Tfour predictor variables In the final
forecasting model SIM*I.v . a point of iInterest was that the
regression coefficientl of these four variables were

significant at 5% level.

The final crop Tforecasting model developed was

Y = 1.1865 - 1.0357801 2 *"32 % 0.073775** Z*I2
¢ 3.202265 Q - 3.322208 Q
(13)0 (23)0
3. S1IM5.V
1
Z* . Q , Q , Q , and QO are the fTive
31 (13)0 (1U )2 (23)0 (2*1)2
predictor variables chosen from the nine preliminary

selected predictor variable to be i1ncluded 1n the final
crop forecasting model . The estimated regression
coefficient of these predictor variables, along with their

standard error and computed t values were 1llustrated in

Table, 3. It 1s seen that all the regression coefficients
sxaept Q and Q were statistically significant at
(1u)2 (21)2 2
level. Moreover the R explaitned 85«99 of the total

variance from the mean 1n the yield response 1n the Pitted

crop TfTorecasting model S1IM5-V .
1

Tha final crop forecasting model was constructed as,

V « 0 5&90 > 329.21109 Z * - 26.925797 Q
Y 31 (13)0

- 6. 68*11816 Q ' 36.51237 Q
(1*1)2 (23)0

o fl.*1259166 Q
(2*1)2
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*. S1N6 .V

he only predictor variable selected from the nine

“elected variable, to be 1ncluded 1n the Tfinal

crop forecasting model was z *. The estimated correlation

32
coefficient with iIts standard error and computed t value

were presented 1n Table, a.

The final crop forecasting model was constructed as

Y - 2.3609 + 0.6U1/1U82 Z -

32
b. Season 11 (Sept, Oct, Nov)
1. S2M3.V
1
Q and Q were the two predictor variables
(12)2 (1d) 1
selected fromthe nine preliminary selected variables. to
be included In the final crop forecasting model. Their

estimated regression coefficients as well as standard error

and computed t values were presented JnTable. 5. It was

noticed that both the regression coefficients were
2 2

significant at 5% level of significance. The P. and Ra

values sign! fLod tho adequacy of fit of a linear regression
model to tho aJ van sot of data on those two predictor
varitablsa was highly satisfactory and consequently the crop

for«,atln< model S?M3.V could be used for future
1

prediction purposes.

The TfTinal Tform of the crop forecasting model was

A<
|

g%_5/132 - 0.050802 Q(12)2 ¢ 0.033621a Q(ian



0. Stuon 1v

1. SIM6.V
1

® wa.* the only predictor variable included in
(34)1

the final crop forecastins model, from the nine preliminary
selected variable. The estimated regression coefficient,
along with standard error and computed t value were
illustrated iIn Table. 6. The regression coefficient was

significant and from the R2 value 1t was found that 72.39%*
of the total variance from the mean 1In yield response was

accounted by the predictor variables in the fitted

forecasting model S&M6.V
1

The final fTorm of the crop forecasting model S&M6 .V
1

was.
Y = -0.2800 + 0.769592"™ Q

(3")1
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Table.

Step up PetrM*1on enalyele £, the crop
orecaitinj model S1IM2.V
VARITABLE
SELECTED REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Z" b
0.0000295 0.0008784 -0.0336
Q € ~0.1366307 0.04811918 -2.8394
(23)0 (23)0
Z b 0.1126352  0.3926034  0.2869
a3 43
Q £ 0.1088218 0.03521734 3.09
(13)0 (13)0
Q £ 0.7923317  0.23245329 3.4086
(24)2 (24)2
VA b 0.39174044 (0.43785037 0.8947
42 42
Q £ -1.0997231 0.2731304 -4.0256
(24)1 (42)1
2 2
3 = 10 R 0 .9899 Ra = 0.9546
A 20.4684 t = 4.303
0] b«. 2
able. 2 3top -up regression analysis for the crop
forecasting model 31M4.V
1
VARIABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
7 b -1.0357801 0.2548083 *4.0665*
32 32
0 I's -3.322208 1.2309828 -2.6988*
(23)0 (23)0
0 S 3.202265 1.1126004 2 .8782*
(13)0 (13)0
S a 0.0737754 0.0257918 2 .8604%*
42 42
2 2
Ra - 0.7421
s _ 10 R - 0.8567
A = 1. 1665 t - 2.571
o 5
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Table. 3

FoFaefstind rsd&pigaysagalveix For the — crop
1
VARIABLE
SELECTED REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Z* b
31 a1 329.21109 90.298986 3. 6458*
Q(23)0 e(23)O -36.51237 10.687984 -3.4162*
Q(13)o e(13)o “26.925797 7.3958148 -3.6407~*
Q(24)2 9(24)2 8.4259166 4.1994237 2.0064
0(14)2 2(14)2 -6.6841816 3.3797254 -1.9777
2 2
s m 10 R * 0.8599 Ra = 0.6848
A > 0.5490 t = 2.776
0 4
Table. 4 Step-up reereEBi1on analycie for the crop
forecasting motfel 51M6.V
1
VARIABLE REGRESSSION STANDARD COMPUTED
SELECTED = ————— ————— - ————— ERROR t VALUE
COEFF ESTIMATE
Z » b 0.6414482 0.245/184 2. 6130*
32 32
2
3 10 R 0.uU605 Fa = 0.3930
A * 2-3609 t 1<¢ 2306
0 5
K
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N\

Step up resrtnion analysiit fop the crop

roreoeetine model S2M3 .V
1
! REGRESSSION standard COMPUTED
: SELECTED @ — ERROR t VALUE
! COEFF ESTIMATE
" Q * 0.03362ia 0.0123252 2.7279%
! (14)i (1a)i
* N e -0.050802 0.0206901 -2 .assa*
% (12)2 (12)2
2 2
S = 10 R 0.6501 Ra = 0.6063
A =33.5432 t *2.365
0 5%.
Table. 6 Step-up regression analysis for the crop
forecasting model saM6.V -
1
1
J VARIABLE REGRESSSION STANDARD COMPUTED
I SELECTED = = ERROR t VALUE
; COEFF ESTIMATE
1
|
I Q C 0.769592a 0.16S0232 a.5803*
;. (3a>l (3a)i
1
2 2
3 = 10 R -=0.7239 Ra = 0. 6894
A = 0.72C00 t = 2.306
0] 0]
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ft2.2 analysis of the chosen forecastins models

Fourteen forecasting models were selected under this

variety. They were three models from Season I, four models

from Season 11, four models from Season 111 and three

models from Season 1V.

Seaaon | (Dec, Jan. Feb)

1. SIM3-V
2

This forecastine model belonged to the model three

square model as developed 1n Chapter 111.

Z was the only predictor variable 1i1ncluded 1In the
22
final crop forecastine model, from the nine preliminary
selected variables. Table. 7 1llustrates the estimated

regression coefficients of tho predictor variables alone
with iIts standard error and computed t value. The

regression coefficient was found to be significant.

The fTinal form of tho crop forecasting model was

y p O.jgllu » 0. 5230892 Z

22
2. SIMA.V
squars
From
pradio tor VKL N -
the orop forecasting modsl. Thsy ware Q Q

(13)0 (13)1
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(23)0 (23)1 (2a)l (3A)o-" estimated

coefficients alone with therit* standard error and computed t

values were presented 1In Table. 8. Prom the / and Ra

value it could be concluded that the adequacy of fit of a

linear reeresaiton model to the given set of data on these

six predictor varitables was also hiehly satisfactory Dbut

the use of forecasting model SIMd.V  for TfTuture prediction
2

of yield in advance of harvest would be adjuged on the

basis of criteria measure corresponding to thiB model.

The final fTorm of the crop forecasting model SIMd.V

2
developed through step-up regression technique was
Y » 0.8906 - 0.d27d98 Q 0.860279*1 Q
(13)0 (13)1
- 0.0297396 Q - 1.153dd25 Q
(23)0 (23)1
+ 0.0168138 Q o 1_(19731d Q
Q0! (3d)0
3. C1M5 eV
2

This forecasting model Dbelonged to the category of

sgquare root modoln as developed 1n Chapter |1II.

y 0 anflJ q were the throe predictor
(2371 (3d)O0 (23)1

variables included In the =toC forocaotlna model from the
nine preliminary selected variable,,. Table. 9 I1llustrator
the eatimated re*reaalon coefficient In combination with

theilr atandard error and computed t value from the table.

It waa evident that .11 the rearca.lon coefficient, of th,

,-K..a were atatlatioally alenirio.nt at 5%.
predlator varrtable* were

2 i iIf wss found that 83* of the total
Prom the R value
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varitance TfTpon the mean -« _
In yield response wss accounted for

th ict i |
e predictor variab % in the fitted forecasting model

31 ~ 2 Thus 1t could be concluded that adequacy of TfTit
a 11°ear regression model to the given set of data on
these three predictor variables was also satisfactory and

could be hence used for fTuture purpose of predicting yield

InN advance of harvest.

The final form of the crop forecasting model SIMFI.V

2
developed through step-up regression technique was
Y = 0.7318 - 3.03669a Q + 1.3181097 Q
(23)1 (3*00
- a.3626923 Q
(3a)l
b. Season 11
1. S2M1 .V
2
This forecasting model belonged to model one
developed In Chapter 111 as a complete second order

response surface type crop TfTorecasting model (square model)

V4 , Z and Z " wore the three predictor variables

a3 *12 2
Included Inn the final crop forecasting model from tho nine
preliminary selected variable. Table. 10 exhibited the

estimated regression coefficients alone with theirr standard

error and computed ¢t value. It was noticed that except z
as
th. other two regression coefficients were statistically
t
significant et 5* level of significance. with an R v.lue

of 0.8157. 81.57* of the total varirance fron the mean vyield

re.pon.e could be eooounted for by the predictor variable

iIn th. Titted forecasting model SZI\/Il.V2
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the forecagting modi
through .top up r ., e..i1(In technique wee

Y 33.9794 + 0.9844870 Z + 0.6058526 Z
0.199961 Zz -

Hz
2. S2mM2 .V
2
ithlaforecastine model belonsed to model two
developed in Chapter 111 as a complete second order

response surface type crop Torecastine model (square model)

The three predictor variables 1i1ncluded 1n the Tfinal
crop forecastine model from the nine preliminary selected
varitable were Z . 2 1 and 2 Table. 11 exhibited the

az a:? as
estimated regression coefficients alone with their standard

error and computed t value. It was noticed that all the

three regression coofficientE were statistically
2

significant at 5% level of significance. From the R value

it could be concluded that the adequacy of fit of a Ii1near
regression modell to the given cot of data on these

predictor variables was satisfactory and could hence be

used Tfor fTuture prediction purposes.

The final form of the forecasting model developed

through step up regression technique wa®

Y » 0.799® * 15.0*10391 %~ *“ 1.963081/1 N

0.7073733 z-
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3. SZM3 .V
2

recasting model belonged to the model three

mguar®* model e. developed i1n Chapter i1n.

Z 1 Z *» Q anj - _
p 4 Q were the four predictor
2 21 <13)1 (24)1
varitable i1ncluded i1n the Tfinal orop forecaBtlne mo<Jdeli from

the nine preliminary selected variables. Table . 1Z
illustrates that all the four regression coefficients were

itatisticeally significant at 5X level of the significance
2

and the R value helped to concludethat the adequacy of
fit of & linear regression model to thegiven set ofdata
on this four predictor variables was satisfactory and could

be used Tfor predicting yield 1n advance of harvest.

The final form of the forecasting model developed

through step up regression technique was

Y O 0289 0.0310721 7 - 0.0000602 Z
21 21

- 0 0001364 0 * 0.0277012 Q
(13)1

a. 32*15. V

p -
This forccnotlnic model belonged to the model five

tegory developed In Chapter 111-

.r varUbloo Included 1n tho Final
r /an.

1 NL-r
i
from the nine preliminary selected

The five pred g%o

mop FToraoartin.* model,
N q and Q m Table.

triable* were Z 4 (132 (14)2

he estimated regression coefficients of
) Illustrates the

lablo. alone with «<=-""d"rd ar,’ors
Ie*e predictor var V4

The R value ahowod that 90.71%*
iId computed t value.
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the totalr variance Tfroa
e me*n In yield response was

accounted for by thA N
Predictor variables in the fitted

forecasting model S2M5 v
2* e adQ<3uacy and Tfit of the

forecasting model was hj9&ﬁ§ Satisfactory, but for the

purpose of future use of this forecasting model In

predicting the vyiela in advanoe of harveBt_ we Ehould

examin- other criteria measures corresponding to this

model .

The final form of the Tforecasting model developed

through atop up regression technique was

Y = 20 .*168* 0.03553*18 Z - 10.350*103 Z

33 U3
* 79-65%1173 Z " - 0.2093713 Q
*13 (13)2

- *1_.7068076 Q
A *1)2
C. Season 111

1. 3M1 =V

This forecasting model belonged to the model one

square mo 2l as developed in Chapter 111.

o nnd q and Q were the four
(15)1 (13)2 (23)2
_ _ r inriuded in the TfTinal crop forecasting
predictor vari abler, nciun
model . from tho nine B?ﬁ?fm %5?’ oelocted variabloo. Tho
~n ooeffici°ntB of these predictor

estimated regress! "n

., -tandard error and computed t value
varitables with their

1/1 Out of the four regression
ware presented In Table.
a variables Z ” and Q ware
coefficient, coeffici*n jj 23 (13)
found
8U.6A# of th® total varirance
mlentficance. From B e
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from the mean 1n yield response could be accounted for by
the predictor variables In the fitted forecasting model

S3M1.V . The adequacy and fit of the forecastine model was
2

hlehly satisfactory, but for the purpose of future use of

this fTorecastine model i1n predictine the yield In advance

of harvest. we Bhould examine other criteria measures

correspondine to this model.

The final form of the forecasting model developed
through step up regression technique was
Y - 25-4733 + 0.001936 Z > - 0.0071244 Q
23 (12)1

- 0.0000055 Q - 0.0000505 0Q
(13)2 (23)2

2. S3M3.V
2
ThiB forecasting model belonged to the model three

sqguare model as developed 1In Chapter 11J.

Z and Q wore the two predictor variables
22 (13)1
included In tho final crop forecasting modol, from the nine
preliminary selected variables. The estimated regression
coefficients of those predictor variables along with their
standard error and computed t value were presented in Table
15 Th« coefficient of the variables T was only  found
22

to be significant at 5% level of significance and so to
decide the fTuture use of this forecasting model In

predictine the vyi1eld 1n advance of harvest, we should

examine other <criteria measures corresponding to this

modal.
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The final form of the forecastine model developed

through step up regression technique was

Y * 6.7151 0.4627584 Z - 0.0000718 Q
22 (13)1

3. S3MA.V
2

This forecastine model Dbelonged to the model four

square root model as developed i1n Chapter 1l1I.

Q and Z were the two predictor variables

(13)2 33
included 1In the final crop forecastine model, from the nine
preliminary selected variables. The estimated regression

coefficients of these predictor variables alone with their

standard error and computed t value were presented i1n Table

16. The coefficient of the varirable Q was TfTound to
(13)2
be statistically significant at 5% level of significance.
2

With an P. value of 0.6990 the adequacy and Tfit of the
forecasting model was satisfactory. but for the purpose of
future use of this forecasting model 1I1In predicting the
yield in advance of harvest, we should examine other

criteria measures corresponding to thin model.

The final form of the forecasting model developed

through step up regreee"lon technigque was
y a 13 £1367 * 0.0366685 Z ~ 0.03.6263 Q
33 (13)2

4. 33M5._V

2
This forecasting model Dbelonged to the model five

square root model aa developed 1n Chapter 1l11I.



2 and Q wane the two predictor variables
33 (13)2
Included i1n the final crop forecasting model, from the nine

PF«11®1h®**Yy selected variables. The estimated regression

coefficients of these predictor variables along with their
standard error and computed t value were presented In Table
17. Out of the pair, only the coefficient of the variable
Q was found to be statistically significant at 5%
(13)2 2
level of significance. With an R value 1t was concluded
that though the adequacy and fit of the forecasting model
was satisfactory, but for the purpose of fTuture use of this
forecasting model iIn predicting the yield 1n advance of

harvest, we should examine other criteria measures

corresponding to this model.

The final form of the forecasting model developed
through step up regression technique was
Y - 13./1367 + 0.0366722 Z 0. 2276903 Q
33 (13)2
d. Season 1V

1. SZiMl .V

2
This forecasting model belonged to tho model one

square root model as developed In Chapter |III.

7> la the only predictor variable Included 1i1n the

- H I - - - -
final crop forecasting model from the nine preliminary
aeleoted variables. The eatimated regression coefficients

of those predictor varlebles along with 1ta standard error

and computed t value were presented In Table. 18. The

coefficient of the varirable wa. found to be algniflcant at
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Z
5* level of significance. But the R value did not

comprehend the wuse of this model for the purpose of

prediction of vyield 1In advance to harvest. until other
criteria measures corresponding to this model were
examined.

The Tfinal form of the forecasting model developed

through step up regression technigque was

V = 5-9893 + 0.00858U8 Z
/M

2. SUM3.V
2
This forecasting model belonged to the model three

square model developed 1n Chapter 1l1I.
From the nine preliminary selected variables; Z
Z " and Q were the three predictor variables inclujgd
12 (3/71)0

in the fTinal crop forecasting model. Table. 19 1llustrates

the regression coefficients along with standard errors and
computed t value of those three predictor variables. The
coefficients of all tho throe varlabloa woro found to Dbe

2

statistical 1y significant and with an R value of 0.9119.
91.19% of the total varitance from the mean In vyield
response could be accounted for by the predictor variables
In the crop Tforecasting model SUMS.VZ- The adequacy and
fit of the fTorecasting model was highly satisfactory and

conaequently the arop forecasting model 3/7/iM3.V™A could  Dbe

used Tfor Tfuture yield prediction purposes.



Tha final form of tho forecasting
through step up regression technique was

Y ® 62.0147 + 16.0107 Z - 0.2450205 Z2 *

12 12
+ 0.0452517 Q

(34)0

3. S4M6 .V
2

This forecasting model belonged to the model SiX

square root model developed 1n Chapter 1l11.

From the nine preliminary selected variables eight

varitables namely Z ; Z .0 , Q , Q , Q
12 12 (13) (23)1 (24)1 (34)0
Q . Q were 1i1ncluded 1n the Tfinal forecasting
(34)1 (34)2
model . Table . 20 1llustrates the regression coefficients

along with standard errors and computed t value of all the
eight predictor variables. From the R2 value 1t could be
infered that 99.95# of total variance from the mean in
yield response could bo accounted for by the predictor
varirables in the crop forecasting model S4M6 .V . But
2
though tho adequacy and fTit of tho forecasting model was
satisfactory to comprehend the use of this model for yield

prediction purpose 1In advance Jn harvest, we should examine

other criteria measures corresponding to this model to

arrive at a decision.

B3



The final form of '"the foracaatins model

throueh step up respeaaiton technique was

Y - 5.1752 - 0.0823*126 Z - 0.0131201 Z "
12 12
+ 0.0087789 Q +0.0106178 Q
(13)1 (23)1
+ 0.0968339 0 ~3.983784 0
(2U)1 (3*1)0
+ 5.8313598 Q -1.8281934 Q
(3&)1 (34)2

developed
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N STRp-up resresalon analysis for the crop
forecasting; model SI1IM3.V

2
VARIABLE REGRESSSION STANDARD  COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
Z * 0. 5*138892 0.23U6620 2.3178*
(22) 22
2 2
s m 10 R - 0.UO017 Ra = 0.3270
A = 8.79"M t = 2.306
0] 8
Table. 8 Step-up regression analysis for the crop
forecastinff model S1M4.V
2
VARITABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
Q e 1.U973ia 0.a5809a 3.2686*
(3H)O0 (3a)0
Q e -0.427a98 0.1705203 -2 .a2l8
(13)0 (13)0
0 £ -0.029H39S 0.018918a -1.5559
(23)0 (23)0
0 £ 0.860279a 0.6169292 1.39a5
13)1 (13)1
Q( ) e -1 .i53aa25 0.7?a?126 -1.a889
(23)1 (23)1
0 £ 0.0168138 0.0159286 1.0556
: 2711
(2a)i (2°1) e o o
2 2
3 = 10 R * 0.0906 Ra = 0.6719
A > -0.1325 t =>3.182
n 3

asS



Table. 9 Step-up PRere*11on analysis Tor the crop
rorecaatlne model S1IM5.V
2
géﬁéé$ég REGRESSS 10N STANDARD  COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Q * 1.3181097 0.327832a  4.0207*
(34)0 (34)0
Q * -3.036694 0.7714304 -3.9364a
(23)1 (23)1
Q * 4.3626923  1.1151817  3.7877*
(34)1 (34)1
10 R 0.8305 Ra = 0.7*157
A - 0.7318 t a 2.U/17
0 6
Table. 10 Step-up regression analysis for the crop
forecasting model S2M1.V
2
VARITABLE REGRESSSION TANDARD COMPUTED
SELECTED ERROP. t VALUE
COEFF ESTIMATE
V4 a 0.6058526 0.1527779 3.9656*
L2 03
7 a 0 .98aa070 0.0611127 2.1350
02 a2
7 b -0. 199961 0.0573992 -3.aS37*
42 u2
L
R « 0.8157 Ra = 0.7236
38 .979a T m?2. aa/l
0]



Table. 11 Step-up regression analysis for the crop
forecasting model S2M2.V
2
géiéé$ég REGRESSS 10N STANDARD  COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Z* b 0.7073733  0.1842502  3.8392*
43 43
Z* b -1.963814 0.522388 ~3.7579*
42 42
z a 15.040391 4.2756538  3.5177*
42 42
10 R 0.8077 Ra = 0.7116
A = 40.7998 t = 2.447
0] 6
Table. 12 Step-up regression analysie for the crop
forecasting model S2M3.V
2
VARITABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
7 ? b 0.0000602 0.0000159 3. 7774*
21 21
7 a -0.0310721 0.0121606 2 .5551*
2 1 21
0 g 0.0001354 0.0000401 -3.3791*
13)1
Q(13)1 S( ) 0.0277012 0.009336 2.9671*
(24)1 (24)1
o o < _ D> Je—
3 10 R 0.0856 Ra 0. 7*126
A * 0.0289 t = 2.571
S5*. 5

0
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Table. 13

. Pewea.10n

rorecaetlne model S2M5 .V

* _ _ 2
1 VARIABLE
I SELECTED REGRESSSION
%__ COEFF ESTIMATE
- G 2 ~-0.2093713
> (d3)2 (13)2
, 2 F b
P 43 23 79.654173
. Z a -10.350403
- 43 43
'Q e -4 _7068076
> (14)2 (14)2
1 Z a 0.0355348
- 33 33
1

s = 10 R 0.9899

A 20. 4684 = 4.303

0 5%, 2

Table. 14 Step -up regression

forecaatlne model S3M1.V

I 2
1 VARIABLE RES RESSSION
I SELECTED
COEFF ESTIMATE
¥ _
1
10 K -0 .0000055
. (13)2 (13)2
- 77 b 0.001938
- 23 23
- g e 0 .0000505
23)2
'c1(23)2 a( ) 0.0071244
- (i) (12)1
| R
s » 10 R -8464
a 2.571

A © 25.4733
@)

analyeia

STANDARD

analysis

for the crop

COMPUTED
ERROR t VALUE

0.0639258 =«3.2752*

33.25459 2.3953
5-3444209 m1.9367
2.8224432 -1.6676

0.0136606 2.6013

Ra 0.9546

for the crop

STANDARD COMPUTED
ERROR t VALUE

0.0000018 -3. 1127*

0.0012724 1.523)

0 .0000139 3-6350%*

0.0035517 2.0059
2

Ra = 0.7236
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Table. 15 ]
. r*****«exon analysis For the crop
forecasting model S3M3.V
2
i VARIABLE
I SELECTED REGRESSSION STANDARD COMPUTED
1 ERROR t VALUE
COEFF ESTIMATE
- 222 a 0.462758(1 0.1940170 2.3851*
- 22
- 9 e -0 . 0000718 0.0000324 -2.2154
I (d3)] (13)1
2 2
S » 10 R = 0.6541 Ra = 0.5552
A = 6.7151 t o 2.365
0 7
Table. 16 Step-up regression analysis for the crop
forecasting model 33ME.V
] 2
l
I VARIABLE REGRESSSION STANDARD COMPUTED
1 SELECTED ERROR t VALUE
1 CCEFF ESTIMATE
i
- q e 0.0162630 0.0057086 -2. 8488~
- (i3)2 (13)2
- 7 a 0 .C366635 0.0175509 2.0893
1 33 33
1
2 2
3 - 10 R » 0.6990 Ra ~ 0.6.130
A 13. (1367 t “ 2.365
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Table. 17 _ _
reKre.eton “*naly.i«
aatin* “odel S3M5.V
.- _ 2
| VARIABLE REGRESSSION
I SELECTED
% COEFF ESTIMATE
1
1
- * -0.2276988
i (13)2 (13)2
‘ a 0.0366722
- 33 33
1
2
s = 10 R 0.6990
A = 13 _Ft367 t - 2.365
0 7
Table. 18 sStep-up regression analysis
forecasting model SfeMl.V
2
|
I VARITIABLE REGRESSSION
- SELECTED
1 COEFF ESTIMATE
1
1
- Z* b 0.008531t8
il fd
2
C - 10 P » 0 -ft822
A N 5.9893 1 ~ 2-306
0 7

for the crop
STANDARD COMPUTED1
ERROR t VALUE |1
1
—— - |
1
0.0799192 -2_.8&91*
1
0.0175505 2.0895 !
|
1
2
Ra = 0.6130
for the crop
STANDARD COMPUTED
ERROR t VALUE
0.0031fth0 2.7297*
2
Ra = 0. ft.175
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Table* 19

_ < MN«««*+on analyala for the crop
foractiting model S4M3.V
2
VARIABLE
SELECTED REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Q ~ S 0 .0452517 0 .1099657 4.1151*
Z(3 )0 (34)0
15 a 16 .0107 5.1176805 3.1285*
12
= S -0 .2450205 0.0799308 -3.0654%*
Ry TQ
R P R S s e
10 R ©° 0.9119 Ra = 0.867S
A = 62.0147 t = 2. 447
0 6
Table. 20 Step-up regression anaiycic for the crop
forecastine model S4M6.V
2
VARIABLE REGRESSSION STANDARD COMTUTED
SELECTED ERROR t VALUFE
COEFF ESTIMATE
Q E -1.0281934 1. 106666 1.6520
(11)2 (34 ;2
Q a 5.3313598 198 39" w0 2.9363
(34 >1 (34 )1
0 Z 0.0968339 0.0171477 5.647 1
2d > 1 (24)1
0 ( e -3+983704 0. 8.839646 -4.4814
34 )0
S S34 )0 b (34 0.0L31201 0 .00.34951 -1.5444
12 12
- 3 0.0023426  0.0887382  9.2793
12 12
Q £ 0.0087789 0 .0028487 3.0817
13>1
0 (13)1 . ( 0.0106178 0.0053754  1.9753
(23 )1 (23)1
2 2
— Ra - 0. 9958
S m 10 R 0.9995
t - 12.706
A - 5.1752 1
0
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4m2»3 St i HIAIVad e m - i
Qt variety 2 °© he oho*®n forecasting models

A total of ton models were selected under the variety

three. namely one model from Season 1, three models from
Season 11l and six models from Season IV.

a. Season |1

1. S1M4 .V

3
Q and Z are the two predictor variables
(3&)0 1)

Included in the final forecasting model, from the nine
preliminary selected variables. The estimated regression

coefficients of this predictor variables along with their
standard error and computed t value were 1llustrated in
Table . 21. It was noticed that the coefficients of both

the varirables were statistically significant at 5% level of
significance from the R2 value 1t could be concluded that
the adequacy and fit ofthe forecasting model was

satisfactory and hence this model could be used for the

prediction of yield prior to harvest.

The final fTorm of the forecasting model doveJdopod
through step up regrooaion technique wan

Y 35 1150 > 0.2510190 Zz # 0.2006578 Q

{ /i (3<no

1. S3M2 .V

Tht# forec.BtInK model belonged to the model two

model o.teeopy developed 1n oh.Pter 111
square
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z 1, zZz * 91 _
1] ﬁg * > N were the TfTour predictor
varlAblec incorDop*t«AH:3 . N A _
ted into the final «crop forecasting

100 m the nine preliminary selected variables. The

estimated regression coeficients of these variables alone

with their standard error and computed t value were

presented 1n Table . 22. OQut of the four regression
coefficients, only the coefficients of varirables Z * and
T 2 al
Z * were found to be significant. The R the value
43

signified that the adequacy and fit of the model was

satisfactory and hence could be used for the prediction of

yield 1n advance of harvest.

The final crop TfTorecasting model developed through

step up regression was
Y = 23.0813 * 35.8656 Z41°" - 25.612316 Z42F

e U.U3"733a Z * «0.0473512 Q
43 (14)0

2. 33M3.V

This forecasting model belonged to the model three

(square model) category developed In Chapter 111

V4 , and g were the two predictor variables
Ul (24)1

included in the crop forecasting model from the nine

preliminary selected variable.The estimated regression

_ - varitables alon with their standard
coefficient of these J

t values were 1llustratred Ln Table. 23
error and computed t vslub

Enevariable Z was found to be
e va

The coefficients of N

of significance. Taking into
significant at 5* I «val
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2

consideration the r ViiUR 4* _ _
wea concluded that i1nspite of

ittiifact d : i i
rrttrrractory adequacy aﬂg fit of the forecasting model, 1its

use in the fi«ia of PPealetlon QF y 1 M prlor tJ harveat

could be adjudged only on examining Its performance with

other criteria measures.

Y - 0.4970 * 0.0952982 Z == - 0.0027565 Q

Al (2A)1
was the fTinal forecasting model developed.

3. S3M6.V
3
This forecasting model belonged to the model SiX

catafiory (square root model) as developed 1In Chapter 111I.

Z " was the only variable included inthe crop

12
forecasting mode l from the nine preliminary selected
variable. Table. 2U 1llustrated the estimated regression

coefficient of this variable with 1i1ts standard error and
computed t value. Though the coefficient of the variable
was found to be statistically sigr.l flcant at 5% level of
eignlflcr.ee, the use of Chic model for the purpose of
predictionof vyield In advance of harvest could not bo

(M”]&nﬂed unless other criteria measures are examined.

_ rrnl, Fforeoss ting model developed through
TnO riei"1 w r

step up r*«r<saaion was

Y ,, 2*1.1815 " Z2*0120801 zZzi12-"



C, Stuon 1v

1. S4M1.V

3

This crop for8e*o+%Xx
n® model belonged to the model one

square model categor
(59 ) 90Ty develfoped in Chapter II1.

(14)0 the only predictor variable i1ncluded 1In the
final crop forecasting from the nine preliminary selected
varitAblea* The Qstimated regression coefficient of this
var~akl® w”™th 1ts standard error and computed t value was

illustrated 1n Table. 25. The coefficient of the variable

was Tound to be statiecally significant, but the use
(14)0

of this model for prediction purpose could be ad,itudged only

on examining 1ts performance with other criteria measures.

The Tfinal form of the crop forecasting model developed
through step up regression was

Y = 5.9893 - 0.008587"8 Q
( )o

2. 34M2 .V

3
Thisforecasting model belonged to tho model two

(square mortal) category an rtovolopod In Chapter 111.

Q M«B the only predictor variable Included In the

final fToreoasclna model from the nine preliminary nelected
variable. Theestimated reareaelon coefficient of thie

Vari.bl. with lt« at.nd.rd error and computed t v.lu. wer.

i Tha coefficient: of the variable
I1lu.tr. tad in Table. Z6- Th. o

signi fleant at 5% level of
Q was found to

(14)0 B y-mt 1t was concluded that to
signlfioanoe. From t *

%*



*od«l Tor prediction purposes, 1ts performance
with other criteria measures should also be examined.

Y » 6.6819 + 0.544557 (¢
(14)0

was the Tfinal crop fTorecasting model developed through step

up regression.

3. S4M3 .V
3
This forecasting model belonged to the model three

(square model) eategory as developed i1n Chapter 1I11I.

Six predictor variables namely Z Z . Z "
12 41 42
Q . 0 and Q were 1ncluded 1n the final crop
(13)1 (34)1 (34)2
forecastine model, from the nine preliminary selected
variables. Table. 27 1llustrated the estimated regression

coefficient of these variable alone with theilr standard

error and camputed t value. It was noted that all the
regression coefficient except those of variables Z and
/1l 2
Q wore found to be ntatistically significant. An R
(13)

value oP 0.9C49 signified that 98.49% of the total variance
from the mean In yreld response wan accounted for by the
predictor variables fitted In the Tfinal Tforecasting model.
The adequacy and prit of the model war Pound to bo highly

satisfactory and hence this model could bo used For

predicting the yireld i1n advance of harvest.
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The Tfinal crop fTorecasting model developed through step

up regressions technique was

Y m 7.9017 1.2814376 Z - 1.9056612 Z
12 41

+ 0.3205444 z f 0.0178271 Q
42 (13)1

+ 0.6543014 Q(34)1 - 0.6187844 Q(34)2.

4. S4M4 .V

3
This forecasting model belonged to the model four

(square root model) categony as developed 1n Chapter 1II.

Q and Q wore the two predictor variables
(34)1 (14)0

included in the forecasting model from the nine

preliminary selected variables. The estimated regression

coefficient of these variables along with their standard

error and computed t value were presented in Table. 23.

Fromthe two regression coefficients only the coefficient

dg variable Qwas Tfound to be significant at 5X
(34)1 2

levO L of atgnlflcance .Baaed on the Rvalue, 33.82" of thie
total variance from the mean Inyield response wan
accounted for by tho predictor variables fitted iIn the
forecasting modal . The adequacy and Pit of the model was
found to be highly satisfactory and hence this model could

bO used for predicting the yield i1In advance of harvest.

ThO final crop Tforecasting model developed through

step up regression technique was

v 14 3138 * 0.0867845 Q - 0.0447234
{7 J J (14)0 (34)1
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5>-  S4M5 .V
3

Thia forecaatine model belonged to the model five

(aquare root model) category aa developed 1n chapter 111

Yt MY Y34y

Included in the final crop forecasting from the nine

the predictor variables

preliminary selected variables. The estimated regression
coefficients of these variables along with their standard
error and computed t values were presented iIn Table. 29-
Even iIT only the coefficient of the variable Q was
(34)1
found to be significant at 5% level of significance, these
two variables accounted for 83.82% of the total variance
from the mean of the yield response 1n the crop forecasting
model . The adequacy and Tit of the model was satisfactory
and hence could be used for the purpose of predicting the
yield prior to harvest.
Y . 4.3340 s (C.5207259 Q

(14)0

> 0.9391837 0
(34)1

was the Tfinal crop forecasting model developed through stop

up rozrosci ton techniques.

6. -~ IM&.V

3
This erot* forecast Ini moilcl liolornted to tho model siXx

root modat ) oeteeory ao developed In Chapter 111

y o f Q q and Q were the predictor
f -
12 (23)0 (23)1 (34)0
veriablea Inoluded 1In tha crop forecasting model.from the
i liminary selected variablea. The estimated
nine Pr«

98



regression coefficients of these predictor variables alone

with their standard error and computed t values were

illustrated in Table . 30 except for the reeression
coefficient of the variable Z ", the coefficients of the
12
other three variables were found to be statistically
2

significant at 5% 0level of significance. From the R value
it could be concluded that 97 . 550f the total variance
from the mean of yield response was accounted for by the
predictor variables i1n the crop forecasting model. The
adequacy and Tit of the model was satisfactory andhence

could be used for the purpose ofpredicting the yield in

advance of the harvest.

The final crop forecasting model developed through

step up regression was

Y = 23.6673 " 2.2881135 Z " " 0.3927293 Q
12 (23)0

- 0.1559021 O 1.3805265 Q
(23)1 (3*1)0

99



"able. 21

Step-up regreaition analyele
rorecagtini model S1M4.V
3
VARIABLE
SELECTED REGRE3SSION
COEFF ESTIMATE
Q 8 0.200657a
(34)0 (34)0
Z a 0.2518198
41 41
2
S =10 R = 0.7157
A = _-3_.1350Q t = 2.365
0 7
able. 22 Step-up regression analysis
forecastinu model S3M2.V
3
VARIABLE REGRESSSION
SELECTED
COEFF ESTIMATE
Z”’ b -25.612316
a2 42
z " b 358656
41
43 43
0 £ 0.0473517
"14)0 (14)0
2
1> 10 P - 0.7815
A >3 081 3 I - 2.771
0 5

for the Crop
STANDARD COMPUTED
ERROR t VALUE
0.0688993 2.9123*
0.0996393 2.5273*
2
Ra = 0.6345
for the crop
STANDARD COMPUTED
ERF. OF. t VALUE
10.773758 -2.3773
12.455432 2.8795%*
1.4612864 3.0366%*
0.0196264 2.4126

Ra - 0.6067

LOO



Table. 23 ggep_up reiMgtlon analyaia for the crop
“recasting model S3M3 .V

3
YARIASLE REGRESSSION STANDARD  COMPUTED
SELECTED
ERROR t VALUE
COEFF ESTIMATE
Q
-0.0027565 0.0013400 -2.0571
(24)1 (24)1
Z 0.0952982 0.0311886 3.0555*
41 41
S - 10 R = 0.6348 Ra « 0.5305
A o 0.4970 t - 2.365
0 7
Table. 24 Step-up regression analysis for the crop
forecasting model S3M6.V
3
VARITABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
7 F -2.0120804 0.8064828 -2.4a49*
12 12
3 = 10 R 0.4376 Ra = 0.3673
A = 24.1815 t - 2.306
0 0
Table. 25 Stop up rogroonion analysis for tho crop

forecasting model S4M1.V

3
REGRESSSION STANDARD COMTUTED

géiéé$ég ERROR t VALUE

COEFE ESTIMATE
0.0085848  0.0031450 2.7297*

*
(14)0 (14)0
Ra - 0.4175
T 10 0.4822
T » 2.306

A * 5.9893
o)



Tabl®. 26

Step-up
i a
Eoreeastlﬂi model S4M2.V
1 UARTARTTT
e SELECTED REGRESSSION
' Q e
, (1a)o (1U)o °-5a&557
S = 10
R = 0.5089
A = 6.6819 t . z .306
0 a
Table. 27 Step-up regression analysis
forecas tine model SUM3.V
3
VARTABLE REGRESSSION
SELECTED
COEFF ESTIMATE
Q K 0.65a301a
(3*1)1 (34 )1
Q e -0.61878au
r3a>2 T34 )2
Z a 1.2817376
12 12
Z a -1.9056612
al ai
7 > b 0.3205"41
42 112
Q a 0.0178271
(13)1 (13)1
?
3-10 .- 0.98(19
7_9017 t « 2-182
0 3

for the cCrop
STANDARD COMPUTED
ERROR t VALUE
0.0189139 2.8791%*
2
Ra = 0.UU75
for the crop
STANDARD COMPUTED
ERROR t VALUE
-1611963 a.os590%*
.1866(160 -3.3153*
.3808811 3 .36dllI*
.3909006 -1.3701
.073009 a.3901*
.0063577 2.5996
T
Ra - 0.95a8



Table. 28 Sttp-up ratreBsion analysis
forecastine model S4M4.V
3
VARIABLE REGRESSSION
SELECTED
COEFF ESTIMATE
Q £ 0.0447234
(34)1 (34)1
Q £ 0.0867845
(14)0 (14)0
10 0.8382
A = 14.3138 t = 2.365
0 7
Table. 29 Step-up regression analysis
forecasting model S4M5.V
3
VARIABLE REGRESSSION
SELECTED
COEFF ESTIMATE
Q g 0.9391837
(34 )1 (34 )1
Q g 0.5207259
(14)0 (14)0
o - 10 R = 0.8382
A ® 4.3140 t « 2.365
0 6

fop tha crop
STANDARD COMPUTED
TTDDHD v WAEJT
0.0116174 3.8497*
0.0478455 1.8138
Ra = 0.7920
for the crop
STANDARD COMPUTED
ERROR t VALUE
0.2439633 3.8497*
0.2870729 1.8139
Ra - 0.7920
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Table. 30 Step-up

X, 8 _Jx*p*x = =
Breeaslify hoadlcbruiglyal  for the  crop

SELECTED REGRESSSION STANDARD  COMPUTED
COEPP ERROR t VALUE

estimate

Q e
(34)0 (34)0 1.3805265 0.1782720 7.71139
Q £
-0.1559021 0.0537739 -2.8992#
(23)1 (23)1
Q 2 0.3927293  0.093&142  4.2042%
(23)0 (23)0 ]
A b 2.2881135 1.4162392 1.6158
12 12
2 2
S = 10 R = 0.9755 Ra = 0. 9559
A =>23- 6673 t = 2.571

107



N"alyBi1s of the chosen forec&etins
models of Variety 4.

A total of niIne models were selected under the
Variety 4, namely two models from Season I, four models

from Season 11, two models from Season 11l and one from

Season |IV.

a. Season |1
1. SIMU.V
4
Z . Z , Z 1, g and Q were the Tive
41 43 31 (13)o (24 >1

predictor variables 1i1ncluded i1n the final crop forecasting
model, from the nine preliminary selected variables. The
estimated regression coefficients of these variables alone
with theilr standard error and computed t values were
presented in Table .31. It was noted that the

coefficients of these varirables wore all found to Dbe

2

statist leal ly significant. wrom the P. value 1t 1s evident
that 94 .96X of the total varirance from the mean i1n vyield
raapor.se was accounted for by the predictor variables
fitted In the final crop forecasting model. The adequacy
and fit of the model was found to he highly satisfactory

and hence thin model could bo used for the purpose of

predicting the yield 1In advance of harvest.

The pinal crop forecasting model dovoloped through

gtep up regression technique was

39 0301 - 3.8433327? Z * 1.3331079 Z

39* J fl 43
- 55.66081 Z " 4 9.8535442 Q
31 (13)0
- 1.2378739 0
(24)1

LO



2 . S1IM5.V

ft

This forecaatinj model belonged to the model five

(square root model) category as developed In Chapter 1I11I.

Six predictor variablea Z e, Z , Q , Q ]

31 Hi (13)0 (13)1
, , and 2 were included in the final crop
(23)1 (34)1

forecasting model, from the nine preliminary selected

variables. The estimated regression coefficients of these

variables along with their standard error and computed t

values were presented i1n Table. 32. Of the six variables,

the coefficients of only three variables 1.e. Z , O
41 (13)1
and Q were fTound to be statistically significant at 5%
(23)1
level of significance. 97.59% of the total variance from
the mean In vyield response was accounted for Dby the

predictor variables fitted i1In the final forecasting model.
The adequacy and Tfit of this forecasting model was found to
be satisfactory and hence thin model coulb be used for the

purpose of predicting the yireld prior to harvest.

The Tfinal form of the crop forecasting model obtained

through the atop up regression technique was

Y I 3590 * 0.3874032 7, 56.540889 2
41 31
1i 337531 O * 9.5409059 Q
(13)0 (13)1
i 1.9382851 O 14.007514 Q

(34)1 (23)1



b. Season 11

1. S2M1 .V
A

fT°reeaBtinB model belonged to the model one

(square model) category as developed 1In Chapter 1l11l.

The five predictor variables i1ncluded in the Tfinal

crop forecastine model from the nine preliminary selected

varitables were Z . Z ", Z ", 0 and Q

N2 fi3 (1fp)2 (2ft)1
Table ] 33 illustrated the estimated regression

coefficients of these variables alone with theiur standard

error and computed t values. The coefficients of the

variables Z ", Q and Q were found to Dbe
2 (1192 (21 2

significant at 5* level of significance. With an R value

of 0.9118. 91.18* of the total variance from the mean in
yield response was accounted for by the predictor variables
in the forecasting model. The adequacy and fit of the

mode l was satisfactory and hence this model could bo used

for the successful prediction of yield prior to harvest.

Y - T8 .ft8180 1.7075216 Z - 0.30262 Zz *

H2 o
O .00307ft5 =z " S 0.0f8BfE9 Q
ad (1 )2
L 0. 0617926 Q (21)1

was the TfTinal crop forecasting model developed through stop

up regression technique.

2. S2M3.V

Thie foreoeetin* model belomed to the model three

(square modeT) 63E8§8£¥ »e developed in Chepter III.



From tha nine preliminary selected variables, Z . Z

and ¢ W ] 31 37
(12)1 (14)1 tho four predictor variables
Inclu ad in the final crop TfTorecasting model. The

estimated regression coefficients of these variables along
with their standard error and computed t values were
presented in Table. 34. The coefficients of the variables

Z and Q were Tound to be significant at 5% level of

33 (12)1 2

significance. From the R value i1t could be concluded that
95*54% of the total varitance from the mean in yield
response could be accounted for by the predictor variables
fitted 1n the fTinal crop forecasting model. The adequacy

and fit of the model was highly satisfactory and hance this

model could be used for the prediction of yield prior to

harves t.

The Tfinal fTorm of the crop forecasting model developed
through step up regression was

Y - Z12.U064 o 0.0275773 Z - 0.04321551 Z
31 33

0.0519984 Q - 0.0072269 Q
(12)1 CIMI

3. S2K4 .V
I
This forecasting model belonge to the model four

(square root model) 8§{eegaoqt;y an developed 1in Chapter |IIl.

] 7 * and Q wore tho five
2 m 7 m 2 43 (2M2
- 112 q-kf-- included In the final crop rorecaatine
predictor varrtableés
.ha nine preliminary aelected variables. Table
modal, Prom the nine v

i regression coefficients along
35 preaented the estimated

LOS



with their* atand wi
®ppop and computed t values of these

m B *
predictor variablles AFl’ the coefficients except that of

the artable q(24)2 were found to be significant at 5%
NeVen 8™8nificence, 90.53* of the total variance from
the mean of vyield response was accounted for by these
predictor variables fTitted In the crop forecastine model.
With the adequacy and fit of the model beine hiehly

satisfactory, this model could be utilised for the purpose

of prediction yield prior to harvest.

The final form of the crop forecastine model obtained

through step up regression was

y = - 111.7853 % ia.296205 z - a.5715188 z
42 43
- 56.718864 Z " - 19-350553 Z "
42 43
a4 0.45969166 Q
(24)2
4. 32M6.V
A

This forecastine model belonged to the model six (

square model ) category as developed i1n Chapter 3-

Z* arid O were tho only two variables Included

33 (12)1
in tho final crop forocaij tIin* modal from the nine
preliminary eeleotod variable. Tho ee time ted rORroaalon

coefficient* of theee variable*; nlonc with ntandnrd error,
end computed t valuoe wore pre.ent.d 1n Table. 36. The

ooeffiolente of both varleblea were found to bo aicniflo.nt

] _.lenifioenoe 90.3ft* of tho total verlenet
at 5% level of sl *nmu

m response was accounted for by the
from the mean of yi«ia

, iIn the forecasting model. The adequacy
DMiIHntor vsrisbl™=* in
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ana or the model could be

predicting yield prior to harvest

Y 3ft.&171 + 0.2672568 Z 1 - 0.0Ftl18013 O

33 (12)1
was the TfTinal crop forecasting model develpoed through step

up regression.

C. Season 111

1. S3M1.V

ft

This forecasting model belongs to the model one

(square model) category as developed i1n Chapter 1II.

The predictor variables 1i1ncluded 1n the TfTinal crop
forecasting model, from the nine preliminary selected

varitables were Z° , Z* , Z* Q and Q The

ai U3 (114)0 (iu)l-
estimated regression coefficients of these variables with
their standard error and computed t value were presented 1In
Table. 37. Though 8/1.78% of the total variance from the
mean of vyield response could be accounted for Dby these
predictor variables 1n the forecasting model, the use of
this modell for the purpose of predicting yield prior to

harvest oouLd be decided only after further investigation

of 1ts performance with other criteria measures.

The Tfinal TfTorm of the crop TfTorecasting model through

tap up regress lon technique W"@S

Q ,078 . 0.0033082 z- 0.4471587 S*
0.1246885 z" 2 0.0164368 «
A3 (10)0
- 0 .0065Ft°6 Q
'Gid)
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2. S3IMA_V

*

forecasting model belonged to the model four

N\
(square root mod%&z a3 developed 1In Chapter XIX

The four predictor variables Included 1In the Tfinal

crop forecasting model from the nine preliminary selected

varitables were Z

, Z , z1 and Q ] The estimated
33 N3 33 (13)2

regression coefficients of these predictor variables along

with thelr standard error and computed t value  were

presented in Table . 38. The coefficients of all the

varitables except that of the variable Z were Tound to be
33

statistically significant at 5% level of significance. The

adequacy and fit of the model was found to be satisfactory
and hence this model could be used for the purpose of

predicting yield prior to harvest.

Y - 3.17/719 o 0.02860/1/1 Z 4 1.0590599 Z

33
- 1.6852889 Z " +0.2785813 Q
33 (13)2
d. Season 1V
1. 3UM1 .7
This Tforecastingmodel belonged to the modell one

(square model)" a8 4@VA/jgrad In chapter TIT.

were the two predictor variables
Z and Q

ul (11t)O0 i _
i cron fTorecasting model, from the nine
included In the TflInalL

o vyri*t>je». The estimated te.te.ulon
preliminary selected

- a.n varitables along with the standard
coefficient of these

N «

values were presented In Table. 39.
error and computed T vatu

(ONe)



Both the coefficients were found to be significant at 5#
lav#l of *i1cnificanoe. The adequacy and fi1it of the model

f°un<* ‘to be satisfactory, but the use of this model for
the purpose of predicting the yield could be judged only

after examining iIts performance with other criteria

measures.

The final form of the crop forecasting model

developed through step up regression was

Y = 3.ttft78 - 0.0099233 Z  + 0.00593*16 Q
111 (1*1)0



Tabla. 31 Step-up regreaaion analyails for the crop
forecastine model S1M4.V

a
VARTABLE REGRESSS 10N STANDARD  COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
Zt b _55.66081 11.229543 -4 .9566%
12 12
Q 2 9. 8535/142 1.9755207 4.9878*
(13)0 (13)0
Z a 1.3331079 0.22315576 5.9739*
43 43
Z a ~3.8433322 0.73593134 -5.2224%
al 111
Q 2 ~1.2378739 0.1932964 -6.4040%*
(24)1 (24)1
2 2
S - 10 R 0.9496 Ra - 0.8/189
A = 39.0301 t = 2.776
0 4
Table. 32 Step-up reerecsion analysis TfTor the crop
forecastine model S1IM5.V
4
I VARIABLE REGRESSSION STANDARD COMPUTED
- SELECTED ERROR t VALUE
fl COEFF ESTIMATE
1
§
1 2" b -56.540889 20.096981 -2.8134
- 3i 31
- g 2 11.337531 3.6076052 3.1427
- (13)0 (13)0
- 2 1.9382851 1.4367491 1.3491
(34)1 (34)1
f 0 2 9 .5409059 1.6283300 5.8593%
' (13)1
% Q(13)1 * -14.092514 2.3868098 -5.9043*
. 23)1
j 2(23)1 a( ) 0.3874032 0.0941872 4.1131*
- at 41
1
2 2
S + =o @ ®© 0.9739 Ra « 0.9277
t = 3.182

A * —1.3590
0 3



Table. 33

VARIABLE
SELECTED

(14)2
Z1

43

42
7

42

(24)1

able. 34

VARIABLE
SELECTED

33
(12)1
31

(.11

3*

A

caatlIn* model

S2M1 .V

REGRESSSION
COEFF ESTIMATE
* 0.048469
(14)2
b -0.0030745
43
a -1.7075216
42
b -0.3044262
42
2 0.0647926
(24)1
2
10 R = 0.9118
48.8180 t a 2.776
U
Step-up regression analysis
forecasting model S2M3.V
A
REGRESSSION
COEFF ESTIMATE
a -0.04321551
33
0.0519984
(12)1
a 0.0275773
31
K -0.0072269
(14) 1
?
10 F ™ 0.9554
42 .4064 | & * 2*571
5*. 5

for the crop
STANDARD COMPUTED
ERROR t VALUE
0.0089836 5.3952%*
0.0016834 -1.8263
0.779470 -2.1906
0.0625578 -4.8663*
0.0206273 3.1411~*
2
Ra = 0.8016
for the crop
STANDARD COMPUTED
ERROR t VALUE
0.0123738 3. 492 5*
0.0067038 7.7566%*
0.0121558 2.2686
0.0055164 -1.3101
2
Ra = 0.9198

1Uv



VARITABLE
SELECTED

Z*
»3

Z
43

Q
(2Ft)2
Z*
42
Z

42

S

A
0

able. 36

VARIABLE
SELECTED

33

(12 )1

Sttp-Up

. _0n_ analysis
ror«c«jting nodeir S2M4.V
a
REGRESSSION
COEFF ESTIMATE
e e e S e
o - ~19.350553
a 4.5715180
43
€ 0.45969166
(24)2
b 56 .71886Ft
42
a 14_.296205
42
2
10 R 0.9053
-111 «7853 1 = 2.776
ft
Step -up reereesion analysis
forecastine model S2M6.V
1t
REGRESS SION
COEFF ESTIMATE
b 0.2672568
33
N -0. 018013
(12)1
2
to R = 0,903"n
Ja. ft171 | & /-3672>

for tho crop
STANDARD COMPUTED
ERROR t VALUE
5.9213938 -3.2679*
1.2490155 3.6601*
0.1782101 2.5795
12.50295 ft.536ft*
2.954707 -ft.8385*
2
Ra = 0.7870
for the crop
STANDARD COMPUTED
ERROR t VALUE
0.0ft1392ft -6.M567*
0.0067981 -6.1ft89*
2
R* B 0.8705

HIT



Table- 37

SELECTED
COEFP )
estimate
L* b
43 23 0.1246885
Ve b
42 42 -0 .4471587
Q e <0 .0065406
(14)1 (14)i
Vi b 5
41 . 0.303388
Q e 0.0164368
(14 )0 (14)0
3 =10 R = 0.8478
A 0.2878 t = 2.447
0 6
able. 38 Step-up regression analysis
forecas tine model S3M4.V
4
VARIABLE REGRESSSION
SELECTED
COEFF ESTIMATE
0 0.2785813
(13)2 (13)2
7 -1.6852889
33
233 1.0590599
13
ZCB ( 0.02860d 4
33 33
3 5 10 R , 0.8315
A - 3.17A9 t -2
0 5

REGRESSSION

for the crop
STANDARD COMPUTED

ERROR t VALUE
0.0532895 2.3398
0.2076176 -2.1538
0.0018039 -3.6257%*
0.1648582 1.8403
0.0105605 1.5564

2
Ra = 0.7261

for the crop
STANDARD COMPUTED

ERROR t VALUE
0.0787802 3.5362%*
0.(16(15893 -3.6275*
0.2618109 U.OUb51%*
o. 01 688dl 3.6"M42
Ra - 0.75dl

life



Table. 39 Step-. )
PT-UP  esr«8Bi
17 = y Cro
oaei~n1l1¥18 foP the P
VARIABLE
SELECTED REGRESSSTON STANDARD  COMPUTED
ERROR t VALUE
_ COEFF ESTIMATE
Q
(14)0 “ (14)0 0.0059346 0.0014780  4.0154%*
Z
41 afl ~0.0099233 0.0026941 ~3.6833*
. 2 2
R - 0.7*195 Ra = 0.6779
A = 3.7478 t . 2.365
0 6

U7z



».Z.5 st*tiatlc«i anax
-ooela under venM.“ % ofFf K o chosen forecastlnis

A total of @IX models 1

1.e. one from Season | one
form Season 1I1. one F
Season 1 n and three from Season
XV were ..elected under Variety 5.
a. Season 1

1. S1M6.V
S

forecasting model belonged to the model SiIX

{square root model) ae developed i1in Chapter 111

The four predictor variables i1ncluded i1n the TfTinal
crop forecac ting model from tho nine preliminary selected
varitables were Z . Z ", Z and Q . The estimated

22 12 22 (12)1
regression coefflclents of those predictor variables alone

with their standard errors and computed t values were

presented in Table. (0. The coefficients of only two

variables. namely Q and Z " were found to |Dbe
(12)1 12

statistically significant at 5% level of significance. Tho

adequacy and fTit of the model was found to be natiefactory
butthe u«e of thlo modol Tfor tho purpoao of prediction of

yieldprior to narvoat ohould ho decided baaed on 1ts

performance witH other BHI§YL2 Functions,

The fin%i 20 FR 9; thecrop forecasting modol

developed 'througH gégy Gg1reanﬂﬁ1lxm wan

] > 00 a5 _
y 751 PERE g p5®606 Z,, > 00.45%093 Z,,

132 (1915% z = - 0-2133003 Q(q5yq



t. S«airon 11

1. S2M6.V
S

ecaatine model belonged to the model SiX

CMU.r« root model) oeteBor, e. developed In Chapter 1I11!.

Z " and o) T. _ _ _
ji /——_.X wOi1?e the two predictor variables

(12)1

included 1n the final crop forecastine model, from the nine
t©re™® m~nari” aelOcted variables. The estimated regression
coefficients of these variables alone with their standard
error and computed t value were presented i1n Table. 41.

The coefficients of these varibles were found to be
atjnifleant at 5X level of sieniflcance. Though  the
adequacy and TfTit of this model was found to be satifactory,
the use of this model Tfor future prediction purpose of crop
yield 1n advance of harvest could be confirmed based on the

performance of this model with other criteria measures.

The final form of the crop forecasting model

developed through step up regression was

Y * 39.7022 - 0.55*102 Z " - 0.0%1*13577 Q
31 (12>1

c. Seaaon 111

1. S3M3-V

ThJ foresee tin* model belon«ed to the model three

X i as developed 1n Chapter 1I1I.
(aguare model) categoiy

B ’ 0 and &: were the three predictor
Z - (3/D)1 i
22 (23)1 orop forecasting model from
varitables Inaluded 1In t e

aoted variables. The estimated
tha nine preli«»In*ry



ragrualon eoerfier.nta of *h_
ae variables alone with their

,t»>nd.rd error ,nd eonp
values were presented 1In

* N2 The o o a f . _
n a of all the three variables

were Tfound to be sierHfM«. o
n at 5X level of significance.

92.17% of the total vatu « i
nee from the mean of the vyield

response was account-~ % _ _
P for by the predictor variables

in ~ f i : _

" 'n® model. The adequacy and fit of
thi~m-dal was found to be highly satisfactory and hence
couldbe u~ad for the purpose of predicting vyield in
advance of harvest.

The final form of the <crop Tforecasting model

developed through step up regression was

Y = 1.2982 v 0.012832 Z 1  0.0000/137 Q
22 (23)1
0.000:12/16 q
(34 )1

d. Season 1V

1. 3/71M3.V

- b
This forecasting model belonged to the model throe

(square mode]l) catedd¥H as dayolopod In Choptoil ZH.

Erom the nine pro1Im|nary selected variablesm fTour

, _ z ", q and Q were
pradictor variables ~°,,. 12 (12)1 (d)1
_ - 1 Cro forecastin model . The
Inolud.d IN the Tinar Cro J

_ _ nAAffi1olentu of these variables along
eetimated regression noeffimen

_ ) N Tror and computed t values were
with their standard

The coefficients of all the

presented In Table-
— ware TfTound to be statistically
5h*t of Z war

variables except 37



significant at 5* 1., |, i i 2
©1 of signiflcance. From the R

value, 1t could ba N _
luded that 90% of the total variance

from the mean of
u response could be accounted for by

the predictor variables fitted In the final crop
forecasting model .The adequacy and fTit of this model was
found to Dbehighlysatisfactory and hence could be used for

the purpose of predicting yield to harvest.

Y = 7.88*108 + 0.09*11086 Z + 0.8080*179 2z fF
32 12

- 0.2271*111 Q(12)1 - 0.3518853 Q(11)1
was the final crop forecasting model developed through step

up regression.

2. SEM 5 mV

5
This forecasting model Dbelonged to the model five

(square root model) category as developed 1n Chapter 1II.

The four predictor variables Included in tho final
crop TfTorecasting model from the nine preliminary selected

varitables were 7. e .0 and Q . The estimated
23 23 (12)2 (23)2
regression coefficients of these variables with their

standard error and computed t value wera represented in
Table faliae Of the regression coefficients of the four

vartables only the eoefflelente of varirable 77" and
wars found to be slIBnlIPloant at 5* level of alenlfinance.
The adequacy And ?E{ of this model was found to Dbe

satisfactory but %Hg use of this model for prediction

gﬁ ascertained only after i1ts performance
purposes ooufFd e

?Enctions were studied

with other criteria NCc>» . X

ut



form of the crop Tforecastine model

developed through at“% up regression technique was

Y 122.9327 + 0.7/1635 z _ ift2.62/121 z |

23 23
+ 19.73/1087 Q + 0.AL177/177 Q

(12)2 (23)2
3. S/IM6.V5

This forecasting model belonged to the model SiIX

(square root model) as developed In Chapter I1I1Il.

The only variable which was included in this
forecasting model from the nine preliminary selected
varitables was Q whose eateraated regression

2/1)1
coefficients, standard error and computed t values were
presented 1n Table. U5. The coefficient of this variable

was found to be sinificant at 5% level of significance.
Though the adequacy and fit of the model was satisfactory
ita use 1n the fTield of predicting yield prior to harvest

IS to be Judged on basis of iIts performance to other

criteria measures.

The final form of the forecasting model developed

through stop up regression was

y = 7.9/1 = 0.279961 % Q
/D1



Step—up rejreasion analysis of the crop forecastine

model S1M6.V

VARIABLE
SELECTED
COEPP
Z* b
22 29
Z a
22 22
Q e
(12)1 (12)1
Z1 b
12 12
S = 10 R
A = -751.7054
0
Table.

VARIABLE
SELECTED
COEFF
z* b
31 31
q £
(12)1 (12)1
3 _1]O r
A . 39.7022
0]

REGRESSSION

ESTIMATE

132.49152
-9.1549606
-0.2133003

88.454093

0.8763

t = 2.571

5

41 Step-up regression analysis of
model S2M6.V

REGRESSSION

ESTIMATE

-0.557812

-0.04/13577

0.7484

17 » 2.365

STANDARD COMPUTED

ERROR t VALUE
(7_.776732 1.7035
6.3240866 -1.4476
0.0728762 -2.9269*
22.184886 3.7871%*
Ra = 0.7774

2

the crop forecasting

STANDARD COMPUTED
ERROR t VALUE

0.1570981 -3.5317*

0.0125919 3-5227*
2

Ra = 0.6765

L 23



Table.

reareasion analysis of tha crop forecasting

N ®A®D“Ug
modal 3M3.V
5
VARIABLE REGRESSSION
SELECTED
COEFF ESTIMATE
Q S 0.0004246
(34)1 (3*01
0 S -0.0000437
(23)1 (23)1
7 b 0.0128320
22 22
2
S = 10 R 0.9217
A = 1.2983 t = 2.447
0 6

able. 43 Step -up regression analysis of

model SUM3.V
5
VARITABLE REGRESS SION
SELECTED
coeetf ESTIMATE
Z a 0.0941086
32 32
7 b 0.8080479
12 12
0 e ~0.3518853
f14)1 (14)1
0. ] -0.2271411
(12)1 (12)1
2
5 = 10 R 0.9000
A a 7.88408 t = 2.571
0 5

STANDARD COMPUTED
ERROR t VALUE

0.0001372 3.0943%*

0.0000111 -3.9327*

0.0035058 3.6603~*
2

Ra = 0.8826

the crop forecaatin

STANDARD COMPUTED
ERROR t VALUE

0.0493414 1.9073

0.1289374 6.2670*

0.0882687 -3.9865%*

0.0778507 -2.9176%*
2

Ra = 0.8200

12 A



Table. &A Step-

mo<3el ys¢t55*yv=«” joOn the crop forecaatine

I — 5
1 SELECTED REGRESSSION STANDARD COMPUTED!
1 ERROR t VALUE 1
_i__ COEFF ESTIMATE -
q e i
19.73*1087 6.1500172 ) * ]
. (12)2 (12)2 3.2088 i
z* b
91 - -1*12. 62*121 50.7829U7 -2.8085* i
1 7 a
0.7*163500 0 .370333*] _ I
. 93 - 2.0153 {
> 4 S 0 M177*177 0.209826U 1.9909 -
. (23)2 (23)2 | }
|
2 2
S = 10 R o0 0.7*179 Ra = 0.U327
A - 122. 9327 t = 2.571
0 5

Table. US Step-up reeroasion analysis of the crop forocaG tins
model SUMG6.V

N N ]

5
»
| VARIABLE REGRESSS 10N STANDARD  COMPUTED
1 SELECTED ERROR 1 VALUE
| COEFF ESTIMATE
r
i
. q & 0. 27996.15 0.0665737 *1.2053*
- (2/01 (2 )1
i - - _
2
3 = 10 . 0.6885 Ra - 0.6496
2
A > 2.9/i00 t = 2306
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*_.2.6 Statistical analysis «, (k

under Variety 6 choeen forecastine model
A total six model —
% three from Season 11, two from
Season H 1 and one pn. n ]
Season 1V, were selected under
Variety 6.
a. Season 11

1. S2M2 .V
6

This forecastine model belonged to the model two

(square model) category developed i1n Chapter IIlIl.

Z " was the only variable included 1nthe final crop
32
forecastine model from thenine preliminary selected
variables. The estimated regression coefficient of this

varitable along with 1ts standard error and computed t value
were presented in Table. U6. The coefficient of this
varitable was found to Dbe significant at level of
significance. The abrlity ofthis model In the prediction
of vyield prior to harvest could be decided only after

verifying i1t performance with other criteria measures.

The final form of this crop forecasting model

developed through step up regression was

Y = 1.U323 = 0.000236 Z37?°

2. S2M3 .V

This forecastine model beloneed to the oateeory of

namely model three, ae developed In Chapter 3.
nsmaty m

squara modal* ns



In this crop fTOP*

atin* Q iIs the only
variable included from (3H)1

mfre Preliminary selected
variables. The table. 17 whl,h
ich continued the estimated

regression coefficients Qe tK _ _
the predictor variables alone

with 1ts standard error
computed t value, whowed that

the coefficient of th™>» V/Av,} i o
triabfe was sienificant at 5* level

ofsignificance. The use of this model for the purpose or

predicting yield could be Judged only after rating Its

performance with other criteria measures.

The final form of the crop Tforecasting model

developed through step up regression was

Y = 2.1915 % 0.000599a 0Q
(3a)1

3. S2Ma .V
6
This forecasting model belongs to the category of

square root modolo namely model four, as developed in
Chapter 3-
Th« seven predictorvariables 1i1ncluded in the final

crop forecasting model from the nine preliminary selected
I Z .z .z ". z e and
variable were Z . *13 21 23 a3 (Ht)2

Tha estlmatad "egression coafficl.nt.” of those variables

along with their standard error and computed t values wore

A From the table 1t wan noted that
presented In Table. #«nu frron”

n the variables were found to
the coefficients of » U

1 01 <alsnlflcanoe 99-36* of the total

-vleld response was accounted for
vaplsure from the *ee» of

_ N
significant at 5 1

1*7



oy 1Ini predictor v»h _k, i i _
lee fitted 1n the crop forecasting

The adequacy .n<o o ..
iITit of the model was found to be

blfhly satisfactory, he% é tﬁﬁs model could be used for the

n
e
purpose of pred|ct|n% Bid X advance of harvest.

e final form of the crop forecastine modell

developed through stepup regression technique was

Y » 2043.6768 + 14.545209 z + 0.0083411 Z

22 31
2.2541117 z - 152.8894 Z * - 30.28649 z *
43 21 23
6.3456912 Z * + 0.8100659 OQ
n3 (14)2

b. Season 111

1. S3M2 .V
6

This forecasting model belonged to the square model
category namely model one, as developed i1n Chapter 1II.

Z * and Q were the two predictor variables

31 (23)0

included 1n the TfTinal crop forecasting model from the nine
preliminary selected variable. The estimated regression
coefficients of these variables with i1ts standard error and
computed t values were presented in Table. 49. Both the
coefficients were found to be significant at 5* level of
significance. The adequeoy end Tit of this model wee found
to Dbe satisfactory. but the uee of thle model for the

purpose of predicting yield In advenoe of harvest can Dbe

Judged on th. basis of Its p.rformanoe with other criteria

measures.

12B



Tht
WtQA1ting modal developed through

et.p up r.er..,lon t.chnlque Mu

Y ' 3,34,16 - 0.0000198 Z < - 0.0004563 Q
31 (23)0
2. S3M3.V
6

forecasting model belonged to the category of

square models namely model three, as developed 1n Chapter 3.

N wae onlyvarirable i1ncluded 1In the final
(3*1)1
crop Tforecasting model from thenine preliminary selected
variables. Table . 50 which presented the estimated

regreaaion coefficient of the perdictor variable alone with

Its standard error and computed t value, informed the
significance of the coefficient at 5% level of
significance. The use of this model for prediction purpose

could be ascertained only after reviewing 1ts performance
with other criteria measures.

The final form of the crop TfTorecasting: model
developed through stop up regression technique was

Y F1.681/1 * 0.0005637 Q

Gudll
fleason TV
1. S/1M3-V
7hi, forsen”~Inn model t.clonsod to model three

N\ x* -
(iquarlenodeé) L F8Z3Ls BDdevelc.po.1 tn (Thaller TIT.

n were the two predictor variables
Q Ano w

VAN VAN

23)1 NnroD Fforecastin model, from the nine
InCIudeJ I% the final crop J

L variables. The estimated reerea.ion
preliminary lelectea

of theae PFgJtctor variables along with their
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standard .ppop and co.DUtM - _
ed t value were presented i1n Teble

51« Of the two eoeffiel*"N*. o
lente, only the coefficient of the

varitable Q w.n .
(34)2 to be *i1enificant at 5% level of
signhificance. However>* i
r the uae of this model for the
purpose ofpredicting yield prior to harvest could be
decided based on =ts performance on other criteria
measures.
The final form of the crop forecasting model

developed through step up regression technique was

Y = 0.7188 0.0002009 0 + 0.0632434 Q
(23)1 (34)2
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Table- 4.6 Step-

'Odfi|USM*“?ve"*10n OFf the crop forecasting
f . 6
— — -y
5 SELECTED REGRESSSION STANDARD COMPUTED!
ERROR t VALUE I
. COEPP ESTIMATE 1
—-—t—r
- 7 ” 0.0000236 i
: : 0.0000097 2.4280* I
- 32 8e 1
1
2 2
> a 10 R = 0.4243 Ra = 0.3523
A » 1.4323 i - 2.306
0 3 )
Table. 47 Step-yp regression analysis of the crop forecasting
model s2M3.V
I 6 )
1 VARIABLE REGRE SSSI0ON STANDARD COMPUTED!
I SELECTED ERROR t VALUE 1
| COEFF ESTIMATE 1
% 1
i 1
- g £ 0 .000599A 0.0002375 2.5240* 1
(34 )1 (34 )1 1
i o ___ e B _ |
2 2
S a 10 R = 0.4433 Ra = 0.3737
A - 2.1915 t « 2.306
0 5
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Table. 48 Step-Up Peare

model S2M4.v**a °n anaiyala the crop foracMtin*
6
SELECTED ___REGRESSSIOK STANDARD COMPUTED
COEEE ERROR t VALUE

estimate

yA a
0.0083411 0.0009339 8.9313*
31 31
Z
_2.2541117 _ *
43 43 0.281210 8.0158
Z b
43 43 6.3456912 1.0933144 5.8041%*
Z" b
-152.3894 17.508398 -8.7323*
21 21 8.7323
Q £ 0.3100659 0.1257131 6.4438*
(14)2 (14)2
Z* b -30.26649 4.802324 -6.2831*
23 23
Z a 14 .545209 2.0637934 7.0478%*
22 22
2 2
3 - 10 R - 0.9936 Ra - 0.9714
A - 2043.6763 t - 4.303
0 2

Table. 49 Step-up regresaion analysis of the crop forecasting
model 33M2.V

6
VARIABLE REQP.ESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
v t 0.0000191 0.0000054 3-6779*
31 31 0 .0004563 0.0001653 2.(1622*
Q
(23)0 (23)0
2
5 10 R « 0.6633 Ra 0.5671
A s 3t t7 B 2.365
0



Table. 30 Step-Up

r«®z*ea*1 _ _ _ _
model S3M3.V 100 ajla-lyBi* of the oi*op forecasting
6
VARIABLE
SELECTED REGRESSSTON STANDARD  COMPUTED
COEPE ERROR t VALUE
estimate
(3IM1 (34)1 0.0005637 0.0002116 2 .6636*
S - 10
R =0.4700 Ra = 0.4038
AO a 1.6814 t7 - 2306
Table. oI Step up rogresaiton analysis of the crop forecasting
model S4M3.v
6
: XA?L?BLE REGRESSSION STANDARD COMPUTED
' ED ERROR t VALUE
CO FF ESTIMATE
- 0 e 0.063243/1 0.0J93A2b 3.2629*
1 /-E/l «R Yy r - -
10 F 0.0002009 0.00c n /10 1 .763/1
"23)1 (2 ')
2
3 - 10 C.71 16 Ra - 0.6792
- 0.7188 t 2.365
0 5
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4.2.7 Statistical anaiyai. o# *K _
under Variety 7/ chosen forecasting model

hree models one model each form Season 1.

Season 111 and Season tv . i
« were selected under Variety 7

a. Season 1

1. SIMI .v
.

TT.13 forecasting model belonged to the category of

square model, in particularly model one. as developed 1iIn

Chapter 111I.

was the only variable i1ncluded 1In the final

-laij
crop TfTorecasting model, from the nine preliminary selected
varitables. Table . 52, which contained the estimated
regression coefficient: of the predictor variable, alone

with iIts standard error and computed t value illustrated
the significance of the coefficient of the variable at 5%
level of cJgnLfIc jnt-o. However tho usefulness of this
modal in the field of predict Lug yield in advance of

harvest rests mainly on tho porofr.nanca of this model with

other eri tor U measures.

Tria final form of tho crop Tforecasting model

d.valoped through stop up r.«r«.Xon tachnluua »<o»

Y - 3 9179 * 0Om000093 Q

(1) 1
b. season 111
1. S3IM1.V
Th.io ForeroasTdA® f»11B tn the °»teltorl” of
n.maly on® *" d®velopad In Ch.ptor XIX.

equ-.ra modal®. n®
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Fro. tho nIn. rr.1IB1

vaj?1ables a croup of Tfiva
predictor variable. - 2 ,

42 - Q . Q “"nd
q were i1ncluded 1n tho e< )0 Ift)1l _(1*>2
(24)1 nal crop forecastinc model.

The estimated recrea.i”
coafficients of these predictor

variables alone with
n standard error and computed t

value were resented in
P in Table . 53. out of the

coefficients of these. _ _ _
Ive predictor variables only three

varitables Q Q
;-\ and Q were found to Dbe
<1*00 (14)1 (34)2

significant at 5X level of sienlficance. The adequcay and
fit of this model was found to be hiahly satisfactory and
hence this modelcould Dbe used for the purpose of

predicting yield In advance of harvest.

The final form of the crop forecasting model
developed throueh step up regression technique was

Y = 12.5055 + 0.0270884 2z " - 0.0383669 Q

U2 (14)0
0.0007768 Q + 0.0091349 Q
(1*1)1 (14)2
- 0.0270884 Q
(24)1
C.- Season 1V
1. S4M3-V
Thia forecasting model belomed to the mode! three

A _
faquere mode})\ Q:Aat eté:gﬂl/ AO developed 1i1n Chapter 1II.

0) was the only variable Included 1n th. fine!
O 1"2 ,rom th. nine preliminary a.lected
Crop forecaatintt mo -
«atlmated re«ra.-lon oo.Fflol.nt. of thi.
varitable. = The
, aton. with It. at.nd.rd arror and
predictor variable
, a were pr— nt.d 1n Table . b5». The
< 1 1
oomputsd Tt valu J was found to ba siZRIFISERE &

, this vsriabra was
FF( ant! O
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5% level of significance. However the uae of this model
for prediction purposes could be confirmed only after
examining 1ts performance with other criteria measures.

The final form of the crop Tforecasting model
developed through step up regression technique was

Y = 2.5269 + 0.0670*131
(3*02
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Table. 52

N < * of the Cro
QLR stinEE SUSET 'Y alyels P

SELECTED REGRESSSION STANDARD  COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Q 2 0.000093 0.000029 3.2139*
(afl (ol
S = 10 R 0.5635 Ra = 0.5090
A = 3.9179 t - 2.262
0 5%. 9
Table. 53 Step-up regreseion anrilysiB of the crop
forecaGtdJng model S3M1.V
5
VARIABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEFF ESTIMATE
7 > 0 .027033/1 0.01786/12 1.5163
112 ft2
0 e 0.0383669 0.0037733  ft.3729*
(1u)O0 (1/1)0
0.0097768 0.00227Q6  ft.2388*
? (i/Di
Q(lH)I 0.0091 0.0033073 2.7617*
(i It )2
(1.a)2 () 0 _027088/1 0.0178650 1.5163%*
0
(2/71)1 (2f)J
2
Ra « 0.8317
s » 10 R 0.9252
A « 12.5055 t - 2w
0

V37



T&bIG- Step-up
Torgegstlneensaéptsiuzapalysis  of  the  crop

VARIABLE _
SELECTED regresssion STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
Q 2 0.0670U31 0.0166862 a.0179*
|3<I)2 (3™)2
2 2
= 10 R =0.6686 Ra =0.6272
A =2.5269 t = 2.306
3 8
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_ of the chosen forecasting model
under Variety 8.

The models under this variety comprised of two

models from Season Il and four models from Season IV.

a. Season 11

1. S2M3 .V
8

Thxs forecasting model belonged to the model three

category (square model) as developed 1n Chapter 111.

Z 1 and Q were the two predictor variables
33 (12)2
included in the final crop forecasting model from the nine
preliminary selected variables. The estimated regression
coefficients of those variables along with their computed t
valuo were preaemed 1n Table. 5. OFf the coefficients of
the two variables. only that of variable Q was found
(12)2

to bo significant at jv. level of significance. The use of

this model for the purpose of prediction could be decided

only oftor reviewing 1ts performance with other <criteria

moAcurac.

The final form of the crop forecasting model

developed through step up regression technique was

Y = 3/1.6267 0.0009996 Z " = 0.0/132971 4
33 (12)2

2. S2MA.V

Thia roraoaatlm modal balona to the aquara root

a.tacory Of modala. in partioular modal four a. dav.lopad

In Chapter III*
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Z tnd 2 1
22 23 Wep® the two predictor variables

Included 1n the Tfinal

1*op forecasting model, from the nine
preliminary selected van. M.

aDies. The estimated regression

coefficients of thepo i i i
1ablea along with theilr standard

error and computed t up- _
P valuég were presented 1n Table. 56.

Only the coefficient the variable Z was found to be

, e e - . _ , 22
stgnifticant at 3X JBURF of sihnificance. Moreover from the

R value, the use of this model for the prediction of yield
prior to harvest could not be jJjustified until 1ts

performance with other criteria measures were taken

cons itderation.

The final form of the crop Tforecaeting model
developed through stop up regression was

y = 30.6/177 + 0. 0033*~75 Z - 0./122529S =z
22 23

b. Season 1V

1. S&M3-V
- 8 -

Tills forecasting model belonged to the square model
category. particularly model three as developed in
Chapter 111I.

_ Q were the two predictor variables

Z an4

ny T )2 ) _
~ =+—"del, from the nine
included'1h1 bRa F1H3| crop forecasting Mo
pr.ll-in_ry ..l.ct.- v.ril _W- Th. ..tl-t... re.r.._ton
oo.fflcl._.nt. or th... vrl_hl_.- _10on, with their
t values were presented In Table. 57.
error and computed t
, , the variable Q was found to Dbe
The coefflcient of - (34)2
— level of slgnlfloanee. However the use

significant at ba
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of this model » ~

® Purpose of predicting yield in

advance of harvest W i i i i
Id be finalised only after rating 1its

performance with othor _x
ner criteria measures.

*1nal crop Torecasting model developed through

step up regression technigque was

V = 30.00/19 - 1.2172141 Z + 0.0391524 Q
22 (34)2

2. S4M4 .V
3

This forecasting model belonged to the square root

model category, namely model four as developed in

Chapter 1I1I.

Z , O . 0Q .0 and Q were the Tive

22 (12)0 (13)0 "13)1 (2331
predictor variables 1i1ncluded 1n the fin.a.l crop forecasting
model from the nine preliminary selected variables. Tho

estimated regression coefficients of these variables along

with their standard error and computed r values were

presented in Table . 58. The coefficients of all the

variables except that of variable Q were Tfound to Dbe
(12 "0

alan 1flcant at 5K level of significance. The adequacy and

fit of rr.la model wan round to bo highly nntlefaetory and
hence thin model could he wurod for the purpose of

predie tins yield In advance of harvest.

Thx final form of th* crop Forecasting model

developed through Sggg up regression technique was

Y - 0.59«8 - 0.1829062 e« 0.5152789
.0.02185810 * 0.198608* «
(13)0 (13)3
- 0.2311166
(23)1



3. SAM5.V

8
M. for«o*«tinc BO(lel beloneea to the eqgqu, e root
Btodol cAtcffory nn,._ 1 _
Iy model five as developed in
Chapter 111.
Z T Q i
33 (T3)1 an<5 Q(23)1 were the three predictor

varitables included in the final crop forecasting model,

from the nine preliminary selected variables. The
estimatedregression coefficients of these variables along
with their standard error and computed t values were
presented In Table . 59. Thecoefficients of all the

varitables wore found to be significant at 5% level of
significance. 96 .73* of the total variance form the mean
of vyield response was accounted for by the predictor
variables in the fitted crop forecasting model. The
adequacy and TfTit of this model was highly satisfactory and

hence could be used for the purpose of predicting yield 1In

advance of harvest.

The final form of the <crop forecasting model
developed through stop up regression technique was

y - 6.133~ - 3.9370093 Z > 7.3889776 Q
33 f13)1

7 1.3911 50
(73)1

/A, 5AM6 .V

Thi? “0.10] belong to tho model J1*

t category ee developed In Chapter 1I1I.
mquart roo

~ ware the two predictor variable™
2 * and Q

22 - - j n foracaating model, from the nine
inoluded -h1 %ﬁ% Fihel d?b%

LA2



preliminary selected variables. The estimated regression
coefficients of these predictor variables along with their

standard error and computed t value were presented In Table

60. Of the two variables only the coefficient of the
varitable Q was found to be significant at 5% level of
(34)2
significance. The adequacy and fit of the model was

satisfactory but the use of this model for the purpose of

predicting yield could be assessed based on 1ts performance

with other criteria measures.

The final crop forecasting model developed through
step up regression was

Y - 53-9716 - 10.910375 Z " + 0.3893911 Q
22 (34)2



Table. 55 Step-up

forecasting mSHI >saJJa. S"*1**1s of the crop
> —
. VARIABLE
- Nc.V3KESSSION
_J’[ SELECTED STANDARD COMPUTED
ERROR
»_ ————— COEFF estimate t VALUE
t
> Q-
(12)2 *(12)2 -°-0U32971 0.0157307 -2 .752/1*
z* b ’
I — — —
2
s = 2
10 R = 0.5817 P.a = 0.a622
A - 3*.6267 t . 2.365
0 5X. 7
Table. 56 Step- jp regression analysts of the crOr
forecasting model 52M/1.V
4
VARIABLE P.EGPESSSION STANDARD COMPUTED
SELECTED EP.RO P t VALUE
% COEFF ESTIMATE
. I, -0 .a225209s 0. 38 L9s76 -1.106l
: 33 33
i’i,[ i 0.0033*176 0.0010987 3 .oat.7%*
- 22 27
1
{ i
_ LO P - 0.6527 Pa - 0.553/
T
A 30.6/7177 = 2.365
4



Table- 57 Step-up regression

forecastiRg moder '9Bu3dgalysis of the  crop

> vnr.inuLL
REGRESSSION

- SELECTED STANDARD COMPUTED
t COEFF _ ERROR t VALUE
e . estimate
1
- d S 0.039152a -
; R(gA)z (3d)2 0.0135799 2 .8831
a -
- 29 ” -1 .21721U1 0.6ai3261 -1.8980
1
2 2
= 16 P 0.7096 Ra = 0.6266
A* W’WOdg t - 2 _.365
] 7
Table. b5- 3tep -up regress.ion analysis of *he crop
forecasting model SaMa.V
8
1 VAPIABLE P.EGP_ESSSION STANDARD COMPUTED
- SELECTED EPPOF t VALUE
5 or.jrff ESTIMATE
|
! 5 g 0.198608a 0.03a722a 5.7109*
Ori3)i 9(13)1 0.2311166 0.0a208a8 5 .a917 *
: 23)1
; %523)1 a( 3) 0.1829062 0.0520959 -3 .5110%
-
22 92' 0.0218581 0.0073059 2.0018~
- 0
> (13)0 (13)0 0.5152789 0.2210783 2-3308
1 Q g
1 (12)0 (12)0 o
i
5 2
b = 0.9379 Ra = 0.8602
S = 1o
t = 2.776

A a 0.59%

1A.5



Table. 59
fo recglssttl

3
SELECTED REGRESSSION
COEFF ESTIMATE
’ © 7.1391158
(13)1 (13)1
’ S _7.3889775
i b
~3.9370093
33 23
2
S = 10 R 0.9673
A =5.1 33d t = 2.HU7
] 6
able. 60 C",ep-up rejression analysis

forocastinu model 5&I\/I6.VO

REGRESS SI10ON

vapiable

SELECTED
b [ == ESTIMATE
0 K 0.3893911
i 3¢)8
P%Ba 12 h S 10. 90 378
4
55 22
2
_ R 0.7077
S - 10
A - 53- 9716 t = 2.365

n§ CR68E P ' 8uns apatlysts

of

the crop
STANDARD COMPUTED
ERROR t VALUE
1.150181 6.207 *
1 .221553d -6 .0d.88*
0.7921101 -d.9703*
2
Pa = 0.9265
of the crop
STANDARD COMPUTE!
ERROR f VALUE
0.13563d8 2 .3709*
6 .26658/13 -1 .7ao0
2
Pa - 0.62/12

LA*



& 2>9 StAtigticdil a
under Variety g °* *h€l choaen ”“orecastin* model

A total of ten models were selected under Variety 9.

Yy Ore one model from Season X, two models each Tfrom

Season Il and Season 11l and five models form Season 1V.

&e Season 1

1. SIM&.V9

This forecasting model belonged to the square root

model category namely model four as developed in

Chapter 111.

The Tive predictor variables Included in the
forecasting model from the nine preliminary selected
varitables were Z Z . Z ", 0 and Q ; The

31 32 31 (23)0 (3™)0

estimated regression coefficients of these variables along
with their standard error and computed t values were
presented in Table. 61. The coefficient of the three

variables namely Z . Z . Q were found to Dbe

32 31 (23)0

statistically significant at 5X lovel of significance. The
adequacy and fTit of the model was found to be satisfactory
but the use of this model 1i1n tho use of this model 1i1n the

field or predicting yield prior to harvest could be Judged

only after evaluating 1i1ts performance with other criteria

measures.



finil ,OP“ »" «op TForeolltint BO<lal
throuih _tap Up r«ffra.alon teQhnxzQue 7

97112 * 0-1>363927 z _ o0,157828# 2
* 1829063 2 . . 9~ 39811911 q 32
* 1.1567333 q

(3H)O
b. Season 11
1. S2M3. V
9
This  fore
square root cate
Z ° and were the two variables introduced
] a3 (13)1
into the final crop forecasting model, from the nine
preliminary oele ed variables. The estimated regression
coefficient of
error and computed t value wore presented i1n Table . 62.
Only the coefficient of variable Q was fTound to Dbe
(13)1
significant at 5% level of significance. Tho use of this

model Tfor the purpose of predicting of yield prior harvest

could be assessed based on 1ts performance with other

criteria measures.

The final form of the forecasting model developed

through _.t.»up ragre.-lon r.dre.-lon toohnioue wao

vV . _-.1961 - 0.0000111. 2 == = 0.000063



2. S2M4 .V

9
This fopfiGtatino
model belonged to the aqutre root

nodal category, nam-n, ,
model four as developed in
Chapter 111.
N\ * Z
(21) -aa and o were the three predictor
33 (34)2

vartables included 1 the precy crop forecasting model.

from the nine Preliminary selected variables. The estimated
regression coefficients of these variables alone with there

standard error and computed t values were represented in

Table. 63. All the coefficients, except that of variable

Q were found to be significant at 5» level of
(34)2

significance. The adequacy and fit of the models was

satisfactory and hence 1t could be used for the purpose of

predicting yield prior to harvest.

The final crop forecasting model developed through step

up regression technigques was

Y - 144.1969 - 0.0017935 Z " 9-3586893 Z
33 21
* 0.0167531
(34)2
c. Season 111
1. S3M3-V
M. forecss tine mode! belonged bo the aouare model

namely model three as developed i1n Chapter 111.
category, hnameiy

Noon wsra the three predictor
oo "l Y4y

Z
(32) (23)1 final orop forecasting modal,
varitable™* included

lbinary -1-otad variables. Th. a.tim.ted
, nine prallmin* *©



regreesion co,,flel,, ti QF

vapiable* Along with there
.tandard error .na comput.d

vtluel were represented in
Table . 64. The coefflolent.

aH the varirables except
that of variable z * ’s
32 foundto be significant at 5X

level of significance tk i
ne adequacy and fit of the models

wa* found to Dbe i
tory but the use of this model for

prediction purpoees could be indeed based on 1ts

performance with other criteria measures.

The Tinal crop forecasting; model developed through step

up regression technigques was

Y > 5-5216 =@« 0.0000137 Z * - 0.0007967 Q

32 (23)1
» 0.0000855 0Q
(3*0 1

2. S3M5.V

9
This forecasting model belonged to the square root

model category, namely model five developed 1n Chapter 111.

Z and Q wore the two predictor variables
included’in the flnsurer forecasting model, from the nine
preliminary selected variables. The estimated recession
coefficients of these variables a.onc with there otandard

error and eomputed t values were i1llustrated In Table. 65.
N~ mi1 tho variable O was Tfound to bo
The coefficient of a (23)2

l «r argniflcanoe. The use of this
significant at 5* 1-vIl of Blg"”

ft. purpose of predicting yl-10 Prior to harvest
model for the purpos

W of i1ts performance with other
could b. decided on the be.1.

criteria, measures.
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crop TfTorecasting model developed through step

up regression techniques was

Y - 10.8679 + 0.0124669 Z - 0.149249 Q
32 (23)2
<. Season 1V

1. S4M2 .V
9

This forecasting model belonged to the square model

category, namely model two as developed i1n Chapter 1l1I.

Z - Q end Q were the three predictor

33 (23)1 (34)2
variables included in the final crop Tforecasting model,
from the nine preliminary selected variables. The estimated

regression coefficients of these varirables along with there

standard error and computed t values were presented in

Table. 66. The coefficients of all the varirables except

that of varirable Q were Tound to be significant at 5%
(31>2

level of significance. However the use of this model for

the purpose of predicting yield could be assessed based on

iIts performance with other criteria measures.

Th# ¥final crop fTorecasting model developed through step

up regression techniques was

Y - 5.9901 =* 1.3521224 Z - 0.065796 Q
33 (23)1

+ 0.0200639
(34)2

2. 34M3 .V

9 This forecasting model belonged to ths

equara -o0d-1 oO««..0Orv. mo<J*1 twWwe 7 de""®101®"1 In

Chaptsr 111*
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Predictor variable* i1ntroduced i1n the final

crop forecasting modAi _ .
m from the nine preliminary selected

varitables were Z T_ g » = .

oZ Q _Q and Q

The estimated red &asidh codfpicietE lor Cehse vari&His

N 1th there standard error and computed t values were
illustrated in Table. 67. of the six Vvariables, the
coefficient of four variables namely Z >, Z ", Q and

12 32 (Zﬂ)l
Q were found to be significant at 5% level of
<3*02

significance. The adequacy and fit of the model was found
to be highly satisfactory and hence this model could be

used TFfor the purpose of predicting yield prior to harvest.

The final crop forecasting model developed through step

up regression techniques was

Y% = 2.CZ131 @& 0.0020*173 Z " - 0.00396*18 Z
12 22
- 0.000086 Z - - 0 .000022*1 o)
32 (23)1
« 0.001.7905 O * 0.06336*16 0
(21)1 (31)2
3. r.aim*i.v

TE.m forecastine model Deloneod to the square root

model eete«orv. In particular model fTour a. developed In

Chap ter |ITT.

7 and Z 7 were the four predictor
Z - * 33
21 i led In the final crop forecaatine model,
varitable® includes

_ iiminary selected variable®. The estimated
from the nine prelimina

~ 1en ta of thaae v«ril«bl«« alone with there
reereaalon coefficient* o

, -nhd computed t value, were pre.ent.d in
atanderd error ana

, th. four predictor variable.. th.

ITS,



coefficient* of om”™

° v*r*1abl*a namely Z and Z * were
found to be .i1*niflcant at 5* t 33 33
5X level of significance. The
adequacy *ncd fit
this model was found to be

mati.factory, but the use i
of this model for* the purpose of

redictins yield i i
P y PTEOT to h&rvest could be ascertained only

5 o _
AT 16272 fitUdy Inj 1ts 1H¥565W8e on other criteria measures.

The Tfinal crop forecasting model developed through step

up regression techniques was

Y = 3*1.8313 - 0.2315091 Z » 0.0026503 Z

21 32
- 0.0026853 2 * 0.0201259 2 -

33 33

a. S4M5 .V

9
Thie forecasting model belonged to the square root
model category. in particular model five as developed in
Chapter 1I111.

The four predictor varirables 1ncluded 1In the final
crop TFforecasting model. from the nine preliminary selected
variables Were % Z and Z " The estimated

21 32 33 33
reereaalon coefficients of thcoo variable,, alone with there
standard error and computed t valuea were rreaented in
Table. 69. The coefficients of only two varlablee namely
z /Z " were found to be atatlatirally significant at
33 33 The adequacy and fit of thie

5* level of _linlfle*""*"

,mmd to be MtiBfaotory, but the use of this
model was found

_ of predicting yield prior to harvest
model Tfor the NEIrpOAG or

asis of 1ts 1Influence on other
~»t-*Ined on the Bas*»
could be asoertairne

eriterle

LS3



The final crop roreceetin* model developed

up regression techniques ,,a,

37.0805 - 1.4940509 =z + 0.0556902 =z

0.2472386 Z + 1.8872753 Z i

5. SUMG6.V 33 33
9

This forecasting model belonged to the category of

equale root models, namely the model six as developed in
Chapter 111.
Q and Q were the two predictor variables
(24)1 (34)2

included 1n the final crop forecasting model, from the nine
preliminary selected variables. The estimated regression
coefficients of these variables [In combination with there
standard error and computed t values were presented in
Table. 70. The coefficient of varirable namely Q was
(34 )2

found significant at 5>~ level ofsignificance. The
adequacy and fit of this model was found to be highly
satisfactory, and hence 1t could be used fTor tho purpose of

predicting yield prior to harvest.

The final crop forecasting model developed through step

up regression techniques wan

;. 7871 ¢ [.0449764 Q A @0.5734437 Q(gQ)2
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Table. 61
TofFgegBtingeksaes ! Qhuwrdpaly®is
zT b
31 31 t1.1829063
q e
-9 . 3398ftoft
(23>0 (23)0
q Lid
(38)0 (3ft )0 1.1567333
z a
31 a1 0. ft363927
P2 a -0.1578281t
32 32
1
2
s = 10 R = 0.8107
A 2. 97 2 t = 2.776
0 £
Table. 62 Step-up rogroBclon analyaic
Porecaatine model S2M3.V
9
1
J VARIABLE REGRESSSION
I SELECTED
il COEFF ESTIMATE
#
}
e g 0 .0000537
13)1
e 49 0 .000011Ft
3 13
2
-
3 10 B 0.717-
t - 2.365
A » a.l506l 5% 7

of the crop
1f£.993063 2 .7468%*
3.252783 -2 .8713*
0.5851581 1.9768
0.210f6 18 2.0735
O .oftol627 -3.9299%*

2
Ra ~0 .cl6tt

of the crop
STANDARD COMPUTE!

ERROR f VALUE
0 .0000.168 3.1151*
0 .0000068 1.6619
Ra 0.636%

Isr



Table. 63

SELECTED

33
(34)2

21

S =

A
0

Table. 64

VARIABLE
SELECTED

(23)1

(34)1
Z1
32

Step-Up reareaal

forecftBtIny .y ggM analysis

ft.v

REGRESSSION
COEFF ESTIMATE
a _0.0017935
33
2 0.0167531
(34)2
b 9.8586893
21
2
10 R 0.8322
144 . 1969 T - 2. 447
6
Step-up regression
forecaotinc model S3M3.V
9
REGRESSSION
COEFE ESTIMATE
. -0.0007967
23)1
£( ) 0.0000855
34 )1
b( ) 0.0000137
37?
2
- 0.7694
10 R
T - 2.447
5.5216 5

analysis

of the

crop
STANDARD COMPUTED

ERROR t VALUE
0.0005312 -3-3761*
0.0095616 1.7521
3.6468358 2.7034%*

2
Ra = 0.7483

of the crop
STANDARD COMPUTED

ERROR t VALUE
0.0002648 6.5216%*
0.0000341 2.5066%*
0.0000063 2-1714

2

Ra a 0.6541

L5*c



T™*t>le. 65 Step-up
- TN*X*NA1173 N "~
fopectitin modelllggMS_\z?lyalb of the crop

_______________________________ o
SELECTED — "QRESSSION STANDARD ~ COMPUTED
ERROR t VALUE
- COEFF ESTIMATE
Q 2 0.1/192/190
a 0.012/1669
37 32 0.0110591 1.1273
2 2
s 3 10 R 0.62U5 Ra = 0.5775
A > 10.8679 t = 2.365
0) {
Table. 66 Step-up regression analysis of the Crop
forecasting model S/1M2.V
9
I VARIABLE REGRES3S10N STANDARD CO%;EEED
I SELECTED - ERROR t
COEFF ESTIMATE
—0 .065&Ft96 0.023/1052 -2 .796/1 *
(23)1 a(23)1 { .352122/1 0 .52421/16 2 .5793*
33 33 0 0200639 0.0116201 1.7267
Q <
(3/D2 (3/1)2
- 0 7055 Ra - 0.5503
3 10
t « 2. /7

A = 5.9901



I 1IB 1 3 N I
forecastlﬂﬁ %bﬂg['gUM3A?IyS'at of the crop
1. .. ...
_ AL
1 VARSI 202020 TTTTTTT
f SELECTED REGRESSSTON STANDARD  COMPUTED
1 COEFF ESTIMATE ERROR t VALUE
1
- e 0 .0633646 .
(3&)2 (34)2 - 0.0093065 6.8086
Z» b
12 1 0.0029473 0.0007017 4.2001*
- : e 0.0017905 0.0004031 a.zZU16
> (2a)i (24)1 ] ]
2 q i -0.0000224 0.0000133 -1.6881
: (23)1 (23)1
32 b -0.0039648 0.0016408 -2_U169
22 22
1 z~7 b -0.0000Q6 0.0000248 -3.5087*
i 32 32
2 2
3 = 10 R 0.9846 Ra = 0.9538
A 2.9431 t — 3.182
0 3
Table. 68 3top-up regression analysis of the Crop
forecasting model S4MU.V
9
: STANDARD COMPUTED
REGRESSSION
I VARIABLE ERROR t VAL.UE
I SELECTED
X S ¢ COEFF ESTIMATE
E
| ] _0.0026853 0.0006558 -a.09a8*
4
z
1 7z
Z ?
33 33
2
2
©0.0013 Re » 0.7863
s - 10 *
t - 2.571
A 3a.8313 5
0)

15*%



4.2.10 St**1«tie*i

"od%1l “""<»« xR
A o f ten Bocl
VQFi@fyﬂ *Héy' WePe Fflvo *x**  "elected under this
mOdelS from Season 11, one model
from Season m an(l -
3 f°U* “oa«x - ~=m Season 1IV.
a. Season 11I.

1. S2M1 .V
10

Thie fForeeastine model Pelonsed to the severe model

category. more Dreclcely the model one ae developed In

Chapter 111.

ithe Tive predictor variables In the crop Tforecasting

model from the nine preliminary selected variables were

Z , Z" . Q Q , and Q . The estimated
0.2 az2 (1U )2 (23)2 (k)2
regression coefficients of those variables alone with their
standard error and computod t values were presented In
Table . 71. The coefficient of variable except those of
q alm q wore  found to bo statistically
elinlfie.nt «t 5*” cvol of oKnlficanc. Tho .doguaoy and
fit of th!. »«d.l «« vround to ho hl_hly ... icfactorv. and

i 11 llbed for the purpose of predicting yield
henc® it oould Dbe used

prior to harvest™

; crop foreca.tln* model developed
The final form of «» orop

«.r*ssion taohniquaa was
v 0 6F100071 z

Y « - 277*7705 * 23° 02 fiz
¢ 0.00002Z1 Q

- 0.290*507 Qu 0)2 {

a 0.3072072 Q (24)2



2. 52342\
10

casting model belonged to the iquara model

catagory, namely th® .
el two as developed in Chapter 1II.

The siX predictor verieblee In the crop Tforecasting

model from the niIn® N i
preliminary selected variables were

Z ; Z" , Z Q _
Ad txr} * e ®nd Q . The estimated

- £F a (24)2
regresston coelTTICIpNtsR ,f these varfables alone with their

standard error and computed t values were presented in
Table.72. The adequacy and fi1it of the model was Tfound to
besatisfactory, but 1ts use for the purpose of predictine
yield could be verified on the basis of 1tB performance

with other criteria measures.

The final crop fTorecasting model obtained through step

up through step up regression techniques was

Y = 71.1032 - 2.Ul036a3 Z- - 7.26*1*1109 Z
U2 N2
- 5.192C0U6 Z W 0.3312773 Q
a3 (1 H) 2
- 0.1728883
(2U)?2
3. S2M3.V

ThinO toruoQfl ting model belonged to the acuaro modal

name ly the model three as developed In
oatagopy, name.
Chapter 111-
Tr,e .I1X prediot.r v.ri.bl- 1Included i1In the crop fora-

del from th. nih. pr.Umin.ry selected variable.

ca.ting "0")*1 _ ,nd Q . Th.
n Q = ® m\ " T23)I (2*1)2 (3M1
\Y; iiion ooeffioi*hts of th....... .lon.
ecatIm.t._.d oomput.d t value. w.r.

i .tender* error
h theiar




praaantad i1nTabi* )
1 m3» TKjk

varitables ware found of all th*

signfflcance- The " at - Sk Igvgl of
dequacv and fit of th

- - model wé&b Ffound
to b« highly aatlafaetory «nd h

ence this model could be
for the purpose

Predicting the yield prior to
harveat.

The final crop forer>A-+4 )
ng model obtained through step

UP through step up regrea.lon technique was

Y - s 5023 - 0.0565195 Z & 0.0041668 Q
41 (13)1
0.1309832 Q - 0.0047912 Q
(14)1 (23)1
0.145U06 Q + 0.0010902 Q
(24)2 (34)1

4. S2M4 .V
10
Th 1d forecasting model belonged to the square model

category. namely the model three as developed in

Chapter 111.

The SIX predictor variables 1included in the «crop

_ from the nine preliminary eelected
forecasting model T

t , yA , Q arcl 7 > ThG
varitables were Z I 4 * (13)2 (14)2

33 lent* of these variables along
aatimated regreaalon O0OB

, arror end computed t value, were
with their atandar

70. The oo.rriclent. of 211 the

praaantad in Tab. - ., nt_t 5b* level of
. found T®
varitablaa war# . th. model wa. round
Th# adaguaey an
algnlficanoa. h.nO, thla modal could Db.

.rl_factory »nd h,nc

to Db« f pradiating th. *l.i«

m urp°qg* °
uaad for P b-d

JL tl



The fin*! crop

up recreaalon technique. obtained throuth atap
Y = -5*3°35 - 2.775117i z
+ 25.639271 Zz *
+ 0*0558393 Z e + N ?8 43
42 0*785944 q
“ a*4738836 q (13)2
(14)2

5. S2M5 .V
10

This TorQGAFTIt4m» ;
model belonged to the square root

model category. nAmoi« % _
Iory y tWe model five as developed |1In

Chapter 1I11I.

Thefive predictor variables i1ncluded 1n the crop
forecasting model from the nine preliminary selected
varitables were Z . Z 1. Z ", 0 and Q . The

43 42 43 (12)2 (23)2
estimated regression coefficients of these variables along
withtheir standard error and computed t values were
presented in Table . 75- The coefficients of all the
variables were found to be significant at 5* level of
signlficance. The adequacy and TfTit of the model waa found
to he hiehlyaatiafactory and hence this model could bo

used for the Purpose of predicting the vyield prior to

harvast.

The final crop fTorecastle* model developed through step

regression techniques we.
e . -fI59.5655 * 57.971706 .(3 - »»m» " *“ 'V

367.0706 Z2 * * ?-730216B % > *
43

- 0,095%73



b. Season 1 n

1. S3M3.V
10

©recasting model belonged to the category of

models 1In particular the model three as developed 1In

Chapter 111I.

> Z_ " Z " Q and Q were the TfTive
N Z ) 12 (23)1 (3U)1 )
re c or variables 1i1ncluded 1In the crop forecasting model

from the nine preliminary selected variables. The
estimated regression coefficients of these variables along
with theilr standard error and computed t values were
presented in Table . 76. The coefficients of all the
vartables were found to be significant at 5X level of
significance. The adequacy and fit of the model was found
to Dbe highly satisfactory and hence this model could Dbe

used for the purpose of predicting the yield i1n advance of

harves t.

The Tfinal crop fTorecasting model developed through step

0

v , 15X.63*0 - 11*« 009007 - 0.0258027 2z~
" 0.29X7277 § 0.0003*07

» 0.0016056 Q

Season v

1. 3AM2.V

_ %:O ) modal balonead to the aouare modal
This orecasting mou

" del two as developed i1n Chapter 111.
eatfory « )srﬂ‘c?l\\/ the model two

183



The three «

T °* varlabl«a i1ncluded 1n the TfTi1nal
crop forecasting model
i m n*nN® Preliminary selected
varitables were V4
33 and z Te The estimated
regression coefficients *z 13

these variables along with their
standard error

mputed t values were presented in

Table . (. The coefficients of all the varlableS were

found to be significant at 5% level of significance. The

adequacy and fit of the model was found to be satisfactory

and hence this model could also be used for the purpose of

predicting the yield prior to harvest.

The Tfinal crop fTorecasting model developed through step

up regression technigques was

Y = 9.1401 % 0.0004286 Z ' - o0.000Ula Z *

12 13
- 0.1049704 2

33
2. S4M4.V
This forecasting model belonged to the category of

>aulre models, particularly the model four developed In

Chap ter 111I.

Tr,e six predictor variables Included In the crop

modal rrom the nine Preliminary selected
forecasting model
» s Q , 0 and Q
varitables were Z . * (372)0 (34)1 13272

_..Jon coefficients of these varitables
The estimated reg

n th.lr standard error and computed t value, were

*10n* W 78 The coefficients of .11  the
in Table m” _ -

pre.ented AN war . Tfound to be significant

variable* exoapt th 12 .d,qu.cy and fit of tha



mOd. 1| H. . fOUna t

*at™»f«eto _
could also ba | » e PY ma4 hance this model

Uaad tov

prior to harvest po>® of predicting the yield

Th- final crop Tfop
“—mtin* mo<lel developed throueh
.tap up resreealon technique.

Y -
3.9418 - O. 7
o0t yQsn 4 * 0.0025162 Z

*0.00*8738 2 «.0.0723936 Q

- 0.0017*51 ~» ., 0. 00 TATA

(34)1 (34)2

3. S4M5-V
10

This forecasting model belonged to the square root

model category, particularly the model Tfive as developed 1In

Chapter 1I11I.

The two predictor variables 1i1ncluded iIn the «crop
forecasting model, from the nine preliminary selected

varitables were Z . and Q ; The estimated regression
33 (34)1
coefficients of these variables along with theilr standard

arror And'f%ﬁ“ﬁﬂ@gg {:values were presented 1n Table. 79>

The coefficients of both tho v.riohioo were found to be

slsnlifroent at 5* 1-v.1 ofsignificance. However the us. of
_ . ...Son the purpose of predlctini the yield prior to
this model torl:e[ﬁL P P Y P

Ild be adjudtted b.sed on 1ts performance wlht
harvast could Do

othar oritari®* maasures.

, Forao.-tin« modal d.v.lop.d through .tap
Tha fIn*l crop foraca

up ra.ra.alon tachniuua. was

Z * 0.70205913 Q
» - 1.98*7 - <3*>1]1

Lt.5-



*.  S*M6.V
10

°del belon*ed to the category of

eQuara root models

e V the model six as developed 1In
Chapter 111I.

The three predictor variables i1ncluded iIn the Tfinal
crop forecaatine model. from the nlne pralllnlnary salaotad

variables were Z and Q

12 (34)2
coefficients of these variables alone with their standard

- The estimated reeression

error and computed t values were presented i1n Table. 80.
The coefficients of these variables were found to Dbe
significant at 5%« level of oignificance. The adequacy and
fit of this model was found to be highly satisfactory and
hence this model can be used for the purpose of predicting
the yield 1n advance of harvest.

Tho final crop forecasting model developed through

step up regression techniques was

» 1/122 @ 1.0673601 2  * 0.6303036 Q
12 (34)2

<<
G



Table. 71

=

VARIPA G LT
SELECTED

1 H_\ H'—thl

N\
1|
3
N

N
A
N
=h
o/
N

72

J VARIABLE
I SELECTED

}
1 _

»

g N

A
o)

Step-gp
b of the crop
REGRESSSION STANDARD  COMPUTED
ERROR t VALUE
COEPP T M estN e
~n(23)2 °_00°°221 0.0000121 1.82Ft0
* 0.290U587
(1t )2 0.1077688 2.6952
bﬁz -0.6800071 0.1867127 -3.6Ft20*
e 0.3672072 O.0FtOFft869 9.0698*
(.21)2
a1t2 23 . 7feft2l ft.8306608 —Ft.9158*
2 2
10 R 0.9619 Ra = 0.91ft3
-277.7705 t = 2.776
£l
Step-up retcroGeclon analyelc of the crop
forec.10t;l.ng model S2M2 .V
10
REQRESSSION STANDARD COMFUTF.D
ERPOF. t VALUE
COEFF ESTIMATE
a 5.19200%6 f1_3897962 1..1827
£13 0.3512773 0.1090702 1.8.579
2
(HD' 0.3728883 0.1005ft7 1t 1.7195
(2ft)2 7 .26 ftftlo9 2.739697ft 2.6515
2 > %1036 %3 0.#1810%9 5.7639*
£12
Ha 0.8706
10
71.1082

1IG/T



Table. 73 Step-yp 7
ror.c«atine “u
10
VARITABLE _
SELECTED REQReSssion
COEFF
ESTIMATE
Q e
(3%1)1 (3%1)1 0.0010902
Q o .
(13)1 (13)1 0. 00*11668
Z
1 % -0.0565195
Q € -0.00*17912
(23)1 (23)]1
Q £ 0.145*1060
(2U)2 (2%1)2
Q £ -0.1309832
1)1 (1)1
2
s -10 R 0 .9937
A = 0.5023 t - 3.102
0 3
Teblo. * Step-up regreEdon
forecasting: model S2M*1.V
10
VAP IABLE REGRESSSION
SELECTED - ST mATE
- » 25. 639271
(Q#B 3 0 .aA99*o
* P
*13)7? 13): 2.776L171
Z
33 33 U. *1730036
Q
(1*1)2 0.0550393
‘ *12
*12
R 0.9*%192
3 - 10
W 2.776
A * -5.3035
0]

“>

analysis

of the crop
STANDARD COMPUTED

ERROR t VALUE
0.0001216 g 927+
0.0006807 6.121*1*
0.006%472*1 -8.732a*
0.00083*16 -5. 7406+
0.0367571 3 .9559%*
0.0207866 -*1.8281*

2
Ra = 0.97 17

of the Crop
STANDARD COMPUTED

ERROR t VAI.UF,
n. 2201361 6.0755%*
0.0916106 5.30/16%
0.5172769 5 e36*19*
0.7*16*10/17 5.9933*
0.01 107*10 M .702*1*

Rft

- 0.8056

1 kB



Table- 75 Step-
Forec
1* VAR TART IT
e« SELECTED
[
Z*
*3
10
1 (12)2
- q
! (23)2
1 Z
1 *3
2z
- H:2
1
3 = 10
A =  /i69.
0
Table. 76 Step

forecasting

VARIABLE
SELECTEL

(*1/1
32
(23)1
13

Z'
12

10

----------- 10
REGRESSSION
COEFP ESTIMATE
ba3 387.07060
* X 5.7382168
(12)2
8 -0.095/7173
(23)2
a 57.971706
A3
b -115.29861
*2
R = 0.9699
5655 t - 2.776
A
up rcttrcccion analysis
model C3M3.V
13
HLGRESSSIUN
COE FT ESTIMATE
0 .00 160a6
«¥1)1
0.0250027
a
32
0. 00037107 2
(23)1 ia.009007
13 0.2917277
1?

151 -63*0

0.9756

4 - 2.776

of the crop
STANDARD COMPUTED

ERROR t VALUE
(17. 795581 8.0985*
1.1672271 u.9161~*
0.0216221 -71. *155=*
7 .376/1872 7.8590%*
16 .017989 -7 .1981~*

2
Ra - 0.9321n

of the crop
STANDARD COMPUTED

BE-.P.OP t VALUE
0,0002061 S.6312*
0.0036631 7.0/139*
0.0000/123 8.0603*
6.1900606 2.6962
0.006060/71 3.N297*
Ra = 0.9269



Table. 77 St®p_up
\
J VARIABLE 10
Y} SELECTED REGRESSSION
|
{ £ b
' 13 13 —0. O0W/1IZI
» Z a
1 33 23 0. 1/1-970(1
- Z* b
i 17 15 0. 000/1286
2
s = 10 R = 0.865/i
A * 9_jaoi t = 2./1U7
0 6
Table. 78 step-up regression
forecas ting model S/IWiV
_ 10
|
I VARIABLE REGRESSSION
1 SELECTED
} COEFF ESTIMATE
i R a ~0.0011951
1 33 33
© g e 0.0723936
- A >0
J ; (3%)0 9(30 -0 .0017z31
i )2
- O/1)z D 0.00U2738
- ZF
- 13 13 0.0067155
; q X(3ﬁ}§|
> @41)2 h 0.0025162
zT
12 12
- 0.9379
S 10 P
. - 3.132
A 3.9l

analysis

* of the crop

STANDARD COMPUTED
ERROR t VALUE

0.0001221 -3.3909*
0.0327551 3. 20/17*

0.0001321 3. 24/19*

Ra = 0.76U9

of the crop

STANDARD COMPUTED
ERROR t VALUE

0.000158a -7.5a32*
0.0123752 5 .aagg™
0.0001882 -9.262a*
0.002U037 3 .a877*

0.0010037 6.6909*
0.000870a -2.8910

Ra

0.9637
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Table. 79
for™*

SELECTED

33

(34)1

S » 10

AN 5 1.5847

@)

able. 80

VARIABLE
SELECTED

(3" )2

12

s - 10

A
o)

Step-

c**tInB model

Step-up
forecasting model

’ -3a.: Ha22

Up
- *328RB10nN

REGRESSSI1ON
COEFF

33 -0.1399197

(34)1 0.7020513

2

R - 0.6131

T =
7

2.365

regression
S4M6 .V
10

REGRESSSION

COEFF ESTIMATE

e 0.6303036
(34 )2

a 1.0673601
12

0.8223

t = 2_.365

sftM5avalyaiB

analysis

°f the CreP
STANDARD COMPUTED

ERROR t VALUE
0.0491488 -2.8469*
0.2678128 2.6214%*

2
Ra = 0.5025

of the crop
STANDARD COMPUTED

ERROR t VALUE
0.1872017 3.3670%*
0.4111823 2.5958*
Ra = 0.7716
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an .lv s i- r

Xne

A total of three

models were selected under Variety
12.

y were two models from Season 11, one model Tfrom
S€A8on 111 and Season 1IV.

a. Season 11

1. S2M2 .V
12

This forecaetine model belonged to the category of

SQuare models, namely model two as developed in

Chapter 1I11.

The fTive predictor variables 1i1ncluded in the fTinal
crop fTorecasting model, from the nine preliminary selected
varitables were Z Z , Z , Z "and Z The estimated

21 22 it3 22 it3
regression coefficients of these variables alone with their
standard error and computed t values were presented in
Table. 81. The coefficients of all variables except that

or 2 e were found to bo significant at 5« level of

Significance- The adequacy and Tit OF this model wan round

to Be highly eat Le Factory and honeo thio model can be uaed

for the purpose of predicting the yield rrlor to harvest.

The  final crop ?gﬁ@ggglJna model. developed through

_ lorhnlQues was
Step up regreSS|On

82.690 - 5.9361127 * 0.06927/68 ZN*
0.01318951 Z - 6.0371088 Z

22 J
- 0 .43"729 2*3°

173



2. S2M3.V
12

TOPQCATItI tn
model belonged to the category of

square models,

V. model three as developed 1In
Chapter 111,

were the three predictor

3)1 (23)1 and ®(3u

variables included in the final crop forecasting model.
from the nine preliminary selected variables were ] The
estimated regression coefficients of these variables along
with their standard error and computed t values were

presented in Table. 82. The coefficients of all variables

except that of variable Q " were found to be
(23)1
significant at 5X level of significance. The adequacy and

fit ofthis model was found to be satisfactory but the use
of this model for the purpose ofpredicting tho yield prior

to harvest could be Judged based on :>)tc performance with

other criteria measures.

The final crop forecasting model developed through

at®p up regroBfllon tochnlQue- Wao

v | /1880 * 0.0000109 Q . 0. 00006071 Q
/ = I1“oo0u (13)1 (23)1
0.0001@7 Q
Gr>1
b. Season 111
1. S3M6.V

This 1%0re€éégggg model belonged to the category or

; namely the model six as developed 1in
square root models.

Chapter 111*

17A-



Di*cdictor i

i Included 1n th©® final crop
forecasting model., P»x

X from the

_ nine preliminary selected
variables were z

The recreaelon Goalghoichis! of “these variableés

alone with theilr Btanrta®
standard error and computed t values were

illustrated in Table ar, o
°3 The coefficients of all

varitables except that
P g% % and Z 1 were found to Dbe
32

r>2
- - - 0 = -
significant at 5% levol} . U%gniflcance- The adequacy and

flu o~ uhe model wac found to bo highly satisfactory and
hence thic model could bo utilisod for the purpose of

predicting tho yield prior to harvest.

The final crop TfTorecasting model developed through

atop up regression techniques was

Y ~ 6.~338 - 0. 00*1*1396 Z % 0.000167 Z
32 32
- 0.3929077 Z " 0.0009 Q
33 (23)1
+« 0.0008*113 O 0.0009791 o
(23)2 (3M1

1/5*



T4blot 8l

foreoaBtIne:Sgg&Q?igaMQnglv«i*

12
VARIrART W
SELECTED _m REGRESSSION
z a
21 51 -5.9360127
z a
22 59 0.0138951
y4
29 b22 0.0692768
: a 6.0371088
43 d3
z b _0. 43/1729
43 *13
5 = 10 R = 0.9192
A 82 .69&0 t » 2.776
0 7
Tab le . e? Step-up rep;reEBion analysis

St€p-\]Jp

forecaotinu

1
I VARIABLE

"37)1
(13)1

(23)1

g a 10

model

32M3»V
12

pegfesssjon

COF.FF

K
(3a)l

(13)1

(23)1

R

A a 1,/IfIfI0

o)

ESTIMATE

0 .000 11107

0. 00003 09

0.0000607

a 0.76/19

& - 2. kk7

of the crop
STANDARD  COMPUTED

ERROR t VALUE
1.8933973 -3.1351*
0.0032096 a.3293*
0.0328783 2.1071
1.8601637 3.2U55*%
0. 1555~0/1 -2.7950*

2

Ra = 0.8183

of the crop
STANDARD COMPUTED
ERROR t VALUE
0.0000/123 3m3280*
o .00000/1/1 2 1176 k*
0.0000/101 1.51&2
Ra 0. 67173

17<



ygbl< « 83

VARIABLE
SELECTED

32
33
(3&)!1
(23)1
32

(23)2

Step-up
forecast!

12
AQRESSSION
COEFF .
L estimate
b 0.0001670
32 '
b 0.3929077
33
€ -0 . 0009791
(34)1
€ o. 000900
(23)1
a -0.0044386
32
e 0.0008413
(23)2
2
10 R = 0.9781
6. 4338 t a 3.182

rQBre*ei

*<1I®1 S3M6.V

on Analystg

of the

STANDARD
ERROR

0. 00B6935

0.0645332

0.000162

0.0001693

0.0016632

0.0001359

Ra =09344

crop

COMPUTED
t VALUE

0.0192

6.0885

6.0428*

5.1367*

-2.6686

-6.1919~*



».2.13 St«tlatioal ana]

modela under VmpiUJdy °3 th® cho®*n forecastins
A total of eleht mo<Jdeia

Qr«.nn TT 4 from Season 1, one from
I1. two from Saaaon m

three from Season 1V.
a. Seaaon |1

1. SIM2_.V
13

This forecasting noaeil belonged to the category of

square models. namely moaelr N developed In

Chapter- 111.

15 213 were the two predictor variables

included In the Tfinal crop forecasting model, from the nine
preliminary selected variables. The estimated regression
coefficients of these varitables along with their standard
error and computed t values were presented iIn Table. 8U.

The coefficients of both the variables were significant at
5X level of significance. The adequacy and fTit of the
model was found to be satisfactory but i1ts use fTor the

purpose of predicting the yield depends on 1i1ts performance

with other criteria measures.

Th. r,, -1 - op foreran tine model developed through
ntep up regrenn lon technic”™ wan

11.996095 "=

. 6 & A3 + S .90« 30fc9 j 3

2 IM5 eV
I 13 , belonged to the category of

Thi. foree*®ting -ode
, Y th. model five « developed In

iqutrfl root mod

Chapter 111*

V*7B



Z.

w X
12 3 13 ﬁl?ﬁ’i Ha & were the four predictor
varltblee T1ncluded in th (2*)2
°r°P for®Qaatlne model, from the
nine preliminary
6(3 variables. The estimated

regression coefficienta of thoOH

se variables alone with their
standard error arm

mputed t values were presented In

Table 85- The cosfp i & . i
ents of both the variables were

found significant at %% level of sTenificance. The adequacy

and fit of the model was Tfound to be highly satisfactory

and hence i1tcould be used for the purpose of predicting

the yield prior to harvest.

The Tfinal crop forecasting model developed through ctep

up regression techniques was

Y - -3529.500/1 106 .09652 z°* W 1125*9155 Z
12 13
» 18.569807 Q 4 1.729"777 Q
(12)1 <2/1)2
b. Season 11

1. 32MU .V

Thin “?or«..tln. boioneed to tho ouuore root
.»-M ly tho modol Tfour oo developed in
model category. namoily

Chapter 111I*

weretho two predictorvariable ©
7 e and

/13)2 .*<ng model. from the nine

33 , rhe cr%p forecastlnggm '
icluded I. ootLmated regression

elected varlftblOO

peliminary «« varlflbles along with thoir standard

D«FficJldontfl of > ppoicntedin Table. 86.
d Tt T d b
an Gompu « ound to be

ror a.*™ vartAbl® w

1779



significant at 5X laval

- "lIgnlfioanco. However the use of
this model tov  th«

Purpose of predicting the vyield 1In
advance of harvest could w
® Judged based on 1ts performance

with other criteria measures.

The Tinal crop forecastle
infc model developed through step

up regression techniques was

Y - I1.oUs7 + 0.0179907 " — 0.0039206 Q
33 (32

C. Season 111
1. S3M1.V

13
This forecaBtine model belonged to the category of

square models, particularly the model one as developed 1In
Chapter 1I11I.
Z Z . Z . 0 and Q were the four
13 33 12 (23)2 (37)2

predictor variables 1i1ncluded In the crop fTorecasting model.
from the nine preliminary selected variables. The
estimated regression coefficient., of those variables along

with their standard orror and computed t values were

presenf%% in IU 10 87. Tho coofflcientn of all tho
variables except FRgsg of variables Z, * and Q(ﬁ/)z were

found significant a " love] of significance. The adequacy

_ * model was TfTound to be highly satisfactory
and fit of the moae

for the purpose of predicting the yield
and oould be used

prior to harvest.



SoiPm °f crop

through mtep Up re*reBBlon *
8lon technique was

Y « 187.0637 mw 0.67928"3 2 N
oU3 Z  “’b.00331ft Z
_ o- ; 33
0-0187031 %12' + 09000061 O
e 0.0001955 Q (23)2

(3f0)2

2. S3M3.V
13

orecaetine modelbelonged to the cateeons of

square models namelythe model three asdeveloped in

Chapter 111.

Q e 0 . Q and Q were the four

(13)1 (23)1 (Bl (32
predictor variables encluded 1n the final crop forecasting
model, from the nine preliminary selected variables. The
estimated regression coefficient of these variables along
with their standard error computed t values were presented
in Table . 88. The coefficient of all the predictor
varitables were found to be significant at level of

alen 1flcance. Tho adequacy and fTit of the model wap hiehly

satisfactory and it could be used for tho purpose of

predicting yield prior to harvoot.

Tr,e final form °r tho clop (nocantlne model

\Y, iid regression was
developed through step lIJIp 9

2.681.7 - B 8004373 Q (13)1 = 00000350 R o3y

- o.ooz’ﬁlgzz a t 4 0.0020952 Q(3J|)2

161



d. Season 1v

1. S4M4.V

13

FOraOAsti1no*

model belonges to the category of
square root model.

particularly the model four as developed
iIn Chapter 1i1n.

Z ; Z 1 Z>» _
Iz 13 were the three predictor Vvariables
concluded in the crop forecasting model. from the nine
preliminaiy selected variables. The estimated regression

coefficient of these variables with their standard error
and computed t values were presented iIn Table. 89. The

coefficient of all the three variables were found to Dbe
significant at 5% level of significance. The adequacy and
fit of the model was fTound to be satisfactory and hence 1t
coulld be used for the purpose of predicting yield prior to

harvoa f.

Tho final form of tho crop forecasting model

developed through ctep up regression was

y - 3.8673 - 1.8952899 2 " - 1.562601 Z
13 N

* 12.927157 272~
12

Z . SHM5 ey

I3 oastlIng model Dolonged to tho category of
Th la forecas 1.

. » oartlculsrly the model Tfive aa developed
square root model. p a -

in Chapter 1H<
were the three predictor variables

Z13°" 11 forera®ting modal. from the nine
, L tihe orop fTO"
1,d®
.e
e

, The estimated regression
imlnarv aei

ected variable..
ac



coefficient of
*e v*[*br«« MIth
computed t veln-. theilr standered error

- - > e _ » ~

*  tul the
] th*° va*lablea were found to be
significant at 5X level ,

significance. The adequacy and
fit of the model was aD«>
afactory and hence 1t could Dbe

used for the purpose o0os ~ 2
redicting yield prior to harvest.

The final form os i
f the crop forecasting model

developed throueh step up recession was

V. = 261.21155 + 52.67/0121 Z13 - 53.6/0121 zil*

+ 26. 5/11812 7~
21

3. S/IMs .V

13
This forecasting model belonged to the category of

square root models, particularly the model namely the model

six as developed 1In Chapter 1l1I.

7 was the only variable included iIn the final crop
foresee t.Ilne model. from the nine preliminary eelected
variables. The eetlmatod roeresalon coefficients of these
variables .lone with theilr standard error and computed t
value, were presented 1In Table. 91. The coefficients of
the varirable was found to be significant. However the use

_ eh- ourpose of predicting yield prior to
of this model Tfor the purpos

.. b# ascertained on the bas. 1B of Its
harvest could

uh other criteria measures,
performance with

of orop forecasting model was

Th. fi1"*1 form °F
1.8688 * 0.1915132 ~
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T*bl«- &1 st«p-up
for.—

e tin. -od.i s«*“ ClV,i“

SELECTED REGRESSSION

COEFF
Z a
-1.9921
*ui3 13 992195
Z a
12 12 5.9013019
2
S * 10 R 0.6168
a = 22.6113 t » 2.365
0 7
Table. 35 Step-up regression analysis
forecasting model S1IM5.V
13
I
I VARIABLE REGRESSSION
J SELECTED = = -
; COEFF ESTIMATE
f
}
- 2 & 1125.9155
: 13 13 -106.09652
V4 b
12 12 18.56980/
, q i *
- @2)i (12)1 1.7291777
. q *
(21)2 (21)2
2
0.9367
3-10
A a -3529.5001 tg a 2.5r1
0

°f the CrOP
STANDARD COMPUTED
ERROR t VALUE
1.5970966 -3.1285*
1.6505799 3.5771
2
Ra = 0.5158
of the crop
STANDARD COMPUTED
ERROR t VALUE
176.06791 6.3918*
17.171162 -6.0715*
3.2837136 5.6551*
0.2269926 7.6191*
2
Ra - 0.8361

1BA™



TAbIf= 86  ggep-_up

for«c*»tine of the crop

| VARIABLE
© SELECTED Regresssion STANDARD  COMPUTED
| ERROR t VALUE
v 7* b
1 33 33 ~om0179907 0.0094713 -1.8995
2 Q S
: -0.0039206 _ *
: (13)2 (13)2 0.00125130 -3.1333
z 2
s = 10 R = 0.6395 Ra = 0.5365
A = 11.9%97 t = 2.365
0 7
Table. 37 Step-up regression analysis of the crop
forecasting model S3M1.V
13
1
I VARIABLE REGRESSSION STANDARD  COMPUTED
1 SELECTED ERROR t VALUE
1 COEFF ESTIMATE
1
!
- a 0. 67928(13 0.2433276 2.7916%*
13
: 213 i 0.0187031 0.0086385 -2.1651
- 12 12 0 0000061 0.0000012 5.2612*
1 Q £
- (23)2 £(23)2 0.0001955 0.0000753 2.5982~
- O
34)2 -
| oa) 2 a( ) 0. 0033L(1 0.0006580 -5.0368
! Z
1 JJ 33
, 2
0. 9229 Ra = 0.8266
g » 10 *
t - 2.776
A+ 107.0637 4

0

IBS*®



Table* 88 Step_up

for«ea*tine

VARIABLE
SELECTED

COEFF

Ik
%

REGRESSSION

estimate

¥ -0. 002*1922
(3&) i (3*1)1
q
-0.0000351
(23)!1 (23)1
a e 0.0001375
(13)!1 (13)1
q S
0.0020952
B1)2 (3*)2
2
s - 10 R = 0.8255
A = 2.6817 t = 2.571
0 5
Table. 89 Step-up regression
forecasting model S<3Wi1.V
13
|
1 VARIABLE REGRESS SION
! SELECTED
¢ COEFF ESTIMATE
|
.. b -1.8952899
Z
13
13 o 12.927157
sy Z
1?
37 -1.562501
1 7 a
: 23 21
1
2
0. 8*323
S « 10 R a
t - 2. *%
A~ 3.8673 5

o)

analysis

of the Crop
STANDARD COMPUTED

ERROR t VALUE
0.0008652 =2.8807*
0.0000123 -2. 8*391*
0.0000383 3. 585*3*
0.0072059 2.9076%*

2
Ra 0.7383

of the crop
STANDARD COMPUTED

ERROR t VALUE
0.6038301 -3.1388%*
3.3589005 3. 8*186™*
0.3122205 -5-00&5*

2
Ra - 0.7635



Tabl*.

Ta

1

1
1
i

90 Step~up
Neouting model SftvMbavalVSIS °f tha crop
\ééiéé%g RE<3Ri SSS1on
STANDARD COMPUTED
COEFF ERROR t VALUE
ESTIMATE
L* a
13 13 52.670121 1 .3613489 3.869 *
L’ b
11 11 -53. 6/49/125 17.923158 B2 _ 09033*
" b
21 51 -26. 5/11812 5.8/192522 -Z1.5376*
2 2
> = 10 R = 0.8172 Ra = 0.7259
A = 261_.2U55 t = 2 _UU7
0 6
ble. 91 Step-up reereEElon analysis of the crop
forecastine model S/1IM6.V
13
VARITABLE REGRESSSION STANDARD COMPUTED
SELECTED ERROR t VALUE
COEEE ESTIMATE
* b 0.19/15132 0.081572/1 2 .33/15*
z
39 32
9 2
_ Ra = 0.3/12/1
2« 10 R - 0./1155
t - 2.306

A A Zi.8693
0

8



ft.2.14 Statistical An.,

under A 4_v,l« of th-

A total of th

-t - m°dels were selected under this
variety 1e. one model each *

from Season I, Season Il and

choaen forecasting model

Season 111I.

a. Season |

1. SiM6.V
14

This foreeastlne model belonaed to the category of

square root modele, particularly the model six aa developed

IN Chapter 111I.

2 z - z 1. Q and were the five
13 22 33 (12)2 (34)1
predictor* varitab.loc 1ncluded 1i1n the crop Tforccaatine model,
from the nine preliminary selected varitables. The
estimated regression coefficients of the variables Z and
22
Z "wore found to be significant at level of
33
significance. Thousch 01 7 9 of tho total variance TfTiom tho

mean in yield response could be accounted Tfor by these

predictor varia¥Wli®ds #R f£R8 Trliwml ¢GroR Tforecasting model tho
u.a of tiilo modal for the purpona of predict in* yield prior

TO advance dould Judaed haned on 1lie performance with other

cril9rl« meaoui”"ris

nr crop  forocflfltinK model dovo. loped
The final form of

tap up reread lON technique »»»

through s
gﬁﬁ, 7 . 0.67591wW 7
17.99fA . 0.01IM™"1 *13
. - 0.0330071 O
7.733372* Z (1?)z

. 0.0598*5 00*71

188



b. Saaion u

1. S2M6.v
HPEL

Thla foreoaatinff M

Te ¢ del* 1 b«longed to the category of
fyuare oo modenr™,

18 n,U,,elv -0d.1 six aa developed in
Chapter 111.

(3%)1 on;1y variable i1ncluded 1n the final

crop forfic&Btlnz niod™i ]ig Tk .. _ .
rom the nine preliminary selected

variables. Theestimated regression coefficient of this
variable along with 1tB standard error and computed value
were presented in Table. 93. The coefficient of the
varitable was found to be significant at ss% level of
significance. but the use of this model Tfor the purpose of
predicting yield prior to harvest could be ascertained on
the Dbasis of 1ts performance with other criteria measures.
The final form of the crop Tforecasting model
developed through step up regression technique was

/[ = 3.Ub76 - 0.0001*137 Q
(3*D1

C. naa3on 111

1. mM3 .V

This :%¥orecasyJL@ mgggl belonged to the category of

;ha model three as developed in

square nmdeik namely 1
Chapter 111*
Q t g and Q were
Z . Z " Z > Qn 2)I* (13)1 (23)1 (3*3)1
tha ifredi&%or' * Inoludsd 6?el¥ﬂ?nagyna!ele8{88
_ dal. *om _ o
forecasting - ...——1on coefficients of thasa

. ..timefd r.«r«-=-
variabiraa.

L89



VAIJ.

- their sttnrl
values were present- ,, *** error and computed t
e in Table. 94
XX the v.,X.ble8 eXoept tho<e - ‘ -
and Q were Tfount
TO be significant « 5X 33 <121

stanificance. The adequacy

and Ffi1t of the model wa«
und to be highly Eatisfactors

and the uee of thin ,
el for the purpose of predictint

yield prior to hawoc,-*- i
could be comprehended withoul

Indecis 10n

The Final form of the «crop forecactin? podel

developed through step up regression technique was

16.0861 <« I"i.369A455 7 0.C0O5570J L.

22 33
4 0.005158i 0Q
22 (12)1
u .0000833 Q 0.000G33
(13)1 (23)1
C .0003381 Q
G )L

6.3219)p3 F

190



Table. 92

VARIABLE
SELECTED

22

Z*
33
(34)1

13

(12)2

>

o)

Table. 93

VARIABLE
SELECTED

(34 )1

Step-UD
c*Btin* model SiMeNv*1*"1" °F th® crop
REGRESSSTON STANDARD COMPUTED
COEFF ERROR t VALUE
ESTIMATE
a
22 0.6759552 0.2156309 3.1348*
b
"5 2.7333726 0.9145554 2.9887*
e
-0.0598450 -
(34)1 0.0238711 -2.5076
a13 0.0116811 0.0058292 2.298!1
€ -0.0350071 0.0244185 -1.4336
(12)2
2 2
10 R = 0.8179 Ra =0.5903
12. 59&Kk t - 2.776
4
Step-up regression analysis of the crop
forecasting model S2M6.V
14
REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
.0.0001437 0.0000541 -2.6552*
(34)1
2
4 0 Ra a 0.4020
10 P |
- t - 2.306
3.4576 fl
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Tabl*. 94

Stftp-up
f««c a . tin a o f tne
VARIABLE
SELECTED REGRESSSION
STANDARD COMPUTED
COEPP ERROR
ESTIMATE t VALUE
Q e
Q(34)1 (34)i ~0.0003881 0.0000563 -6.900a*
£
Q £
(12)1 (12)1 0.005158a 0.003984  1.2948
Q £
(13)1 (13)1 0.0000833 0.000001 8 3440%*
YA a
29 - 14.369455 1.6305641 8.8126*
> b
29 59 -0.3299953 0.0376695 -8.7603
z a 0.0055701 0.0013782 4 _o0ai5
33 33
S =10 P 0.9970 Ra 0.9865
A > 16.0861 t = 1. 303
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model ., " U DFf
Un<5el“ Vwi .ty 15 -
A total of B4V

1t °dels were selected under this
variety, namely two

WO Season 5%
three from Season 1v

K«
. one from Season 11l and

a. Season 11

1. S2M5 .V
15

forecasting model belonged to the category of

square root models, particularly the model Tive as

developed 1n Chapter 1II.

2 « Z and Q were the three predictor

23 33 (23)2
variables Included In the fTinal crop forecasting model,
from the nine preliminary selected variables. The

estimated regression coefficients of these variables along
with their standard error and computed t values were
presented In Table . 95. The coefficients or all the

varitables were found to bo significant at 51; level of

significance. However the Bse 8F this model Tor the purpose

of predLctlne y.ﬂrefél Bgigp 13 harvest could be ascertained

luatlnc I1t® performance with other criteria
only after Ova

maasu rese

B oro ;orecasting model developed
The final form P

__lon teahnlqu®© was
throuah step ,P

o/l 7 > - 135.51000 2 -~
v - 659.2601 * flI-3039* *3 33

a.525665 a g

193



2. S2Me.V

15
This fopftcaatin
del belonged to the equate root
TOdel —category, nemely
model six as developed 1n
Chapter 1I11I.
233 " (3(12)1. Q © Q and Q were
the aix redictor i.i? , 3)1 4H1 34)2
P vart-1 ©b |nc}uded(?n) the fgna crop

forecasting model, from .
m the nine preliminary selected

variables. The estimated regression coefficients of these
varitables along with their standard error and computed t
values were presented iIn Table. 96. 95.U6X of the total

varitance from the mean 1n yield response could be accounted
for Dby the predictor variables fitted 1n the TfTinal crop

forecasting model .However the use of this model for the

purpose of predicting yield prior to harvest, depends on

Its performance with other criteria measures.

The final form of crop Tforocaotlne model developed

through atop up regreoslon technique was

7 " - 0.0826592
Y = 62.209 - 0.3986630 ~ Q(12)1
2555 — DN * 0.0001511 Q
4. 0.000"1ttll Q (23)1
0 132 5 0040566 B
V 0.0001826 Q _ (3*02
oa)l
b. 3fl*son 111
1. S3MU.V
3Mtt*"VI5 .atine model belonged to the category of
ThiB rQT* C i tho modcl Pom> as
, M particularly
*
luare root mOdal®

111+



zZ .Q  .Q _
33 (1 # Vid o _
véF%éB'ga' inciuded(H?ﬁ)th# Qﬁﬂ)o w*r® th® four predictor
i ) f~nal °rop forecasting model,
from the nine preliml

selected variables. The
eatimated regression coeffirn

©Onta of these variables alone
with theilir standard error

na computed t values were
presented in Table. 07

Thecoefficients of all the

varitables except that of o i} o
P were Tound to be significant

’ (14)0
at s "=-Shilicence. The adequacy and fit of the
model was satisfactory, however i1ts use for the purpose of

predicting vyield prior to harvest could not be assessed

until iIts performance with other criteria measures were
mtudiod.
The final form of crop forecasting model developed

through step up regression technique was

Y = 31.52S 0.1123635 Z - 0.047366 Q
33 (13)2
v .1a/16502 Q e 0.2193/157 Q
(1/1)0 Uajo
0. no tdon 1V

1. 31n 1.v

i 5 i Jil noironaod to the square model
Thin forecasting model

one ao developed iIn Chapter 1I1l.
amAE tho model
aategor.v. nam- y

Were the throe predictor
’s e and Q

z - (1 1In.1 crop forecast Ing model .

) 2 ) dad m th ® fln B I )
varitable* incLu a tad varirables. The

roy ™ 1W***]1"
from the hi* P these variables along

ion co«f"101,n
estimated re«re«»

o x
] hair atandard 2'" "
wi th T

oomputad t value, ware
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prvBcii wea

variables exo(spt. N AN Wrielant. of all the
at 5% level of sienlFl N HxxE* f°Und to be

) an°e* Tho a<l®quacy and fTit of the
aodel was aatisfaotory h

owever ItB uae for the purpose of
predicting vyield priQP * w
arvest could not be assessed

until its Performance with _ _
ther criteria measures were

studied.

Thfi  findl f s
i ind orm crop forecasting model developed

through step up regression technique was

Y = 0.5254 % 0.00155186 Z ¥ 0.000038 7z °
42 31
* 0.0001022 Q

(14)1

2. SUM3.V

15
This forecasting model belonged to the category of

square models. namely the model three as developed In
Chapter 111.
q and Q werG thG two hriedictor variables
(23)1

I = - _
includerc?U'ZLn the ¥’H€9I‘8F89 forecasting model, from the nine

. -ejlected variables. Tho estimated rOKrecslon
preliminary solocteo

L these variables alone with their standard
coefficients of these

, - t values wore presented In Table. 99.
error end computed

r both the varlabloc wore nlenirlcanl at
The coefflclent.e o0

The adequacy and fit °f the '>°9el
5X level of slsnlflcance.
a It courtd be used for tho purpose of

was satlsfsotorv »N
to harvsat.
predicting vyi«ld p

19<b



The final rorm of cikQ

_ forecasting nwodel developed
through step up re«res«li

n technique yas

Y = -0.1185 + 0*%092961.6 Q
, * 0.0002326 Q

23)1
3. S/IM6.V (23

15
Thie for*"cARtYX
model belonged to the square root
nodel category nameilv  +k-~

he model six as developed 1iIn
Chapter 111.

N N an<” Q were the three predictor
<23)1 (3711 (3/1)2

variables included inthe Ffinal crop forecasting model,
from tho nine preliminary selected variables. The
estimated regression coefficients of these variables along
with their standard error and computed t values  were
presented 1n Table. 100. The coefficients of the variable
Q wac significant at 5% level of significance. The

adequacy' and fit of the model wan highly satisfactory and

1C could C*0 coed for the purpooe of predicting yield Prior

to harvest.

A rid crop forocenting model developot

7r ,e final form ol tt.o crop

throush step nﬂ pQﬁ;OUBAGn ﬁ%??'quo nas
» »NC., e 0.0#3##5 5> «
v » B8:1810 = 1m-1627951 =3/1)2 (23)1

- 0-(1330296 «
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95 St«p-Up

VARIABLE 15

SELECTED REgresssion
STANDARD COMPUTED

COEPF I ERROR t VALUE

________________ estimate

Q
2523)2 (23)2 8-525465 3.218744  2.6487*
Z§3 33 135.51888 46.684288 -2.9029
23 23 41.303944 15.472308 -2.6695
2
S = 1 R = 2
0 0.7325 Ra = 0.5987
A« 659.2601 £ = 2 447
0 6
Table. 96 Step-up reeression analysis of the crop
forecasting model 32M6.V
. 15
I VARIABLE REGRESS SION STANDARD COMPUTED
I SELECTED ERROR t VALUE
Y COEFF ESTIMATE
1
1
- g c 0.0001826 0.0001542 1.1846
1 (34)1 (34 )1
. £ 0.0001511 0.0000972 1.5535
. 23)1
| Q(23)' £( ) 0.0004411 0.0002642 -1.6696
13)2
(13)2 £( ) 0.0040366 0.0018067 2 .2343
q
(34)2 |_(34 )2 0.3966638 0.1346709 -2.9601
1P z*
- 33 33 0.0826592 0.0210832 -3.7773*
1 Q J
I {(AaR)k (12)1
1 — -~ "
. 0.9546 Ra 0.8638
10
t e 3182
62.209

19ft



T*bl«.

97

SELECTED

Q
(13)2
Z
33

Q
(2 £)0

Q
(171)0

A

St*p-Up
f°P«ca,tlne mod*Jis3Mit™ alV*iIB
REGRESSSION
Vv -0.0/17366
(13)2
¢ 0.11236851
33
2 0.2193/157
(2/1)0
2 -0.1/1/16502
(1 /£)O0
10 R = 0.8175
31.825 t « 2.571
5

°f  th* °r°p
STANDARD  COMPUTED
ERROR t VALUE
0.015066/1 -3. 1/138*
0.0U17177 2.6935*
0.07/10289 2.9630*
0.0897181 -1 .6123*
2
Ra = 0.6715

199



Table. 98 Step-Up re
f°r1xot8ting ® o) d e I of the crop
15
1 VARIABLE " _ e
I SELECTED re <3RESSSION STANDARD COMPUTED J
ERROR t VALUE I
- > !
31 31 0.0000380 0.0000155 2.4498* f
: ] e
t At (14)1 0.000102197 0.0000239 4 .2703* f
1 z a
42 tt2 0.00155186 0.0006852 2.2649 f
1
2 2
> = 10 R = 0.8544 Ra = 0.8128
A = 0.5254 t = 2.447
0 6
Table. 99 Step-up regression analysis of the crop
forecasting model SUM3.V
15
£
I VARIABLE REGRESSSION STANDARD COMPUTED
I SELECTED = = = ———mmem ERROR t VALUE
> COEFF ESTIMATE
!
- Q e 0 .0929616 0.0137602 6 .7558*
: 34)2
- e e 0.0002326 0.0000889 2.6176*
> q
- (23)1 (23)1
1
2 Ra « 0.9022
3 %10 R 4 0.9239 5 -
A = -0.1185 i 3 2-365
(0)
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Table. 100

WA IAIY E

SELECTED

&™) 2
(23)1

(3*1)1

StQp.- .Up
foreeeeﬂqﬁ_

eegresssion

COEFF

. 1010

&™) 2
(23)1

@)1

R

2

model

t

"Breeelon

* ' the Cro
SAm 6 nalyBi B of P

-V

ESTIMATE

15

1.1627951

0 -0%34*154

-0.4330296

0.9709

6

2. *U17

STANDARD COMPUTED
ERROR t VALUE

0.3239507; 3.5894*

0.0848416 5.1208*

0.2950590 -1.4676

Ra = 0.956**

2.01



"°<3el« undar”™~"”"81* °f the chosen

*riety 16.
A totax or twelve
variety, They ~# “— -.elected unde, thi,
two
Sa8&8A &t and ““odexe each from Sea.on 1 ax

reur models *
each Ffrom Season 111 an<
Season 1IV.

a. Season 1

1. SIMI.v
16

This forecastine modex beloneed to the category of

square models, particularly the model one as developed 1In
Chapter 1I11I.
Q was the only predictor variables 1i1ncluded 1In
(30 )0

the fTinal crop TfTorecasting model, from the nine preliminary
selected variables. The estimated regression coefficients
of these variables alone with their standard error and
computed t values were presented In Table . 101. The

coefficient of the variable was found to be Dlgnifleant at

5% level of algniflcance. However the S¢ Of this model for

the purpoao of predicting yield prior o harvoot could bo

critoria
Judged baaed on Its performance * th other

mesaurea.

) # Nrop forecasting mode l developed
The final torn of orop

JAD r.areaalon technique wa.
throush step op

*jiiA * 0.01.10386
y . 2.501% % (30)0

2.051



2. S1IM2.V
16

This EoreeaBtlne men

e belonged to the square model
catgeory. namely the model

wo &b developed In Chapter 1II.

Q was the oniv ) ] _
(34)0 Predictor variables Included 1In
the final crop forer*no+-"-

ne mcdel, from the nine preliminary
selected varirables. *4 ) o
estimated reereasion coefficients

of these varirables along with their standard error and
computed t values were presented iIn Table . 102. The

coefficient of this variable was found to be significant at

5 level of significance. However the use of this model for

the purpose of predicting yield prior to harvest could Dbe

ascertained on the basis of i1ts performance with other

criteria measures.

TTF, final form of crop forocaetinK mortal developed

through r."ar ..p renreunion toehniduo

. 5%18 * 0.0343159 Q
' t )o

b. Season IT

1. 32M3—V1*

belonged to the category of
This t:Inf model Dbe

foreaas

mely the model three « developed In
mquare models-

Chapter [I1IX*

predlctor variables i1ncluded In the

Tha four N N preliminary selected

drop Q e The estimated
* e (1»)?

varitable® wel® 7 tho»a variable® .long with

-on ooerriol®nt8

2 <N5



th.lIr error

i computGd
in Table. 103 Th values were presented

found to be elenlficant

©ovel of airgniflcanoe. The
adequacy and fit of th

model was found to be satisfactory
and hence 1t could I,

used for the purpose of predicting
yield prior to harvest.

Tho final form np * N a i
crop forecasting modell developed

through atop up regression technique waa

2.5894 - 0.2004476 2 - 0.1750551 Z

21 22
0.0006906 Z "+ 0.0356199 Q

23 (14)2

2. S2M6 .V

16
This forecasting model belonged to the category of
square root modelo. namely model six as developed in
Chap ter 111.
, . q Qnd Q were the siIXx
Z ZZ1 " 33 (14)1 <1«>2
22 mincluded in the TfTinalcrop forecastles
predictor variables incxu
nine preliminary .elected variable.. The
model . Prom the nine p
anion coefficient, of the., variable. alone
estimated reeresolo
tandard nrror and computed t valuen wore
urlt-h hKg )r o tAnN
WICh n,, Thoeoefficlontn of all the
presented ’H Table. 101° T found tQ be
those of 1L and
variables e~oeP significance. The adequacy and
i% level of
significant at v ~"-factory and this mode l
_ del hi1“hl*
it of the moo Drediotin* yield prior to

d for th.
could be use

harvest.

ZOATr



rem> of

oF fOpa%*%E%ng model developed

**emm10,1 technique was

through step up

Y - 9.0578 + o Ifi_ QO wasS

* + 0.0002668 Z
1.866/71008 =z » B 23
21 " 0-25/19532 =z -

- 0.1296078 q 33

* “-13010H Q
(10)2

C. Season m

1. S3M1.V
16

forecasting model belonged to the category of

Q models. namely the model one as developed 1In
Chapter 111I.
*F N and Q were the three predictor
22 23 /1)1

varitables included in the fTinal crop forecastine model,

from the nine preliminary selected variables. The
estimated rGEresflion coefficients of these variables along
with their standard error and computed t values wore

presented in Table. 105. Thecoefficient, of all the

varitables oxeept that of Z were fTound to bo significant

ats* level of significance. The adequacy and fit of the
a _ , ,«n highly batinfactory and this model could be uaod
model wan hiraniy «
A oe predicting yleld Prior to harvest.

for the purpaée of P

s forecasting model developed
The final form of

regression technique wa.
through stop tip

7 . 0.007732h T
V ; HO.605 * 0.3010815 * 23

0.0008002 Qq

Z0B -



2. S3M3.V
16

foreoastine model h«.
belonged to the aquare model

eateeory. Particularly th
® model three as developed |In
Chapter 1II1I.
Z - Z ", 0

12 12 and ™ were the TfTour predictor
) ) i 72119
varitables included in %he ¥nn

e inal crop forecasting model.

from the nine Preliminary selected variables. The

estimated regression coefficients of these variables along

with therir standard error and computed t values were

presented in Table. 106. The coefficients of all the

varitables were found to be significant at 5~ level of

aignit flcance. The adequacy and fit of the model was found
to be highly satisfactory and could be used for the purpose

of predicting yield prior to harvest.

The final form of crop forecasting model developed

through otop up reerescion technique wae

or"nof\li Z . ~ 0.187*1177 Z

23.53003 “ 1 3« Z]3? 1z

3.
)
Q

* 0.3021 %103
(24)1 Q(’?H)?

0.2968039

3" r53M1°VIG6 .tin. model Dbelonged to the equnre root
This for®e®” N

namely <bdelL

developed In

model «*t« orl-r

Chapter 111*

« » were the TfTive predictor
Z and *

2 1 V Z“ 7 ‘L. rInaf- foreoaetlng model.
OoP ~NJ , 4f] tn«

) variables. The
varitable* |

aalactg%o
pre)lImln
from 1be n

2.06



estimated regressing
n Co«fficient

with thelr standard o1 A "oex *x*xx%x*x \VVaritablea alone
ror Ann
B$€%¥gg¥éf' ?n Table =07 computed t values  were

The coefficients of all the
varitable, except thoae of varlih,

los z and Z 1 were Tfound

to be significant at 5* 22 41
evel of significance. The adequacy
end fit of the model war w. ..

y satisfactory and this model

could be used for thp
POOO of predicting yield prior to

harvest.

The final form of crop Tforecasting model developed

through step up rogrescion technique was

Y - 49.8485 - 0.1914509 T. - 33-511905 Z
22 23
1.9823019 =z » 2.1322774 z
41 42
- 27.341916 zZ ~
33

4. S3M5-V
16

ThIB Porccec tine model beioneod to the ncuero root

Dartlculerly the model Tive « developed In
model category.

Chapter rlle-

lho two predictor variables
r, wero the
/ e nnd A ]
_42 nnfl, me model, from tho nine
23 ,, Final crop forecantlne m
included In the OBtImated reerooolLon
o ma Lee ted varl ableO- i
preliminary 00 Ith thojr ntandord
these variablea alon.
coefflolonts of - oresantod In Table. 10B.
atue* war* 11
error and compntcd T v v.pl.bl«« ai.nl rlcant at
The aoefPlclenta of both and fit of the model
79 Th<< *
_1_onlFE0*"0

5* level, of

2,07



yield prior to harvest n n A

the basis of 1ts
— - LK » - « — -

measures.

The final toVm of
forecasting mode l developed

through step Up regreamc«
Sression technique Wwas

Y = 2 .0/175 + a.ss Lhier1 Z
+ 19.5283a z 1

1X2 23
d . Season 1V

1. ShM2 .V
16

inis forecast 1ng model belonged to the square model

catgaory, namely the model two as developed in Chapter XIX.

3 was the only predictor variables included in
(1713}0
the flral Crr.p forecastlng model, from the nilno prcl JmJdnary
selected variables. The estimated regression coefficients
Of thor.e varitables along with their standard error and
eomp.jr.od >~ wvalued were presented In Table . 109. The

coerr.e.ent of thin variable wan found to be niIsnlflcant at

. ,~.n tplcanco. However the ubo of thin model Tfor
5% Ifivol of nlenlrleant

BO Of predicting vimt- Prior to barvont oould bo
the purpose or W J

nf lts performance with other
_ . r.h* basis of n
asoer ta 1Ined rj

criteria measllrea*

; porrennting model developed
nrov r

N1 _ o
The fiphl forn b

..1on technique was
_ res®-
through step up

n n/109569 Q
0. 8221 4 °* (1/1)0



2. SAM3.V

16
This Toragasfing model
onged to the category of
square models. e— .. Al
model three as developed 1iIn
Chapter 111I.
N N and q
*13 (34)0 non were the three predictor
variables included -In t-y,?111 ]
hHe final crop forecasting model,
from the nine Preliminary selected variables. The

estimated regression coefficients of these variables along

with their standard error and computed t values were

presented in Table. 110. The coefficients of all these

variables were found to be significant at 5% level of

significance. The adequacy and fTit of the model was highly

satisfactory and this model could be used for the purpose

of predictingyield prior to harvest.

The finalfornm of crop forccaotlnsmodel developed

through stop lﬁ& P%g{OOC)Jon technique won

Y 1 .0739 -« 0.U733316 * 0.0636661

0 .0079600 Q

3. <4M5.V

16 . .tin. model helon”~ to the
Thi® force®

- ~ot
developed 1In

l1-ply the model ti
Icul*riy

mode 1l cat«*ory" par

Chapt«n ths fTour pre(iiator

® - -
n # Q  nh\t (3*>2 Foracli Einatt model |
I inoiudau
VArlftbhle®

Z09



the nlne ~ u Btnapy

estimated regression c ot@d variables. The
with t-het™» N oler»ts of these variables along
with thelr standard

N r and computed t values were

presented in Table, m
The adequacy and fit of the

model was found to be «e<
C acto”™y but i1ts use 1n the field

of predicting yield could » i
comprehended on the basis or

Its performance wi-h ) )
or” l1,or criteria measures.

T final form of crop forecasting model developed

through stop up regression technique was

Vv >e - -""33 2.6333"J05 2 * J. 673"151>6 Q
u.2 (1/1)0
2 .".10 toft3 A l.co ific o
(3/1)1 (3*0 2
A M6 .V
6
"Mr. forcenr.tine model belonged to the category of

aqu*rr root models, particularly the model six as developed

Ln n faetll*™r 111.

wore tr.c two [-rodiotor vnrinblen
7t 1 and Q

flntti"crop foroeaotinr modo3. from the nl

1U101 ~ )
Elon The on tlnm tod rearonoion
vOr labléea.

,nf,,on njonc wjlh their Btnn.lard
r thono vat At. on

ofil imlnarv sel -

, wnro prmionto.J In «*e
ror nml vnriablcB worn «i«nificnnt At
VA wam
o coefP»T |pntn d«rt, .acy »<l m IhG modol
. M1 fimnoe. Thne
; levo : 0? *1le be ufliCtl for the purpose
rv ®ncl 00

-I<

tn
M «hi—v A»ti«l’»0tOr

_ or *0 harvest
.,1*ld prt°r

(1l Arlng

2.10



The fin*l for. of

through <tap up raere* j oa*tin* model developed

* on teehnlque wee

19 -89*3 ¢ 0.6613175 z ,

12 3.8771533 Q
(34)0

2.11



EP.P.OF; ALUE ,

Table. 101 step-up
TOPeC* tln=e“odeinis?,lavalySle °f the crop
16
VARIABLE p @ -
SELECTED ‘EjResSSION o~
STANDARD COMPUTED
T°EFF estimate ERROR 1 VALUE
N 2
(3™M)0 (3b)0 0-011/1386 0.0036935 3.0970%*
2
S = 10 R
0-5/152 Ra = 0.488U
\ - 2-5S5S1S t = 2.262 2
5%
Table. 132 S~ep-up regression analysis of the crop
forecasting model sim2.v
16
A A
VARIABLE REGRESSSION STANDARD COMPUTED!
CELE~TEI
COEFF ESTIMATE
0 o 0. 03*13159 0.0110805 3-0970*
(s a 0 f3’\)0
2 Ra = 0 .aA8u
B = 0.5752 -
Z 10
o) € 3 2.306
A - 2.5"]-°- e
0]

2.15.



Tabla.

103 Step-up r
Or th a crop
VARIABLE ~ ~~ 777777 TTTTTTTC 16
SELECTED regresssion STANDARD COMPUTED
COEFP 111 ERROR t VALUE
" b
23 23 0 .0006906 0.0001861 3.7112*
Q £
(ia )2 Cia)? 0.0356199 0.0092960 3.8317*
y4 a
22 29 0.17505516 0 .0482/113 3.6287*
= a .
o 51 -0. 200/1/176 0.0502 -3.9930
—— o A
3 = R = 0.8982 Ra = 0.8167
= 2.589n = 2 .571
Table. 10/1 Step-up reereBSion analyais of the crop
forecasting model S2M6.V
16
REGRESS SION STANDARD COMPUTED
VARIABLE ERROR t VALUE
SELECTED
CGEEE ESTIMATE
0.1301011 0.0309/173 a-20/10*
Q £
(1H )2 O(1U)2 0 163381  0-0233316 7.0026*
Z
22 22 0.0002668 0.00I6112 0.0579
Z a .
53 23 _0.1296070 0. 033128/1 3.9123
K
Q -3.8620
(1)1 bﬂ/l)l -0. 25/19532 0.0660151
Z " _
a3 33 _1.866/1008  0-2B03509 -6.-657/1
Z 7 b ____.__“ —_— ——— b — — —
21 21 P
- T 2
5 Rft = 0.969/1
~ 0 .9fl6a
3 35 10 4
- 3-183
A » ge0578 3
0

213



105 St«p-Wp

for*c*attn -’ the Crop
VARIABLE 16
SELECTED REGRESSSION
STANDARD COMPUTED
COEFF _ ERROR t VALUE
estimate
Z a
23 23 -0.017732U 0.0138576 -1.2796
e
(24)1 Q1)1 0.00u8002 0.0011/102  /1.2099*
Z a
29 29 0. 3*110815 0.0897991 3.7983
2 2
> = 10 R » 0.8U22 Ra = 0.7633
a = a0.605 t > 2.aUu7
0 6
Table. 106 Step-up regression analysis of the crop
forecasting model S3M3.V
16
VAP1ABLE REGRESSSION STANDARD COMPUTED
1 SELECTED . e ERROR t VALUE
COEFF ESTIMATE
1 o 18771177  0.0689026 -2.801a*
2z b
- 12 12 13. (12703/1 a.32a9azi 3 .10a6*
1 7z *
% Q 2a)l Z 2 /0 0 .3021/103 o.1018a87 2 .9666™
= 0 ®
) 2
(2/D2 (za)
2
2 Ra - 0.8637
- 0.92/13
3 » 10
t - 2.571
A » 23-53003 5



1iDI*1 107 Step-vip
«*  the crop
16
VARIABLE
"*UKESSSION
SELECTED STANDARD  COMPUTED
COEFF e ERROR t VALUE
Z" b
23 53 27-.311916 8.1087007 3.3719*
Q 2
(2D?2 (21)2 0.3021103 0.1018187 2 .9666*
V4 a
53 - -38.511905 11.878727 -3.2121*
‘ * 0.1911509  0.1050056 1.8232
Z a ~1.9823019 0.9531079 -2.0798
11 11
Z a 21322771 0.7812610 2.7293
12 12
2 2
S = 10 R = 0.9616 Ra - 0.9136
A 5 19.8185 t - 2.776
o 1
Table 108 Step-up regression analysis of the crop
] forecasting model S3M5.V16
1 — - _ STANDARD  COMPUTED
I VARIABL reoresssion ERROR t VALUE
' SELECTED KV i" ESTIMATE
19.528315 1.8250975 1.0172%
i o b
>y T 23 0 5311161  0.1619209 3.3005%
. a
t 8 12
;12
I“ _.
2 pg = 0.7253
=~ . 0.7861
3 - 10
t - 2.3f5
A % 2.0175 2
(0)

2A51



Tabl*. 109

VARIABLE
SELECTED

(14)o

A
rable.

110

1
' VARIABLE

1 SELECTED

£37)0

s = e

> O

£3* )1

43

Step-Up )
Pe*reBBi
- - tin,era'_ - - the crop
REGRESSSION
STANDARD COMPUTED 1
COEFP - ERROR t VALUE !
- |
e I
(14)0 0.0409569 0.0145377 2.8173* 1
77 1
2 2
10 R
D 0.4980 Ra < 0.4353
4-8221 t _ 2_306
8
Step-up rescreBsion analysis of the crop
forecastine model SUM3.V
16
REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFF ESTIMATE
S 0.0636661 0.0085808 7.4196*
(340 ~_0.0079508 0.0030994 -2.5653*
e ;
(34)1 0 4733316 0.1611908 2.9365*
a
43
2
2 Ra - 0.9332
a 0.9555
10 *
t - 2.047
1.6739 6

2.1&



VARIABLE
SELECTED

W
(3/1)1

(3/A)?2
(14)0

=

=

Step-up

R S g

S A

A =
0

Table. 112

VARIABLE
SELECTED

£31)0
Z*
12

Nor*ec4.111ln» *re*«lon
“ tln« -oa.! 8»H575 | of the Crop
N'e q resssion
COEEE R standard COMPUTED
estimate error t VALUE
© 0. 7/191083
€3(3491 ' °*1777755 ft.2138*
~0 .006180/1
(34)2 0.0029165 -2.1176
e
(10 2-6739556 1.08 Hoftft 2 21727
a
a2 -2-6381905 4 o37378Ft -2.1321
2 2
10 _
R~ = 0.908U Ra = 0.8351
2/1.1073 t =2.571
5
Step-up regression analysis of the crop
forecasting model STtM6.V
16
REGRESSSION STANDARD COMPUTED
ERROR t VALUE
COEFE ESTIMATE
3. 877/1533 1.0315995 3.7537*
(¥1)0 0.6613175 0.1279257 5.1695*
12
Rt - 0.5953
p « 0.9510
10
t , 2.365
19.09/13 2



» .3 Comparative atuav

per orm&nce of the « effici®nce.

adequacy and
8

of Cl,iteria funoti(a’l':lsiorecaBtln* model on the

From the cpod

©casting models mentioned 1n
the previous sections

est” most efficient, adequate

b
andpromising crop tfgarsec(iﬁsrﬁgé(el’s which could serve the

purpose of predicting the cashew crop vyield prior to

hirvaat wereselected on the basis of the criteria

functions as discussed 1n Chapter 1II. The criteria models

employed 1i1n this study were

1. Mean Square Error or Residual Mean Square (RMS)
2
2 Squared Multiple Correlation Coefficients (R )
2 2
3. Adjusted R (Ra )
a Total Prediction Variance (Jr)

G. Pre ]J.ctl.omi Mean Square Error (MSEF)

A/orafee Entlmatort Variance (AEV)
" Aranmiya Prediction Criterion CAPC1

. Altai Hr. _.rntImntlo Criterion (Aid

top all U"o rm-ooaotln*

Thf« crf-nri.i

mod®Oin VINro e



discussion



) discussion
5.1 Introduction

In the present i
nt 1Dve.tieatlon

1- develop a a Ware "a<le to !

methoaoloey UfoJdbl* and reliable statistical
cashew Ghop n® Praharveat forecast of

empherical statist constructing; different

adopting original Cal C*°PpP weather model

varitables as i &<l enerated weather
ae Dtediretor variables.

2 - PGpfoi1?in a

efficiency ~ JnParative study of relative
‘“Kp.. i Quacy and peformance of each of

H , N"°P foreca8ting models evolved and to
the best®™ most promising and plausible
t rop T0l ecasting models for the purpose of

future use iIn predicting the crop yield reliably
In advance of harvest.

with these objectives
fore casting models were con
Season I1. Season 111 and
forecanting models adop ted

predictor variable were the

root models B

A totnl Of 6 forecast Ins models were developed sivin®

,.,Frt. co the weather effects on the cr8P
or”*m wel1ch™®

..tins models wore dsvolorod for each
da These 6 forecastlne
esshew. pertalnina to each of the a
hel6variel *ea ~

tne 12 genSF%ESS predictor variables for

,ONS . Among N relevant variables were selected on
, QF the models. n N N fupthar
- iIts correlation
basle of 1 w>re made by adoptlns the
ictlon emons ™ e,a moamlm obtained with
regra»aion®
iniQU. of -**p UP N flhoa<>n for further .tati.tical

il floent r vm

tntlys!le

2.19



"*unction. were

the fTorecasting mo<lel calculated for each of
A"Hubtraturt * m

on these criteria m n at)le 113. Based
unctionB the "beat”

plausible Tforecaatln m°8t promiBIn* and
INS models

itable gd8on could be Sachvariety for the

De ®elected.
1. Varitety 1 (BLA-1a,"™,

ety orieinatlne frQm the CahBew Research

Station, Anakkay&m. Kgpa®"la » a
1 has ©6models to lts <credit ie &

belongins toseason 1 and one each from season Il & season

IV. Among models 1In season |1, the model S1M2.V was noticed
2 2 i
toha/e the highest R and Ra value, along with the lowest

RMS . AFC and AlC values. Even the Jr, MSEP and AEV
registered low values. if not the lowest. Therefore of the
ft nodels at hand inSeason l. SiM2.V . was Ffound to be the

representative of the whole Ilot.

Or, deacon wise comparison it was asain noticed that

, —-.M2 V refflstored the hlehoot R and Rs value,
the model -1iM2. / ertJO

j € Jt and most promising rorectin, model for
Therefore the best

iIn predicting the crop yield
8f future use

the purpose
for variety 1 was the model
relirtably 1i1n ad /a flection that the
.S evident; from thl"
31M2.V . It “ hhe jneteorological,variables
and i1ntensity
distribution _n,.ry and February make a
OFf December.
In the month* yield. The predictor
- - "ntributi®n to
sign ifleant con 2 waB found to Dbe

the sauei

a.n
nt ted usin

>('-|

variable*

for thi® varied-

late ror
t approp

ZZO0



2 . V,,].«V 2 (An . up N

A N»tiIV«

th® v«n8uilll
n»h»r»»l1tra, th.. Research Center.
nl8 v**lety h.a
attributed to 11 iotatr of 1a models
« namely 3 moaela

from Season 11, v rem SeaBon * m * models

) °© 618 TPOm Seae°n 11l and 3 models from
Sefison 1V.

Among ths modelp 1» n
2 2 eaaon SIM5,v acknowledge the
highest R and Ra wvm..oe _ 2
long with the lowest value for

all the other 6 criteria

functiom. In Season Il the model
SZM]...*2 was Tound to satisfy the necessary condition. The
model 3M1. ® i1n Season 11l was found adhere approximately
2
to the criteria fTunction specification. In Season IV. the
2

model S-M6.V was selected 1In accordance to the high E and
2 2
P.a value and the low values of the remaining 6 criteria

functions.

Comparison between seasons snowed that the model

ot ISl
S4M6 .V could bo chosen as théﬁgg¥ moat promising and
2 Anting model for the purpose of Tuture use
plausiblLe forecasting
L cvoP ilb\(]lﬁ.lL?J reliably In advance of
dn  prft'llrr 1ria 1 1474
« 1Im this that the climatic
>3 - NS er°m
h*r® S =" ) ) tho months of September.
i1llng during t,.,G
conditions preva Ijknuary and February have a
December.
October. November. vaP the predictor
i . Pluence on v=**1*'
ignl fleant . § N Bquar# root model 6

N hv adoptm™*
i «.rruc«*d Dy i
varitablLee oonl thl» variety.

aud+Abl> 1O

a m  «1i t0 Db®

2.2V



3, Variety

(K"27-1)
This v*¥riletl,
i ®w * OIH 1
Research station. Anakk 1*1n«tea at the ceehew
nmaely : model Tf-nom « “odera attributed to 1t
Season 1 N
6 models from Season 1Iv. mO<UI8 ft0n SSa8°n 111
Among the t ,
e a In Season 1n. S3M3.V was found
to have theleast value for rms , 3
2 J RMS*3*- MSEP, APC andAl1C with
a hlehvalue for R and Ra T.r

2 e InSeasonlV. S1M3.V3 was the

model found to satieipu o o
y the conditions specified by each of

the 8 criteria fTunctions.

Between season comparisons revealed that the model
S1M6 .V could be unanimously selected as the best most
promising forecasting model for the purpoee of future use
in predicting the crop vyield 1n advance of harvest,
reaardIn* the variety - 3. Thus the climatic conditions

prevalllne from the ..... .. September to February was

round to nave significant Influence on yield.

a. variety *t 13 _.wantw.dl)
This variety of V*"lurl® ReO°arOh Ce"ter”
tI8B 9 model, attributed to It. They were. a
Maharashtra. ey ) models
a mod.is from Season 11. > models

modeli from j8*flon
*odel from Season | e
ttt and one model
from 3«a»on H 1

« season | the model SIM5.V

Z model® from a
Among th N conditions specified by the
Mas found to to 2 the moedel found to
Sssson
_ 1 Piing11oUS » . was S2M3.V _«
criteria fTun aPproKIm*tei§ w* T

satisfy «.......

2.2.2-



repreaentatlvoO _
f th® fo**c*stine

the model S3MI.v modela In Seaaon 11l was
W&8 g
« - criteria NoFE —~ conditions
In Season IV the selec atleast approximately.
Recasting model waa SfttMl.v
it

Among these 1t fn,,.
©casting models the best and most

promising forecasting model p™
for the purpose of future use

in predicting the crop vi*i* w __ w i
reliably i1n advance of harvest

for the variety m wan thaemod'el’ S1IM5.V . it could be seen

L
that uhe. -11matic conditions during the monthe of December,

January and February were found to have a significant
Influence of yield. Albo the predictor variables TfTitted
using the square root model 5 was seen to be satisfactory

for this variety.

5. Varlety 5 <K-10 2)

This variety from the Cashew Research Station.
Kerala had 6 models selected under i1t - namely
An akv.ay am .
r one from Season Il. one  from
one model from Season 1.
S...on HI o''<« fr°m 300H®n
; .od.lo rro. no«..n tv the - «H6 .V5
Among -
to 7

waa found’

crlt.rl* r-innt. Lonfl.

.on W « “ "1 that thS mOdel
comp.rl-«n

ge.aon wt" . plOml«in« foreca.tln*

sa th. »e.t »"°»1 p
33M3.V <ouna fucurs .... 1In pr.dlctina th. crop
model 5 for th.P««*oM t. In thl. verletv. th.

, bly 1n _fVv”0" °Ff
yield r«U*Dbl



Dec, J}

and *unahine Murine* +w Fet>* an<l te®P«r*ture
th« months Q- O
lijnifleant infinen ®P'"t, Oct, Nov had
ce °n yi*l<a.
developed usin* Predictor variablea
8 the 8iruare model a ,,
for this variety. *S Been tO be the best

6. variety 6 (T_56 QFf Dbla)

ihis variety from n
apatla Research Centre, Andhra
PradGsh, h&3 6 a
lected under 1t namely 3 models

from Season 11 and ?

models from Season 11l and one frc
SeaSon 1V
From the 3 models i1n Season IlI, the model S2MU.V was
found to have the highest R2 e Ra2 value along with6 the
lowest value for all the other 6 criteria functions. In
Season 111 themodel S3M2.V satisfied theconditions
6

mpacified by criteria functions.

Botwoon ocaeon comparison revealad that for variety

6 . r,6 .0oo0f moot promicina forccootins model for the

., IN prodic tins the crop yield relirably
purpose or TfTuture use 1In pio

, wao the model S2MH.V . Thuo for

in advance of weC 6 p th,

—_..trlbutlon and iInfn.Ity of the
_ f thé _
variety n ) ) months of ©H&Ph  QEt-,
variable* during the mon

meteoroloalLcaa variety 6, the
infiu.no. on yl._10-

Nov had «I*nirlean ,quar. root model «

prediator VYiri! -H-

I S
was mO’t -pproPri



7. Variety 7

Thic variety op

Rtiearch Centre t fron the® Vridhachalam
Ta»1l Nadu. ha. - _
attributed to ~ forecasting model
I namely one model - o)
from Season n _n, SeaB°n *” ona model
°ne “°d“ ero. season

Between eeaer»«
comparisonsshowed that the model
S3H1 =V W&Q th© hao T n~"
7 Promising forecasting model for

thf purposG For* P u t i} L i i
use In predicting the yield reliably

In advance to harvest, for variety /. Moreover the yield of
whiil-. .ar.~_cy wa . influenced by the temperature and sunshine

during the monthsof Sept, Oct, Nov and the rainfall during

Deo. Jan. Fv;b.It was also noticed that the predictor
varitables generated using model 1 was suitable for this
variety.

9. Variety 8 "T-tt0O of BLA)

This variety from the Bapatla Research station.
r -iv.nl has 6 model attributed to 1 T namely. 2
Andhra Pradesh. has e
rt and A models from Season 1V

models from _oaaon

. .,.2 .odals 1In ao.son 1I. the model
Among ?ne 2 *

..... «,. hl«h«t R nno R. values alon. with
as found to

i ,.her 6 criteria measures. In
for the oIn®l

h« lowest wfit0 found to have the highest

the model
nsson 2 2 loweflt value fTor the remaining 6

aLues Tfor R *Cl R*

Pia TfTunctions.

. th. waa °“h0,an
2 s***00

®
BStwssn *»ee a.! for th. purpose or
401A fFor*0**

* «o«t prow***



ruxure use 1iIn ) _
Naretin* th
cron | i i
of harvest. Thft reliably 1n advance

square root model 5 S* con8truated using the

Wili= 7°Bt “OffoPrl.t. fTOP variety 8.
9. Variety 9 (., 1Q/U)

This variety, dev

oped at the Vridhachalara Research
Station. Tamil Nadu, has n

models attributed to i1t, namely

2 models from Season |1 ? g
2 From Season 11, 2 models from
Season 11l 5 models from Season 1V.
?rura tr,e 2 m°dQIs 1n Season I. the model SIMFt.V was
9

selected as 1t adhered to the regulations desired by each
of the 8 criterira fTunctions. approximately. In Season 11,

the racdel SZMft.V  which satisftied all the necessary

9
specified requirements. Season 111 was represented by the
2 2

modell S3M3.V as It registered the highest R & Ra value
along withthe Ilowest value for all the other criteria
functions m REAS0R 1V  the model SUM6.V, was seen to

- * =
satisfy tne nocesflary Y £nuiromonlO.

the beet most promising
frnonc«.««> *

.. », Tor th. purro.o of futur. u.e in
fop.cafltdna (o °

vli_.Id relrably i1n advanco of harvest
.v™ rvov yACA

Prod™ UnS “"la,y W. .S-6.V. Thu. for variety V th.
for this var a 9 pE,r 10d. l.e. from
B for tr,e 6 mon
climatic condltiot N flignlficant 1nfluence on crop
S«ptsmt)«r to TfTetrua gen#rated through tha
alrtion variola®
Th« Pr# . tm Tfor thi» variety.

6 wa* aPProPri*t.



10. Variety 10

<* 76/i)
Originated
fFPom th.
Centre. Tamil Nadu . * Vt,1ahaohalam Raeearoh
ithla variety ha«
to It l.e. Tive » | models attributed
models from
111 and five _ S°n 111one m®del from season
era Ffrom

season 1Vv.

Among the TfTiVe ,

® a from the Season 11 the model
S2M5 eV was fonh/1 o 2

2 10 © have the highest value for R and

Ra , along with thn n»
oweat value fTor all the other criteria

functions. From the five models 1In Season v, model

satta.v WQE asen to adtiere to ail thE neoeBEary

specifications.

flow comparing these three models 1t was seen that

modal SUMU .V was the most promising and plausible
10
forecasting model for the purpose of future use 1In

predicting the crop yireld i1In advance of harvest for this
particular variety of caohow. The square root model a was

proved to do the moot appropiato model for ceneratin* the

predictor variable* FS- g variety. Evidently  the
atling during the six months 1.e.
Clin.-1t ronT 1110,13 Pr,v

February’bgé g picniHcanco Influence on

from _“eptemba*

crop vyield.

i, AT-i °f BLA)™*

/srl ety i i HIL,,ad 1In the Madakkathara

T vari”y introduced

This B.Pt.l. Research Centre.
Station rr<»

w P.e®*Arcn variety haa not yielded
Unfortunately

a Pradeah. of the 6 modela

, foro-tIn* m°
al*ni Fi°an



pal'baxiixung to

Thitt
due to the veriatlo reason for* this may be
n 1tn climatic
being eaaentirailiu Qonditions. This variety
* n*tive of
under home conditions And”~ra Pradesh, 1t flourishes
must have had a ns N ChaniEe In olimatio conditions

6 Influen®e on this high vyielding
variety which resulted In the

12. Vartety - 12 /?
12 (T - 273 of BLA).

This varietyv [
oduced in Madakkathara Cashew

Research Station Tfrom th« nfinfol
rne Baptala Research Centre, Andhra

Praded3h ; had three models attributed to 1t namely two

modelE fromSeason 11 and one model from Season 111

Among the two models in Season 11 the model S2M2 .V
12
satisftied all the necessary specifications of the criteria

functions.

3c,tween the module of the two seasons. tho mode l

c-niid to bo tho most promising and plawElb.1lo
32M? . J wal3d found L° uu

12 » s s for the purpose of future use in
forecasting mode l "or

visld reliably in advance of harvest. The
predicting crop yield rot

lables generated using the square model 2 was
predictor /ftrl >

12 Also the months of
, t. Tor the variety 1-
found spprop

DC tOD®“
3«ptember. A yield with to  this
inf © o
siEltnlfic
variety -

2.2.6



13. Variety 13

).
Thra v*Plety. ,
Introduced i
Re««arch Station p Madakkathara Cashew
rr°a> Anakkayam
h&B si1x model* att < Nsearch Centre. Kerala:
attributed to 1t
r€assn | one model < * ThSV Wer,e two me°delfi from

1 from season tt

two models from Season
and three model. ,Pon Sflaaon ~

Among .he two models from Season | the model S1IM5 .V
was found to have th* n W 2 2 13
1 g iest R and Ra values and Ilowest
values for the other alx criteria functions. in Season
-he models S3M1 .V satisftied the necessary
13
requ lrementa aB specified by the criteria functions. In
Season IV the model SUMii1.V was also selected.
13
On comparing the models between the four seasons, the
model S1M5.V was the most promising and plausible
_ %? _
forecasting model for the purpose of future use in
predicting the crop yield prior to harvest. It was
, Mat- the months of December. January and
understood that tn
F.nrilJ_.w wore Tfound to have significant influence on cron
Tho pr-lotor varlabiea scnorated -a -
. -, to Tor this variety.
, I r was appropi®to
root model j
a (Vengul® - 37 - 3)(
il Variety ) ) Madakkathara Cashew
introduced in
Thi. variety. v.n.urla Re.earoh Centre.
form tn
Raaaarch st*t Attributed to 1t 1.e.
. tore* mo0''*18
M.h.ra.thr.: 5% s>a<on ,, and one from Sea.on

model from S-*8°n ** °n*
111
2.29



A»on. the

«odeiB th
plausible "or*ecastin * be®t most promising and
mtin* model for
Iin predicting ) Purpose of future use
The crop yield =
S3M3.V ; prom thi © A<lVanoe of harvest was
14 model 1t
durin. the months CT De

“hlle

/N\ 2 = 1 e (14
and sun.hingTns R8"ahkhs 6t Usedtentid

uring t
October, November ha*

«nificant 1nfluence on crop yield.
The predictor variahi a _
erated using the square model 3

was appropiate fTor this variety.

15. Variety 15 (BLA - 256/1).

A native of Baptala Research Station, Andhra Pradesh
this variety was attributed Five models 1.e. two models
from Season 11, two models from Season 11l and two models

from 3easoti IV.

Amone the two models In Seeson [IlI. the model S2M6.V

2 2 15
had the hieheet P end P.e valuee while the values of the
other SIX criteria TFfunctions were tha lowest. In Season

, , ooMlt V was satifao tory aocordlne to the
111 tha mode -
, e criteria Ffunctions. In Seaaon 1V. the

specLflcfcion of
w,, Ffound iIn accordance to the neceae.ry
model S4M6 .v

k> PAferi» function®.
requislts of th® c

,,-1« between the three seasons. the

ComP»fin* promi»Init and plausible
was found th®

modal BHMG6 .V purpo«a °r fdture u,e In

for tn*

foraca.tin. to harveat. Thu. for
jLIsbI™ v

-radio tin. >"lald s.pt.»b.r to ostob.r had

th® mohth®
"srL®ty 15

2,30



significant inP1,
influencs
varitable. I, nerst “ Nw ««v m the predictor
_ tho
accurate with rean- 2 mOQuare root model 6 was
Peot variety

16. Variety 15
‘Vengula - 36 - 3).

A native of
M.haraan- i vengurla Research Centre.
MAlt1araahtra, thi«

ariety has twelve models attributed to

It namely two models Ponm e
eason |1, two models from Season

Ilm four modelp m ]
eason 1 n and four models from

Season 1V.

Among the two models 1i1n Season 1, the model S1M1.V
was found to aatify the necessary specification 22
prescribed by the criteria functions. In Season Il the
model S2M6 .V registered the highest R2 and Ra2 values
alone with :“ihe lowest value fot the other criteria
functions. In Season 111. the model SBMH.V16 was chosen as
tho model representative of the season. The model SHM3 .V~

matlfled all the necessary requirements set up by vhe

criterira TfTunctions.

the "best” most rromining and
The model chosen as the

model for the Purpose of future use

plausible tc N s(,vance of harvest. among
in predicting the crop vy the clImatic
waB g/IM3.v e
the four «e*aon* 1® months 1.e. form
i1lIn* during the
oondltions pr«va noted to n*ve * significant
war
S«ptamb«r  to thiB particular variaty.
yiald o* u
influsno. th* ..n.r_.t.d using th. scuar.

rh, pradictor v.n
Further

2,3



model 3 was

to var*iel;y 16.
Since no ,

Ve8tleatlon. [In th
yield using crop TO*e © fleld of forecasting

a®ting models hg« w i
cashew crop. been conducted 1In

comparative studies be,
_ N _
previously Eﬁ%hoé“ ho A Ween results obtained
be — conducted NBW onsjderan e
results obtained 1n th, 7 LONIMES TN Ene
th*8 ®tudy, It oan Bf eaan

square root model, model 6 nax»ely

| S— w D Xy Iz ey @
wal w—1
1. n
\ k (1/72) k
v = r (a) X / 7/ r )
Lh N w w ——— 1w
=1 w--1
n n
k (1/2) (1/72) k
r B) X X N r B) . I
(1J )k - —— (13w w Jw N—— (1 Dw
w=>1 w1
whore r @, r U> *nd r ) are the
w w (dD)w
correlation coefficients of cashew crop yield V
(1/72) ;%>
_ y and X _ X <i<J>
with / w Jw
Iw w

re«P®ctlvely

only effective for the varieties of
was the model commonly

*meiy Anaur - I, K - 27 - h M 10/a
1zierfld b«r: name/l\y

cashew cons N concluded that the square

and BLA - 256 L’ —-ucGasafully for constructing
1 fx can t adoptee i i
root model o - Ineorporated In the  TFTinal
VSrisBiss to B
the predietor .-haw> In general:

agy Tor TFli,h
rop fo recasf’ilrpé moc?el



From the ?
our ge-Bona a

the six month gp«. el°Ped 1t can be seen that
) ~on namely Season 1V

maximum effecti Proves to be the

meteorological * the influence of the

al Parameters on

fittin tha ield and thus helpin in
J tne approprlate Y pang

forecasting model . The
Table.

iIIrepresents tK

e correlation of yield response Y
with each of the fF»o0,,«

meteorological parameters fTor all the
siXx months. From *k< L _
B TaPie 1t can be summarised that

temperature and aunRhil -
P ne during the months of November and

rainfall dur 1ng the months of January are the main vyield

contributing Tfactors.

5.2 Further suggestions and guidelines for the development
of statistical crop weather models.

In this investigation, quadratic polynomials of

doareo 2 was taken fTor all the periods to approximate ¢he

linear. quadratic and i1nteractive effect of the weather
K W %p In order to get a better and

parameters on crop yreld.
*r. jf the weathereffects on the crop. the

priacL A QE tJ.indt0

Irl nhould be increased from m=2 to m=5 1in
degree of polynomial Bhoui

ion of Fiohor (1921t).
line with the suge -

<nt of view of eeconometrics- the crop
From rhe P * investigation were
rdel® developed i1In thi
orecaatlbLng Hintributed lag models™ in
riabl® finite die
otuallV *mu 1l lva ,»,-etlvc crop Beacon. Soma of
mthin the ef
LL the a«»Bon8 W *© using these models are that

rmved whi10

N« druwbsoM oncoun tailed effect of

t Ja difflI”~1" 0O A~ th. whola effective crop

yep| i V€= »Pre,d
eather va

2.33



1 BMun me an a
impia aeco

overcome this firaw It dew®a Polynomial, i1IC
that the ’i1neinlt * N t'e00“,nended and sugges ted

_ sed
for fTuture development 1In should be uSe

_ o o crop foeecasttimg models becaus
IRFIA1Ee diswriduifas lag

oach 1b more appropiate to th
perennital™*. some of the 4.

infinite distributed lag model
recommended to be tried are

1. Geometric lag

2. Pascal Ilag

3. Gamma distribution lag
Il. Geometric polynomial Ilag
5. Exponentiral 1lag

6. Revised Gamma lag

After developing the appropriate crop Tforecaating
models through th. above Infinite distributed lag methods™

.lection of th. variable, and fitting of the model _.hould

_ ugh any of the TfTollowing statistical
be carried out thro

technique

1. Ridge r.«f,,,lon"

olo.l component regr«»«lon
p PrfnolPaA
r.gr...1°n u.In. 7- “ ®"d d-~ rd
3. Stepwije rocedure.
<Ie tion vi

r«ar«*|lon”’
a. Latent roo

- (@e-thif



th*

wpop g

technigques mentioned ecafiting models through the
above, all

®Av®n An Chapter =ttt * cpiteria TfTunctions
111 a** highly ~»

the beat. most. Cnende<] = In selecting

Processing an(3 praueib.
model . The other ? i ) C1?0P forecastlna
ner 2 criteria *

_ _ ctons compatible with our
prediction purposes are.

diction sum and squares (press)

2. Mallows” cr Statistic.

y> while looking at tho practical applicati gp

of this study 1t can bo stated that the models (generated
here, help in formulating an estimate of the expected

production of the crop well ahead of harvest. Hence these
types of Etudies will help to estimate the total yield of
cashew crops for fTuture periods with a reasonable degree of
relrability for the use In planning, storage facilities,
Oxpor- _ 1mport prices, processing policies and fTinancial

poil Icier! of the Government. Moreover these studies helps

i i t1-A jnter-relationship between vyield and
in observing the Intol

] I factors and undestanding the periods iIn the
nfateoroloK teal

r during which these factor (s) have
i1 f- cycl« of the crop during

I, a growth. These i1nformations it

profound influence on ; N to be hfilptful
n ,he o0aBh®w crIl11u

handa-1 -lown = - crop so that 1t thrive.

1., planning N

optimum eondl tlona =

2.35”



MODEL

1 31IM2.V
\ 1
« 32M3. 7

I 1
1 34M6.V
| 1

I MODEL

I 31Mm5.v
| 52MI.V
| 53M1. V

| S4aM6-7

N

MODEL

31M4. V

33M3. V

54 M6. V

Variaty wlaa oritarla maaauraa Cor tha significant crop foc.c.atlng modal, d.v.lgp®.d through «tap-Uup* &Nr3™ o

RMS

3.237 1

3.2563

3. 1769

RMS

0. 1254
0. 1362
0. 1535

0. 0214

RMS

0.4674
0.0009

0.0796

3.9399

3.653 1

3. 4239

3.8335
3. 8 157
0. 8464

3. 9905

0. 7 157
0. 6348

0. 9755

Ra

3.9646
0.6363

3.6399

Ra

3.7957
3.7236
3.7236

3.3958

Ra

3.6345
0.5335

0.9559

VARIETY |1

Jc

3.727a
3.3759

2. 1233

VARIETY 2

Jr

1. 7559

1. 9075

2.953 1

3.9066

VARIETY 3

Jr

6.3763

7.6353

1. 119

MSEP

2.0533
0.3625

0.2532

MSEP

0.2983
0.2698
0.9098

0. 1701

MSEP

0.7712
0.9906

0. 1846

AEV

0. 1657
0.5126

0.0354

AEV

0. 305
0.0595
0.0818

0. 0193

AEV

0. 1402
0. 1801

0.0273

APC

0.3729

2. 1531

1. 6986

APC

1. 0532

1. 1495

1. 2265

0.0236

APC

4.2532

5.4636

0.5595

AlIC

9.8459

9.8572

8.1753

AlC

5. 1316

5.5579

6.5222

5.3668

AlC

17. 1651

18.5583

9.5572



RMS

.0007

. 045 1

19 13

1296

0.~ t3

0- «“«f54

0.5479

0. m'495

N \Y

MSEP

0. J303

0. 11 1v

0.4735

0.2 121

AEV

0.0047

0.0226

0.0955

0.0386

APC

0.3404

0.3305

1. 1478

1. 1698

AlC

3.8963

0. 4373

5.9 132

4.7744

e



MODEL RMS
31M6 .V a, 4362
5
52Mo .V 3.4527
5
S3M3 .V a. L9 L7
5
54Ms .V a. 429 L
1 5
1 MODEL RMS
i
»
i
32M4 .V a .o0469
1 6
i 53M2 .V a. 2027
1 0
1 S4M3 .V 3.1735
6
T

1
T MODEL RMS
i
j .
i
e S1IMI.V 3. 1T22
4
33MI. 7 3. 1176
V4
34M3. 7 3. 1337

=

->
-
3.3'763
3."434
3.921"

0.035D

3.5533

& -15

3.5535
3. )uijii

J.g665

Ra

a.7*'4

3.332d

-6440

R3

3.9714

3.5671

3.6292

Ra

3.5393
3.a3 L7

3.a212

VARIETY b5

Jc

6.H43
6.aab]

2.6840

6.149 1

VARIETY ©6

Jr

3.3442

2.6345

2.2570

VARIETY 7

2.3660

1. 8956

1. 5684

MSEP

1.0796

0.7470

0.3796

0.6068

MSEP

0.4643

0.3344

0 .2865

MSEP

0.2435

0.3889

O. 1848

AEV

0.2181

O0.1358

0.0767

O .1858

AEV

0.0375

0.0608

0.0521

AEV

0.0344

0.0707

0.026 1

APC

3.27 16

4.1197

1.6104

4.1193

APC

0.1688

1.0441

1.5798

APC

1.6528

0.7543

1.2548

AlC

17.5883

17.3467

12.8861

16.6927

AlC

5.6525

8.0726

7.2005

AIC

6.4852

5.1398

4.6230



32H4 .V
a
o4H5 .V

0. 1439
0.0552

%

0.6527
0.9673

Ra

0.5534
0.9265

1.87 12
0.8840

0.2375
0.1823

0.0432
0.0332

1.3099
0.2632

4_.3182
-0.0722



S1IM4 .V

32H4 .V

S3M3 .V

34HG6 .V

I MODEL

I S2H5 .V
1 10
1 S3M3.V
1 10
1 54M4 .V
1 10

MODEL

-I-Hl_\—

S2H2 .V

12
S3H6 .V

S e

SMS

0.3331

0. 1560

0.2143

0.0516

RMS

0 .3944

0.2066

0.0575

RMS

0.06 13

0.4463

0.3407

0.3322

0.7094

0.9244

0.9699

J.9756

3.9379

3.9192

0.978 L

Ra

0.6164

0.7433

3.d541

0.9323

Ra

3.9324

3.9269

3.9637

Ra

3.8183

0.9344

Jr

5.3296
2 . 1833
J .3304

0.6703

VARIETY 10

Jr

1.51

3.5128

1.143 1

VARIETY 12

Jc

3.9888

5.1084

MSEP

1.0992

0.3033

0.4243

0.0351

MSEP

0.3114

1.0228

0.3343

MSEP

0.2039

0.7225

AEV

0. 1999

0.0624

0.0357

0 .0155

AEV

0 .0566

O . 1446

0.0473

AEV

0.0371

0.1460

ABC

2.1319

1.3099

1.3003

0.4090

APC

0.6040

0.6935

0.3444

APC

0.3955

3.0651

10.4138

7.3627

a.956a

-0.127/8

8.6692

10.9320

8.9193

AlC

-1.8162

14.0792



m XOM SL.

SIM5. 7
13

S2M4.. vV
13
S3M1. V
13
34H4 . v

13

ams

3.0081

0.2350

0.1556

0.1399

0.9367

0.6395

0.9229

0.8423

0.8861

0.5365

0.3266

0.',6J6

JcC

0. 12 13
3.0540

2.4888

1."J530

MB BP

0.02

0.3877

0. 5133

0.2770

AEV

0. 004

0.0705

0.0933

0. 656

APC

0.6063

2. 1383

0.9953

1. 1752

4. 4163

9.2383

7.7188

6.3737



*CVS

MODEL

S2Mb. V

14

S2Hb.V

14

S3M3.V

—_Rk =P

PRk P =R R =R

P —

14

MODEL

S2M5.V
15
S2M6.V
15
S3M4.V
15
S4M1.V
15
S4M3.V
15
S4M6.V
15

MODEL

SIM1.V
16
S2M6.V
16
S3M4.V
16
E4M3.V
16

RMS

0.3707

0.2705

0.0245

RMS

0.4075

0.2767

0.4004

0. 1896

0.085 1

0.0443

RMS

0. 33 10

0. 7285

0.1116

0.0576

0.8 179

0.4064

0.9970

I

0.7325

0.9546

0.6 175

0.8544

0.9239

0.9709

0.5452

0.9864

0.96 19

0.9555

Ra

0.S90J

0. -wWLO

Ra

0.5967
C.8638
0.67 15
0.S126
0.9022

0.9564

Ra

0.4684
0.9694

0.9 136

0.9332

VARIETY

Jdr

5.qj08

J. 2413

. 440 i

VARIETY

5.7055
4_.7033
6.0057
—. 4650
1. 1067

0. 6202

VARIETY 16

3.97 16

1. 1656

1. 788

0.8069

MSEP

1. 2232

0.3660

0.2421

MSEP

0.8069

1. 3695

0.9909

0.3 129

0.1405

0.0877

MSEP

0. 4681

0.2404

0.3688

0. 114 1

AEV

0.2224

0.0541

0. 0196

AEV

0.1630

0.1937

0.2002

0.0569

0.0255

0. 0177

AEV

0.0662

0.0437

0.0671

0.0231

APC

2.3723

2.5971

0.0879

APC

3.4232

1. 4110

3.0028

1. 4790

0.7747

0.3722

APC

3.1773

0.2531

0. 7152

0.484 1

AlC

10.5196

10.2404

5.1700

AlC

14.5923

13.5258

14.4301

9. 1401

4.8568

2.4054

AlC

12.8724

4.8384

8.8406

3.2653



Variety

10

11

12

13

14

15

16

H 4 Correlation at Yield Response with aaoh ot the four meteorol agtoil

Sept

-0.5592

-0.3995

-0.3531

-0.4306

-0.00409

-0.6233

-0.7472

-0.473 1

-0.5966

-0.4330

-0.2023

-0.3341

-0.009 1

-3.2137

-0.6301

-0.3174

Oct

-0. L359

-0.43'04

-0.17 13

-0.0043

-0.3199

-0.2156

-0.0076

-0.2927

-0.3337

—0. L432

-0.0037

-0.3558

-3.003

-0.3934

-0.2965

-0.2842

Nov

0.3535

0.4269

0.3390

0.4637

0.4376

0.2232

0.2159

-0.12 14

0.2273

0.2333

0.47 13

3.4043

0.3625

0.3047

0.2297

0.5046

Maximum Tsmparatuca

Dec

0.2322

0.4335

0.292 1

0.2546

0.5737

0.0062

0.0099

-0.2397

0.1105

0.3736

3.2203

3.3360

0.2 113

0.3489

3.039

0.4246

Jan

0. 1409

0.3 124

0.1709

0.1202

3.3547

0.1439

0.0042

-0.1352

0.13 13

0.1934

0.13 11

0.3625

0.1067

0.3063

3.1625

0.3977

Fab

-3. 3637

-0.3077

-0.4922

-0.0053

0.1143

-0.0303

-0.3087

-0.0081

".0074

0.3438

3.0068

0.16 18

0.4200

0.18 19

-3.1767

-0.4633

Sept

-0

-0

-0

-0

.4 123

.1766

.0023

.3 128

.3034

.3111

.1596

.3798

.503 1

.1565

.2536

2775

.3052

.2460

.2861

.0046

Oct

-0.2460

-0.4632

0.0027

-0.1213

-0.4792

-0.1028

0.1297

0.0043

-0.3266

-0.2030

-0.1897

-0.4236

-0.2757

-0.4089

-0.1231

-0.2373

parameter* VI Season

Nov

-0.1374

-0.3027

-0.2466

-0.0076

-0.0023

-0.3223

-0.2986

-0.4683

-0.4952

-0.2012

-0.1874

-0.3420

-0.1356

-0.3722

-0.5062

-0.2554

Minimum Temperature

Dec

-0.0047

-0.3935

-0.1464

0.0056

-0.5214

-0.1676

-0.0098

-0.3215

-0.0077

-0.1024

-0.2230

-0.3051

-0.1922

-0.3938

-0.12609

-0.1972

Jan
-0.0002

0.3674
0.0064
-0. 0011

0.3316

-0.1018

-0.0029

0.2120

0.1813

0.3294

0.0099

0.2947

0.2030

-0.3129

0.0053

0.1656

IV IBV* month per \&<0

Fab

0. 29f
0.51«
0.553
0.241!
0.511C
0.0082
0.0085
-0.1129
0.0049
0.002
0.1096
0.3035
-0.1193
0.2657
0. 166£

0.726<



War lat?7

10

11

12

13

14

15

16

Bipt

0.2181

0. 3141

0.2352

0.1699

0.0468

0.5455

0.3490

0.3445

0.4114

0.3757

0.1754

0.2556

0.0051

0.1923

0. 6313

0.2726

Oct

-0. 1286

-0. 0054

—0.3036

—0.00 14

0.4694

0.0073

-0.1076

0.0083

-0.3042

-0.009 1

0.2037

0. 1575

0.3226

0.2246

-0.2971

-0.1870

Nov

-0.5481

-0.

6867

-0c 2483

-0.

-0.

-0

-0.

-0.

43*/0

4156

.4006

.2510

1149

. 71292

.6460

3836

5796

. 4164

.49 15

.5555

.4 124

Dec

0. 5729

0. 3060

0. 4155

0.4502

0.0074

0. 1293

0.2379

-0.0017

0.454C

0.2346

0. 1276

0.3205

0.00e5

0.2298

0.2476

0.4631

Jan

0

0]

0]

. 3795

.5346

. 429 1

. 37 Its

1727

.6237

.6966

7716

.6875

. 7106

.3734

.4337

.3282

4657

. 7738

2197

Feb

0.1096

0.6800

0.61-46

0.1257

0.5069

0.002

0.1568

0.1173

0.1452

0.0508

0.2202

0.3358

0.0013

0.3875

0.2413

0.6365

Bept

0.1823

0.1797

0.1270

0.1705

0.1910

-0.2152

-0.0075

-0.3911

-0.0024

0.1620

-0.001

0.0019

0.0017

-0.0027

-0.1617

0.1435

Oct

0.0088

0.3200

0.3810

0.1668

0.2479

0.1086

0.1876

-0.1871

0.0035

0.2557

0.1445

0.1465

-0.0018

0.0082

0.2361

0.4274

Bunshint

Nov

0.6498

0.6805

0.4833

0.5637

0.5153

0.4898

0.3740

-0.1397

0.4980

0.6650

0.3105

0.5359

0.2178

0.3997

0.5337

0.6318

Deo
0.1121
0.3125
0.2271
0.0012
0.3798
0.1108
0.1441
0.1153
-0.0684
0.1448
0.2057
5.1238
0.0079
0.1684
0.1617

0.2168

Jan

0.2992

0.2028

0.6066

0.3734

0.0074

0.3553

0.4102

0.3268

0.0766

-0.0052

0.2333

0.0038

-0.1379

-0.0022

0.3981

0.5292

Feb

0. 24(

0.569

0.423!

0.004

0.404

0. 3997]

0.3307

0.2076

0.0026

0.2285

0.0075

0.1090

-0.0097

0.4592

0.5155



SUMMARY



SUMMARY

The ield ;-
Y ' a °f 16 varieties of cashew crop

maintained at < }
cashew Research Station, Madakkathara,

Trichur and tho _ _
ne meteorological data for the region of

R /\
Madakkathara COI'»% &d from the Meteorological Observatory,

ikara, Trichur, were utilised 1In the present study

with the following objectives

1. To develop a suitable and reliable statistical
methodology for the preharvest forecast of crop
yields by constructing different empherical

statistical crop weather models adopting original

and generated weather variables as predictor
variables.

2. To perform a comparative study of relative
efficiency, adequacy and performance of each of
these crop forecasting models evolved and to
select the ’best”, most promising and plausibile
crop forecasting models for the purpose of future
use In predicting tho crop vyield reliably 1In
advance of harvest.

The data on the meteorological variables 1.e maximum

0 0
temperature in ( C), minimum temperature In ( C). rainfall
in (cma) and sunshine hours were collected on a monthly
basis. A total of 6 Tforecasting models wore proponed which

could be broadly classified 1nto 2 categories. Tho fTormer 3
models fall into tho category of square models while the
latter 3 models could be categorised as the sqguare root
models. Zﬂﬂﬁ@ W{Fp three different weights given to the
of weather variables, six different crop forecasting

mme»
dels were developed from the general square and square

root models.



In the P/ _
op forecaatlna model, the averé&ce yield In

Particular variety 1In a given year was taken as
® variable. Now the effective crop season for

those ejix nofiai _ _
s was a period of 6 months dust prior to

harvest. Different combinations of this 6 months were also

into consideration to study 1tB effects on crop.

1L* Waa alao noticed that rainfall during the months

of December, January and February and temperature and
sunshine during the months of September, October and
November had significant i1influence on yield. Based on these

InforoatlonG, seasons were defined as Tfollows

Season I - December, January, February

Season 11 - September, October, November

Season 111 — Rainfall from December, January,
February
Temperature and sunshine from

September. October. November

Season 1V — September, October, November.
December, January. February

Thus under each season, 6 models wore i1ntroduced for
each of the 36 varieties of cashew crop. Second degree
polynomiral* were used to approximate the linear. quadratic
and i1nteractive effects of weather variables. *2 predictor

7ariableawere obtained for each of the forecasting model .

aﬂf”? of these *12 predictor variables with

dimple co¥rei

) ov,t and nine reliminary variables havin
/laid were worReu P y 9

naxImum ab.olute correlation were selected.



ine Tinal i i
crop forecasting model Tfor the vyield of

cashew crop
ritted through stepwise regression

technique Dbased o
the data for these 9 preliminary

selected variables.

mparative study of the relative efficiency,
y and Performance of each of these forecasting
were evaluated by adopting certain criteria

s and assessing how each of the selected models

P ded to these functions. The criteria functions used

in this study were residual mean Bquare (RMS), squared
2
multiple correlation (R ), adjusted squared multiple
2

correlation (Ra ), total prediction variance Jdr),
prediction mean square error (MSEP) . averageestamated
variance (AEV), Amemiya prediction criterion (APC) and

Aka lie 1nformation criterion (AIC).

Tho crop forecasting model selected as the "best”
most promising ft plausible cCrop forecasting model
developed for the purpose of future use 1In predicting the

.yield of cashew crop in advance of harvest, for each the .16

varieties were as fTollows:

1. OCAEL TFfTFICMting Lgjz YAnIfLty 1 (SIM2. VD)
20 A68ft * 0.0000295 7 " W .3917110A =z -
31 a2
, 0 1126352 z " 0.1000218 0 - 0.1366307
A3 (13)0
q 1.0997231 Q ¢ 0.7923317 Q
(23)0 (2(1)1 (2U)2

£47



foN c"in.tinK madal £oc variety 2 (S4M6.V2)

Y* 6 2

°1*7 + 16.0107 Z - 0.2450205 zZz » 0.0/152517
Q 12 12
(34)0
-Cana.fianting model For. 3 <s4M6.v )
Y =
3.6673 <« 2.2881135 Z * + 0.397293 Q
- 0-153393%4 B + 1.380%265 0 (23)0
(23)! (34)0
4.
1.3590 + 0.3874032 Z - 56.540889 2z *
N 31
1.337531 vy 9.5*109059 Q 4 1 .938285:
(13)0 (13)1
Q - 14.092514 Q
(34)1 (23)1
5- knot- XQrfccastinftt model, 1ccr varletv 5. (S3M3.V )
5
v 1.2933 :1- 0.012332 2, - 0.0000/137 Q
22 (23)1
e 0.0004246 Q
(34)1
6. £+.9& 2orecflg tl mic modal Jdoit variety £ (S2M4.V )
6
Y = 2043 .6768 14.545209 Z + 0.0083411 =z
22 31
- 2.2541117 Z -152.8894 2z * - 30.28649 Z -
43 21 23
- 6.3456912 Z > @ 0.8100659 Q
43 (14)2
7. QX" forecaatlng modal roily-ar.lety. Z (S3M1. V )
7
Y = 12.5056 0.0270884 z > -0.0383669 Q
42 (14)0
0.0097768 0« 0.009U49 Q 0.0270884
(14)1 (.14)2
o)
(24 )1
8. Cnafi fprfloaatlne model Hoc y.ardlcty Q (S4M5.V )
8
Y = 6.1334 - 3.9370093 z = 7.3889775 Q
33 (13)1
> [.139H38 Q
(23)1

2.4B
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ABSTRACT

The study conducted for the region of Madakkathara

ith the following views and objectives 1.e.

1. to developa suitable and reliable statistical
methodology for the pre harvest forecast of
cashew crop yields by constructing empherical
statistical crop weather models adopting original

and generated weather variables as predictor
variables.

2. to perform a comparative study of relative
efficiency, adequacy and performance of each of
those forecasting models evolved and to select
the"best* most promising and plausible crop
forecasting models fTor the purpose of future use

In predicting the crop yield reliably i1in advance
of harvest.

utilised the yield data of 16 varieties of cashew crop
maitntained at the Cashew Research Station, Madakkathara,
Trilchur, along with f"hc monthly mo.tccro.lcgi ca.l data
0
pertaining to variables - maximum temperature (¢ C), minimum
0

temperature (¢ C). rainfari 1 (cmr.) and rum Iline Ql.uuro for the
region Madakkathara from the Meteorological Observatory,
Vellanikara. Trlchur.

Sly. forecast ing model were developed by attributing
three different welghtc to tho general square and square

root forecasting models. With an effective crop oeanon of 6

months. four seasons were developed by taking different
combinations of this six month period. Thus for each
variety of cashew In e particular soanon. 6 Tforecasting
models ware developed, using the generated weather

predictor variables.
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final crop forecasting models were constructed

using the technique of stepwise regression. A comparative
mtudy of adequacy, predictive efficiency and performance of
theae crop forecasting models were carried out and the best

most promising and plausible crop forecasting models for

each variety of cashew was selected on the basis of 1ts

performance with criteria fTunction 1e residual mean square

2

RMc»), aquarod multiple correlation coefficient (R )

2 2

adjusted R (Ra ), total prediction vartance (Jr),

prediction mean square error (MSEP), average estimated

varitance (AEV), Amemlya prediction criterion (APC) and
Akartke Information criterion (AIC).

From the study 1t was seen that the Dbeet forecasting

model for the purpose of predicting yield 1n advance of

harvest for the varieties 1. 5, 7. 12. I, & 16 were of the

square model type and that of the remaining ten varieties
were of the square root model type. Finally it was
concluded that the square root model 6 could be adopted
successftfully for constructing the predictor varirables tobe
Included In the final <crop forecasting model for cashew 1n
general. Correlation of moteorologicnl parameters with
yield revealed that sunshine and temperature in November

while rainfall 1IN January were the trend setting TFfactors of

produotlon.
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