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ESTIMATION OF PARAMETERS UNDER RANDOM DETERMINATIONS

ON EACH UNIT OF A RANDOM SAMPLE

A, INDIRADEVI and P, U, SURENDRAN

College of Veterinary and Animal Science, Mannulhy, Kerala.

When several determinations could be made on unit of a sample, es
in most of the agricultural sample surveys, Singh and Gupta (1978) have des-
cribed a sampling procedure and recommended methods of obtaining an un-
biased estimate of the population mean and an estimate of its variance. In
establishing these results the authors have assumed that the determinations
obey normal probability law and have made use of generating functions. In
the present article assuming the same sampling procedure as recommended by
Singh and Gupta we have obtained estimates of mean and its variance under
more general conditions. The procedure suggested is also simple.

Materials and Methods

The sampling procedure described by Singh and Gupta is as follows.
Consider a population of N units out of which a random sample is selected for
experimentation. Let y be the character under study. On every unit selected j
(j<s) determinations of y are made. Assuming that j is a random variable

we wish to obtain an unbiased estimate of the population mean and an esti-
mate of the variance of this estimate. For example, estimating the total pro-
duction of crops when harvesting is spread over a long period of about 2—3
months and involves a number of random pickings, estimating the mean effect
of a treatment on diseased animals as measured by observations on certain
characteristic the observations being taken till the first sign of recovery, esti-
mating the true mean performance of students with the help of a random
number of tests on each etc.

Let Y. k be the k1 h observation made on the i:h unit selected i = - 1,

2, . . n and k — 1, 2, j; where j; is the number of observations on the i'ij

unit selected and is a random value of j.

If we treat the number of determinations on a unit as possibly infinite,
we may take the model Yik . = Y. + <— ik Where Y, is the true and unknown

measurement of the ith unit and (-jj,'s are random errors, following independent
distributions with mean O and variance^ (-2 When Y. == p. and (- ik's are nor-

mal we obtain the sampling situation described by Singh Gupta.
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Consider the estimator Y the mean of the sample means Y/s given by

I n 1 n 1 j;

Theorem

The expected value and variance of the estimator Y are given by

1 E(1) r •
E (Y) « „ and V (Y) "H J (-

Proof

Var ( Y )

1 E
n* j

Vy S Yik

f

f n ! J 1
\ 2 T £ Y^ >
l i=1 k=l J

1 E(1 ) 2 1 E (1 )
n ' "j •- (- +0 n T'

2 , n ji
To get an estimate of s- (- , if Q = • 2 S

2 J i ~
E ( Q ) = - (-

Est Var (Y) = - E /J \ Q
n \ } f

These results hold in the general case when j follows any probability
distribution. However when j follows some of the known probability distribu-
tions E ( 1 / j ) may be actually evaluated and substituted, in the above expres-
sions to get the estimates. Thus tables of E (1 / j ) have been worked out for
the following distributions.

1. When j is distributed equally integers < S such that

P ( j = x ) = - ; x - 1/2 ...S
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Table 1 E ( 1 / j ) for the truncated uniform type discrete distribution

S E(i/j)

1 1

2 0.75,000

3 0.61,111

4 0.52,083

5 0.45,667

6 0.40,833

S

7

8

9

10

11

12

V J " ) •

E n/j )
0.37,011

0.33,973

0.31,433

0.29,293

0.27,454

0.25,860

S

S

13

14

15

16

17

13

E ( 1/j )

0.24,463

0.23,226

0.22,094

0,21, 1C4

0.20,208

0,19.393

S

19

20

21

22

23

24

25

E( 1/j)

0.18,651

0.17,968

0.17,339

0.16,758

0.16,218

0.15,716

0.15,247

Table 1 gives E (1 / j ) f°r S from 1 to 25
2. When j has the truncated binomial distribution

q

Table 2 gives E ( 1 / j ) for S from 1 to 15

3. When j has the truncated geometric distribution
x— 1

P ( j - x ) -J-_, q P ; x - 1 - 2 . S
^ i

Table 3 gives E ( 1/j ) for S from 1 to 15

4. When j has the truncated Poisson distribution

P (i = x = m

Table 4 gives E (1/j) for S from 1 to 10
The truncation was done at 0 to avoid non-observation of selected
units.

A
For the estimator P of Singh and Gupta given by
A
a. 1 f (m) n S m i

* Y" Where f (m) . S -JT"
v ;" V
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— r f <™> i
n rn2 t (m)

= A
Hence Y is superior to ? if

1 r f (m) I « / 1
"in1" L PXmTj E ( j ) > E l~J

Results and Discussion
= A

From the tables it "may be seen that the estimator Y is superior to />
of Singh and Gupta for small values of m (less than 2). Also, the estimator

Y and its variance are derived for general situations as (- it;'s are not restricted
to be normal.

These results may be extended to the cases where we wish to esti-
mate the true mean of a finite population of N units. For example if Y,i re-
presents the score of the ilh individual in the k;1) test and if y, represents his
true score we might wish to estimate the true mean score of N individuals of
whom n are sampled, the decision being made on random number of tests on
each. Another example is when the data of crop for n selected fields out of
N might be available for different randomly selected seasons and we wish to

estimate the true mean or total yield of the population of N fields. Here Y
is an unbiased estimator for the parameter p. where

f -- •Jj-Cv'l + Y2 + + yN)

2 1 N
Also if r = .TJ—; £ ( y — p. )2

w 1 i=1

Var ( y ) ~ -^ -

n — =



s/n

i
j .-
3

4

5

6

7

8

9

10

1!

12

11

14

15

Table 2

O.I

i
0.97 r.fiK

0.04,760

0.92,216

O.SQ,646

O.S7.2M

0.84,788

0.82,401

0.80,005

0.77,768

0.75,525

0.11,114

0.71,194

0,69,105

0.67,436

E M.j ) for the truncated bionor

0,2

1

0.04,444

O.S9.071

[JS3.S98

0.78,768

0.74,02=!

0.69,523

0.65,274

0.61,238

0.57,506

0.5X916

0.50,591

0.47,705

0.44,872

0.42,415

0.3

1

(1.91,176

O.S',880

0.75,158

0.6S.056

0.61, SS3

0.55,734

0.50,491

0.46,811

0.41,673

0,38,010

0.34.7SO

0.31,939

0.29,460

0.27,245

0.4

1

0.87.500

0.76,190

0.66,176

0.57,474

0.50,026

0.43,693

0.38,436

0.34,021

0.10,327

0.27,243

0 24,655

0.29,122

0.20,619

0.19,036

nia l P f i[Hal r \ J —

0.5

1

0.83,333

0,69,048

0.57,222

0.47,688

0.43,132

0.34,194

0.29,530

0.25,847

0.22,911

0,20,541

0.18,601

0.16,992

0.15,638

0.14,486

i 1 Vv \ — x

1-qs

0-6

1

0.78,571

0.61.53S

0.48,645

0.39,156

0.32,233

0.27,147

0,23,348

0.20,447

0.18,177

0.16,381

0.14.891

0.13,643

0.12,600

0.11,212

1 x s--x
p q x 1,

0.7

I

0.73.071

0.55,837

0.40,84.1

0.32,183

0.27,314

0.22,173

0.19,151

0.16,856

0.15,057

0,13,608

0.12,416

0.11,452

0.10,568

0.09,837

0.8

1

fl. 66, 667

0.51,075

0 14,188

0.26,829

0.22,030

0.18,691

0.16,238

0.14,359

0.12,872

0.11,665

0.10,666

0.09,825

0.90,108

0.08,488

2 s

0.9

1

0.59,091

0.39,18!*

0.28,915

0.22,891

0.18,956

0.16,181

0.14.801

0.12,038

0.11,252

0.10,216

0.09,355

0.08,628

0.08,006

0.07,467

O
2

r
C

r

1
1
O
X

O
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z
r
0
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fo
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Table 3 E ( 1/j ) for the truncated geometric distribution P {j x) == ^—_s q p , x -̂  1, 2 ..s

S

1
2

3

4

5

6

7

8

9

10

11

12

13

14

J5

0.1

1

0.76,316

0.63,469

0.55,314

0 49,656

0.45,499

0.42,319

0.39,815

0.37,798

0.35,144

0.34,769

0 33,849

0.32,632

0.31,792

0.31,068

0.2

1

0.77,778

0.66,120

0.58,988

0.54,238

0.50,900

0.48,472

0,46,659

0.45,281

0.44,220

0.43,395

0.42,748

0.42,233

0.41,835

041,514

0.3

1

0.79,412

0.69,100

0.63,130

0.59,396

0.56,955

0.55,313

0.54,185

0.53,414

0.52,873

0/52,495

0.52,229

0.52,042

0,51,911

0.51,818

0.4

1

0.81,250

0.72,449

0.67,739

0.65,056

0.63,477

0.62,549

0.61,962

0.61,617

0.61,408

0.61,281

0.61,204

0.61,157

0.61,129

0.61,112

0.5

1

0.83,333

0.76,1 'JO

0.72,778

0.71,075

0.70,212

0.69,771

0.69,551

0.69,43.:

0.69,374

0.69,345

0.69,330

0.69,322

0.69,319

0.69,317

0.6

1

0.85,714

0.80,342

0.7S.16I

0.77,258

0.76,885

0.76,731

0.76,6b7

0.76,641

0.76,631

0.76,627

0.76,625

0.76,624

0.76,624

0 76,624

0.7

O.SM62

0.84,892

0.83,751

0.83,389

0.83,275

0.83,240

0.83,22y

1^3,225

0.83,225

0.83,225

0 83,225

0.83,225

083.225

0.83,224

0.8

1

0.91,667

0.89.516

0,89,369

0.89,281

0.89,263

0.89,259

0.89,258

0.89,258

0.&9.25S

0.89,258

0.89,258

0.89,258

0.89,258

0.89,258

0.9

1

0,95,465

0.94,895

0.94,832

0.94,825

0,94,825

0.94,825

0.94:825

0.94,825

0,94,825

0.94,825

0.94,825

0.94,825

0.94,825

0.94,825
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Table 4 E (1/j) for the truncated Poisson distribution P (j =
m * s rnx _ „
rrn

m
S

f , (m)
i

B ( I/j )

2
E ( 1,'j )

^ (m)
3

E ( I / j )

4
E ( 1/j )

5
E C 1/j )

f. (m)

E ( 1 / j )

7
E t I / j ) "

fB(m)
8

E { 1 / J )

f fr*\\n t l < . I ]

9
E ( 1 / j )

10
E ( 1 / j )

1) duu I a

0.5

1

1

0.6,250

0.8,101

0.6,453

0,7,947

0.6,484

0.7,926

0.6,487

0.7,923

0.6,487

0.7,923

0.6,487

0.7,923

0.6.487

0.7,923

0.6,487

0.7,923

0.6,487

0.7,923

-

1

t

1

1,5,000

O.S,333

[.6,667

0.7,833

1.7,084

0.7,703

1.7,167

0,7,676

1.7,181

0.7,671

1.7,183

0.7,670

1.7,183

0.7,670

1.7,183

0.7,670

1 7,183

0.7,670

£, X !

2

1

1

4.0,000

0,7,500

5.3,333

0.6,458

6. 0,000

0.6.018

6.2,667

0.5,847

6.3.556

0,5,789

6.3,810

0.5,771

6.3.873

0.5,767

6.3,887

0.5,766

6.3,890

0.5,765

1 , £.,•••

3

1

7.5,000

0.7,000

1 3.0,000

0.5,625

15.3,750

0,4,93^

17.4,000

0.4,597

18.4,121

0.4,436

18.8,460

0.4,367

1 9. 0,0? 7

0.4,340

19.0,629

0.4,331

19.0,645

0.4,331

O

4

1

1

12.0,000

0.6,667

22.6,667

0.5,098

33.3,334

0,4,267

41.8,667

0.3.805

47.5,556

0.3.549

50.8,064

0,3,413

52.4,318

0.3,346

53.1.542

0.3.316

53.4,432

0.3,303

5

1

1

17.5,008

0.64,028

38.3,333

0.4,746

64.3,750

0.3,833

90.4,167

0.3,308

112.1,181

0.2,990

127.6,191

0.2,801

137.3,072-

0.2,691

142.6.895

0.2,632.

145.3,805

0.2,602

Sometimes the number of possible obsetvations per unit may be limited.
Without assumptions of any particular model for y l t( here we have an ordinary
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two-stage sampling procedure. If Mi = = M for all i, y is unbiased for

1

ft :

N M
S y;L and

i=1 k=1

Est V a r ( y ) = N—» R + JL { * ( I/I )-1_
N n N L M J

If Mi 's are different y is no longer an unbiased estimate of the popu-
lation mean. However, it may be made unbiased by selecting the sampling
units with probability proportional to their sizes Mj . We may also adopt
sampling with replacement in the second stage of selection and thereby the
number of possible observations may be treated as infinite.

Summary

When there are several determinations per unit of a sample and j,
the number of determinations is a random variable, the mean of the means
per unit can be taken to be an unbiased estimate of the population mean.
The variance of the estimate and the estimate of this variance is derived under
general conditions. Since the expressions involve E(1/j) in particular situations
where E (1/j) may be calculated and tabled, they may be evaluated with the
he!p of the tables given. These results may also be extended to other situa-
tions suitably.

ej socroa c^smloolcsaEej^gg ayiraldMjsroffiregsis rrojeiJi ««B ca;o

g«ofl<!h.aJ!Do (Bi^oojlrastmonji ag-'snVloo" ffiacu^fflmgss cruffiorram

mlrra1'
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