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INTRODUCTION

Research workers who are content to learn the recipes for carrying out an
analysts of varniance without attempting to grasp the underlying principles may be
headed for senous trouble Certan assumption about the data are made while
performing the analysts of vanance If the data donot conform to these assumptions the

conclusions drawn from such an analysts are not justifiable

The major assumptions on which analysts of vaniance 1s based are that the
observations are independently and normally distnbuted with constant vanance and
expectations spectfied by a model linear 1n a set of parameters The cases of violations
from the model assumptions are successfully handled either by applying approprnate
non parametric techniques or by suitable data transformations Non parametrnc
methods donot require stringent assumptions for their validity The price they have to

pay for this advantage 1s loss n effictency

Data transformations are often preferred by researchers to non parametric
methods as they are more powerful and flexible In simple terms a transformation
consists of a change of scale of the oniginal varable m such a way as to enable the data
to fulfill the basic requirements of the general linear model It ts a powerful tool in
developing parsimontous representations and interpretations of data The obvious
situation for a transformation occurs when the dependent vanable 1s not linearly related
to the independent vanable For instance treatment and environmental effects may be
multipicative Then a loganthmic transformation restores addittvity Lineansation of
the functional form 1s ofcourse not the only reason for using a transformation since
the introduction of a transformation also may be necessary or desirable to normalise the
error distribution or to achieve greater constancy of vanance Another reason for

transforming data 1s to make analysis simpler and logically sound than would otherwise



be possible For example ongimnal data may require the use of a second order regression
model while after transformation a first order model may be found to be perfectly
adequate However as a number of workers have pomted out the various reasons for
introducing a transformatton are seldom at cross purposes and a transformation that
rectify one anomaly may serve well to reduce the strain on the other assumptions made
i analysing the data It was also noted that n many cases several assumptrons fail
stmultaneously Thus m non normal distributions there 1s usually a correlation between
mean and vanance so that failure of the normalising assumption 1s lhikely to be

accomparnied by a failure of the homoscedasticity assumptton

Most of the earlier works on the inadequacy of the general hnear model have
been concentrated with a single aspect namely non normality and the vahdity of statistt
cal tests of significance Fortunately consensus from many past investigations 1s that no
sertous error 1s introduced by non normality in the vahdity of test of significance n
analysis of vanance The problem of mutually correlated errors 1s largely taken care of
by randomusation whatever may be the nature of the correlation system Lack of
additivity results 1n loss of efficiency and the problem therefore hes mn finding a metric

tn which the effects are additive

Instabiity of variance 1s considered to be the most senous of the model
violations Heterogeneity of error may affect certan treatments or certain part of the
data to an unpredictable extent It may cause loss of efficiency and loss of sensitivity 1n
tests of significance There 1s no theoretical difficulty in extending the ordinary analysis
of vanance 1n such a way as to account for the vanations m error structure The usual
analysis has to be replaced by a weighted analysis m which each observation 1s
weighted 1n proportion to the inverse of 1ts error vaniance However such a procedure
requires information on the relative variance of different observations and this 1s seldom

available m practice It 1s also useful to subdivide the error vaniance into homogeneous



components before applying any statistical tests of significance Unfortunatly ths 1s not
a general rule and 1n complex analyses such a procedure 1s not at all practiable Thus
the only effective approach 1s to evolve suitable transformations to stabilise the error

vanance as closely as possible

In addition to this there 1s a common type of heterogenerty that ts more
regular In this type which usually arises with non normality variance of a set of
observations changes with mean value wurespective of the treatment or block
concerned In such a situation a change of scale 1s the only option for the stabilisation

of vanance

The selection of a scale of measurement will depend upon
1) the nature of the data

and
2) the type of statistical procedure to be used

The above two conditions are not incompatible since the scale of

measurement may be purely arbitrary for certan data

A transformation of x to some function f{x) should be made considering the
two conditions set out above If the pnnciples of (1) are not violated and if the purpose
for which the transformation 1s made 1s realized the new function should not cause any

confusion
Bartlett (1947) lists the following requirements for an 1deal transformation

1) The vanance of the transformed vanate should be unaffected by changes i the

mean



2)  The transformed vanate should be normally distnbuted
3) The transformed scale should be one for which an anthimetic average from the
sample 15 an efficient estimate of the true mean

4)  The transformed scale should be one for which real effects are linear and additive

The above conditions are related to some extent since conditions (1) (2)
and (4) usually 1mply (3) However a trasnformation selected to satisfy (1) may not
satisfy the remamng conditions and transformations satisfying (2) may not fulfill
requirement (1) The nature of the data and type of statistical analysis used govern the

importance of the above requirements

Since a varniety of transformations 1s available for the analysis of the same set
of data, 1t 1s necessary to evaluate the relative performance of the selected
transformation based on one or more selected cntena Although we may restnct
ourselves to relatively common transformations the chorce of a transformation by pure
tnal and error procedure 1s both costly and time consuming The difficulty 1s com
pounded by the location parameter of the transformation It 1s not unusual to find that
log x provides no accuracy whatever but log (x+c) works quite well for the proper
selection of ¢ Further the type of a transformation 1s also dictated by the nature of the
data In the case of frequency counts square root transformation or loganthmic
transformation are commonly used But for other types of data they neednot be
efficient It 1s also possible to restrict transformations solely on the dependent vanable
rather than transformung all of the vanables of the hnear model The present study
based on enumerative data 1s restricted to the case of transformations on the dependent

variable alone

The suitability of a transformation can be assessed erther in terms of a single

cnterion viz stabilisation of vanance or n terms of several critena In the single



criterion approach 1t 1s assumed that the transformation satisfying the relevant condition

also satisfies the other requirements of ANOVA

In the case of variance stabilising transformations the usual method 1s to
determine empirically or theoretically a relation between vartance and mean and then
use this relation to develop an appropriate transformation An adequate empincal
relationship may often be found by plotting log of the within cell vaniance agamst log of
the cell mean Another method 1s to choose a transformation within a restricted famly
to miumise some measure of heterogeneity of variance such as Bartlett s cnitenia or F
max test Levene (1960) has suggested a test of equality of vanance based on analysis
of residual which 1s preferable to Bartlett s test as 1t 1s more robust Mimmusation of the
F ratio of the residual ANOVA of the test provides a better alternative for choosing the
best transformation Similarly the possible choice of a transformation restonng
additmvity 1s achieved by the mnimsation of the F value for one degree of freedom for
non additivity (Tukey 1949) or by the maximusation of the F ratio for interaction
versus error or by maximusation of F ratio for treatment versus error (Tukey 1950) No
constructive method of evolving transformations to produce normality 1s available
the literature However a transformation which stabilizes vanance 1s expected to make

the distribution of errors approximately normal

Although the suitability of a chosen transformation depends upon the actual
distribution  the usual practice 1s to compare only the mean and variance and choose
the proper transformation because the testing of goodness of fit of a theoretical
distibution 1s rather mconventent or seems to be impossible due to non availability of
sufficient number of cases If the sample vanance tends to change with sample mean a
number of approaches are available If the functional form of the relationship between
variance and mean 1s known the type of transformation that stabilizes vanance can be

dertved mathematically provided the expression 1s integrable Thus if the sample



vanance tends to be proportional to sample mean a square root transformation 1s
indicated Simularly a quadratic relationship between variance and mean reveals the
utility of the inverse hyperbolic sine square root transformation However the
possibility of developing efficient transformations for the analysis of data exhibiting

ntricate non linear relations between mean and varnance are yet to be explored

A simple procedure to test the hypothesis of vanance mean relationship on
the data and to choose a correct power transformation is by using Taylors power law
(Taylor 1960) The law states that for most field distnbution of orgamsms the
vaniance mean relationship ts of the form o — ap® where o” 1s the varance L 1s the
mean and a and b are two constants to be estimated The choice of a suitable
transformation depend upon the estimated value of b Thus iIf b 1s 1 a squareroot

transformation 1s indicated

Modern computers are extremely fast and can provide graphical output
Hence mstead of handling the problem of scale conversion m terms of a single
numertcal criterion say stablisation of vanance 1t will be better to consider several
critenna simultaneously The restrictions then can often be easily understood by the
expernimenter and compromuse decisions could be made With this object mn mind
Draper and Hunter (1989) have suggested a simple comprehensive method of selecting
suttable transformations from plot of functions which occur naturally in the usual
analysts However when several such plots are made they may not all indicate the same

transformation and thus different expenimenters arnve at different conclusions

It 1s always destrable to have a simple criterion of transformation which 1n
itself carnes all the major requirements of ANOVA Box and Cox (1964) considered
the choice of a transformation among a parametric family of data transformations to

yield a simple normal linear model To test the hypothesis about the parameters of the



transformation they used the asymptotic distribution of likelthood ratto The
transformations studied 1n greater detail by Box and Cox are the family of modified

power transformations given by

¥l
(A#0)
A — A

logy (A —-0)

where y» 1s a nx1 vector of transformed observation and the additive errors are
independently and normally distributed with constant vanance cyz The method consists
1n repeated computation using a number of trial values for A The best transformation 1s

selected by a plot of A against the curve of maximised likelthood

Certamn problems are encountered m transforming enumerative data
including zero values or 1n the case of data showing both positive and negative values
A usual practice 1s to add a constant ¢ to each datum before applying the relevant
transformation Box and Cox (1964) have suggested a method of selecting ¢ based on
the likelihood ratio criterion But the validity of the approach has been questioned by

several workers especially when there are several outhers

A better procedure of selecting c 1s based on the analysis of residuals Berry
(1987) has suggested an ingenious method for the choice of ¢ which has certan distinct
advantages over others An obvious alternative 1s to use rank ANOVA which combines
in 1itself both parametnic and non parametnic procedures It would be also helpful to
evaluate the relative efficiency of rank ANOVA over ordinary ANOVA and

transformed ANOVA with a proper choice of the additive constant



Among the different types of data encountered in agncultural field
experiments those on counts of msects and weeds mnvanably extubit large amount of
varation It 1s well known that the vanance of number of nsects/weeds on sub areas 1s
related to the mean number of nsects/weeds per sub area Several workers have shown
that the number of insects/weeds found per plot vanes n such a way that one can not
strictly subject the results for the analysis of variance and 1t 1s proposed to find how the

data may be transformed so that analysis of variance become applicable
Considenng all the above aspects the main objectives of the study are

1) fo examne the applicability of the various commonly used transformation
techniques to the analysis of data on counts of msects and weeds

2) To make empmncal compansons among the varnous commonly used
transformations with a view to select suitable transformations for the analysis of
frequency data on vanous types of msects and weeds

3) To explore the possibility of developing new transformations for data analysis
when the commonly used transformations fail to yreld encouraging results

4) To find the applicability of simple ordmal procedures n the analysis of

enumerative data and to assess their relative effictency over the usual parametric

procedures
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2 REVIEW OF LITERATURE

Transformation of data 1s an important aspect of statistical analysis Several
studies both theoretical and applied have been undertaken on this subject A bref

review of the work done on transformations of data is presented below under two

major heads

1) General and theoretical studies on transformation of data and related aspects

2) Specific empirical studies on transformations of counts of msects and weeds

21 General and theoretical studies on transformation of data and related
aspects

Bartlett(1936) suggested square root transformation for a poisson variate
because the vanance of the transformed vanable was found to be asymptotically

constant at least for value m > ¢, where m 1s the mean of the poisson variate

Wilcoxon (1946) has presented a non parametnic test for a two or more way
classification volving ranks of treatments mn one of the classifications The

computational procedure was simple and normality assumptton was not required

Bartlett (1947) showed how empirically by the use of transformations some
of the consequences of violations of assumptions could be avoirded and valid
conclusions reached by analysis of vanance when data in the ongmal form were

essentially interactable by analysis of vanance

Cochran (1947) discussed about the consequence to be expected when some
of the assumptions of ANOVA were not satisfied According to him the assumption

underlying analysis of vaniance are



i0

(1) treatment effects and environmental effects must be additive
(2) the expenimental error should be mmdependently and normally distnbuted

(3) the expenmental error should have a constant variance

He opined that no serious error would be mtroduced by non normality mn
tests of significance But 1t would cause a loss of efficiency in the estimation of

treatment effects

Tukey (1949) presented a method for 1solating a single degree of freedom
associate with non additivity 1n a two way classification This degree of freedom was
1solated from error degree of freedom and the residual was compared with error mean
square 1 order to test the hypothesis of additivity of the data According to hum non
additivity would anise either due to the presence of row column mteraction or due to
the presence of one or more discnipant observations When there was no adequate

reason for discnipancy he suggested transformation to data before proceeding to further

analysis

Box (1953) showed that Bartlett s test for homogeneity of vanance was
almost as sensitive for testing non normality as for testing heterogeneity of vartance
Thus according to lum the ongmal data should be normally distnbuted or nearly so

before computing sample vanance

Tukey (1957) has shown that the entire problem of transformations could be
reduced to one of the non linear curve fitting He proved that the entire family of
transformations could be defined mn terms of two or more parameters According to
him a simple family of transformation could be expressed as T(x) — (c+x)' where P s
a real number and c 1s a constant such that ctx 1s greater than zero He studied the
distnibutional properties of the family and constructed a graph of ¢ and P so that tnal

values could be represented 1n a reasonable fashion
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Dolbi (1963) found that the simple family of transformations (Tukey 1957)
could be characterised by a set of solutions to a third order differential equation From

this a differential equation was derived which was used to estimate the parameter P

The work of Box and Cox (1964) i1s considered to be the greatest
contributton towards the study of transformations of data These authors systematised
the search for the best transformation They analysed the use of a parametric family of
data transformations for obtaining a stmple normal linear model Inferences about the
transformations and about the parameters of the linear model were drawn from the
likelthood function and the relevant posterior distrbution The contributions of

normality homoscedasticity and additivity to the transformations were seperated

Kruskal (1965) considered the family of all monotonic transformations
z — f{y) and determined the best from the set by optinusing a squared restdual criterion

of fit to the assumed hnear model

Fraser (1967) proposed a comprehenstve statistical model as a revision of
the structural model He derived a different likelthood function which yielded quite
different linear inferences from those of Box and Cox (1964) 1n extreme cases when the

number of parameters was almost close to the number of observations

Draper and Hunter (1969) re examined some of the published examples on
transformation as a part of their attempt in evaluating the Box Cox approach They
illustrated how the selection of a transformation could be aided by plots of functions
which occured naturally m the usual analysis of vanance They opined that methods
that provide a single cntenon for considering several aspects of data violation, while

theoretically appealing might not be appropnate on actual expenimental situation
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Andrews (1971) proposed an exact test for the value of the parameter in the
Box and Cox parametnc family of transformations Confidence sets were derived from

this test and used to predict the sharpness of the nference

According to Atkinson (1973) Andrew s exact test for the value of the
parameters 1n the Box and Cox parametnc fanuly of transformations when compared
with two tests derived from the ltkelihood function, the two tests are shown to be

uniformly more powerful than the exact test

Manly (1976) suggested an exponential transformation as a viable alternative
to the Box and Cox (1964) one parameter famuly of transformations The new
transformation had an added advantage of allowmng both negative and positive data

values Transformations proposed by hum are defined by

y = and where v 1s a constant and x 1s the variable

In practise y can be chosen either by settingthe RH S of

dL 1
Ix Iy W@y +D vy}
dy yo

to zero or by plotting log (m;) against x and determuning y graphucally where m; 1s the

residual vanance for treatment combination

Carroll (1980) proposed a competitor to the likelihood and significance
methods for power transformations to achieve approximate normality m a linear model
The new method was shown m theory and a Monte Carlo experiment was designed to

produce more robust inference than the likelthood method of Box and Cox
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Konistu (1981) described a general procedure for finding normahsing
transformations to various statistics m multtvariate analysis It was shown that Fisher s
z transformation for a sample correlation coefficient 1n a normal sample and Wilson and
Hilferty s approximation for a chi squared vanate could be denved by the same line of

approach

Berry (1987) developed a method for choosing an additive constant ¢ when
transforming datax toy log (x+c) The method preserved type 1 error and power in
ANOVA under the assumption that x+c for some ¢ was log normally distributed The
method had distinct advantages over other transformations and was sumilar to rank
transformations as it was easy to use and moderately robust The method preserved

signtficance levels and was quite powerful

22 Speafic empirical studies on transformations of data on counts of
msects or weeds

Beal (1942) from the experimental results of seven field expenments for the
contro} of msects found out that by the transformation x' — k 7 Sinh! Vkx wherek1sa
constant and x an observation the data could be put m a form for which standard
dewiation approached a constant independent of the mean value The results of analysis

of transformed data were markedly different from those obtamed from the

untransformed data

Anscomb (1948) showed that for data based on megative binomual

distribution the nverse hyperbolic sine square root transformation was the most 1deal

Taylor (1961) found that for most distribution of orgamsm the vanance

2

mean relationship was of the form o>  ap® were o” is the vanance 1 1s the mean and a

and b are two constants to be estimated If b#0 the non zero b indicates the
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appropniate transformation to be used for the data Ifb—2 a loganthmic transformation

1s indicated

Taylor (1970) and Hayman and Lowe (1961) suggested loganthmuc
transformation for certamn species of aphid on the basis bf mean vanance relationship

They prefered log (x+1) transformation over log x due to the presence of zero counts

Williams and Stephenson (1973) found a cube root transformationz  x** to

be the most useful 1n analysing data on counts of marine organisms

By following the Tukey s test of additivity Patil and Patil (1983) adopted
Vx+1 and log(x+2) transformations to the data on weed count and weed dry weight

respectively

According to Misra ef al (1984) the data on the number of plants damaged

by cut worms could be effectively analysed by using square root (Vx+1) transformation

Sharma et al (1985) applied Vn+1 transformation m case of the infestation

of boll worms and the transformed data were subjected to analysis of variance
Huckaba et al (1988) used (x+0 5)0 3 transformatton before analysis of data

on adult and larval soybean thrips

Kishorekumar and Agarwal (1990) transformed the data on counts of Jassid

nymphs to squareroot Vx+0 5 before analysis

Zaman (1990) converted data obtaned in numbers (density length weight)

mto log x/log (x+1 5) for analysis of vanance
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Observations on the population count of thrips were transformed to

loganthmic scale by Bagle (1993) before subjecting to statistical sigmficance tests

From the analysts of data generated from two experiments on mustard crop
Singh and Rai (1993) found that counts of aphids followed the log normal distribution
and a loganthmic transformation of the counts normalised the data except in those
cases where the vanability was small and a large number of zero counts were observed
They used Kolmogorov Smirnov test to test the goodness of fit of the theoretical
distribution They reported that log(x+1) transformation was the most appropnate

transformation for counts of mustard aphid

Pushpalatha and Veeresh (1995) applied seven transformations viz Vxt+1
log(x+1) log(x+k) log(x+k/2) log(x+2) and

Simh' BL* for the analysts of data on population count
-1

of opisina arenosella They attempted an emperical comparison between the different
transformations with regard to their relative effictency m equalising the vanance

According to them the mverse hyperbolic sine squareroot transformation

Smh' BLx (o B are constants to be estimated) was the most effective m stabilising
ot

vanability
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3 MATERIALS AND METHODS

A bnef account of the matenals and methods used mn the present study 1s

given below under the following major heads

1 Method of collecting data
2 Methods of analysis of data

31 Method of collecting data
Data of two different types were utilised for the present study

1) Secondary data from the pest surveillance project on Padd‘-j

2) Experimental data from the various plant protection and weed control trials

Data from pest survettlance studies consisted of observations on daily light
trap catches of six different species of mnsects viz stem borer jassid gall fly leaf folder
BPH and case worm gathered from the Regional Agricultural Research Station
Pattambi Altogether data were available for a period of 22 years from 1970 to 1991
For simplicity and ease of analysis observations recorded on the 15th day of each
month of the year alone were uttised in the present study for analysis and

interpretation

The experimental data for the study were gathered from the available records
of Regional Agricultural Research Station, Pattambi and the All India Co ordinated
Research Project on Weed Control (AICRP) Vellanikkara As a whole three sets of
data at different time penod 20 days after transplanting (DAT) 30 DAT and 40 DAT
relating to three different insects gall fly whorl maggot stem borer were available

Observations were recorded from each plot on the number of silver shoot (SS) number
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of whorl maggot (WM) and number of dead heart (DH) at different time period
Counts of number of silver shoot per plot indirectly indicated the severety of the attack

of gall fly while those of dead heart indirectly showed the intensity of infestation of

stem borer

The relevant details of the data collected on insect counts are as follows

Name of expennment ~ Trial on early stage pest control

Peniod of observation 1989 91

Design Randonused Block Design (RBD)
Varlety Jaya

Season Khanf

No of replication 4

No of treatments 8

Description of treatments

Treatment Dose Time and method of application
1 Furadon3 G 2 kg/av/hectare of nursery Broadcast 5 days before pulling
2 Ekalux 5 G do do
3 Padan4 G do do

4 Coroban 20 EC 15 kg/avhectare of nursery ~ Spray one day before puliing

5 Nuvacron 36 EC do do
6 Coroban 20 EC 005% ‘Whole seedling dip for 1 2 mts
7 Coroban 20 EC 002% Seedling root dip for 12 hrs

8 Untreated control
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Secondary data on weed population were collected from the results of the
post emergence herbicidal evaluation tral for Pennisetum pedicellatum The
experiment was continued for a period of three years In each year data on number of
surviving hills/m”® were gathered from each plot at three time periods immediately after
spraying the chemicals (or water) The three time periods were spraying at one month
after sowing two monthsafter sowing and three monthsafter sowmng Thus there were

altogether 9 sets of data as detailed below

Senal no of Year Order of spray Symbol
data set

1 1987 88 Ist spray YS:
2 1987 88 2nd spray Y:1S;
3 1987 88 3rd spray YiS:
4 1988 89 Ist spray Y,S,
5 1988 89 2nd spray Y.S;
6 1988 89 3rd spray Y,Ss
7 1989 90 Ist spray YsS,
8 1989 90 2nd spray YsS;
9 1989 90 3rd spray Y3S;

The treatment details and other relevant information of the weed control tnal

are given below

Name of the experiment  Evaluation of post emergence herbicides for controlling
Penmisetum pedicellatum
Penod of observation 1987 90
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14

Design RBD
No of treatments 13
No of replication 3

Descniptions of treatments

T; paraquat 04 T; glyphosate 0 7
T, paraquatO 8 Ts glyphosate 0 8
T; paraquat 12 Ty glyphosate 12
T4 Dalapon 2 Tio paraquat + Dimor 0 4+1
Ts Dalapon 4 T, paraquat -+ Dimor 0 4+2
Te Dalapon 6 T , paraquat + Dimor 0 8+1

Ty; Control (water spray)
32 Methods of analysis of data
The vanous statistical methods used 1n the present study are outhined below
321 Empirical compansons among different transformations

Compansons among different transformationswere made either based on a
single criterion or several criteria stmultaneously In the former approach the different
transformations were evaluated for therr relative efficcency m mamtaimng
homoscedasticity or 1n restonng additivity Companson of transformationswere also
effected 1 accordance with the Taylor s power law which nvanably indicated the best
transformation for a given set of data If the relation between vanance and mean was

parabolic nverse hyperbolic sine squareroot transformation could be considered to be
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a proper choice In the multiple critena approach the pnime objective was to choose a
transformation that yielded to the maximum extent approximate normality additivity
and homoscedasticity conditions of the hinear mode! Box and Cox (1964) proposed a
likelihood function approach for this purpose It would be possible to select the best

power transformation as per the methods suggested by them

Draper and Hunter (1969) suggested a comprehensive graphical method for
selectmg the best transformation for a given set of data considering several single
aspect criteria simultaneously The method 1s rather simple and useful to examine the

adaptability of the likehhood approach

3211 Companson of transformationsbased on a single aspect

The two major violations of assumption of analysis of variance are (1) non
additivity (2) heteroscedasticity Normality assumption usually goes hand m hand with

homoscedasticity assumption

A comparison of the different transformationson the basis of the above
criteria could be done mn accordance with the relative degree of conformuty of the
transformed data under each scale to the underlying assumptions As far as stabilisation
of vanance was concerned the followmng two single aspect selection critenia were used
to choose the best transformation (1) Bartlett s x* test (2) Levene s F test of the
residual ANOVA

The transformation that gave a mimimum value for each of the above cniteria

was considered to be the most 1deal

In the case of additivity assumption, Tukey s test of non additivity was used

as the selection cnterion The method consisted 1n calculating non additivity sum of
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squares with one degree of freedom and using the F statistic for the diagonostic test
The best transformation should yield a mumumum value for the non additive F
Another possibility was to use treatment Vs error F statistic as a basis of comparison

and choostng the transformation giving the hughest value for F

321 1a Bartlett s chi square test

Let K independent samples of residuals e, —Y, Y 1—12 k
=12 n) be selected the 1™ sample be of size n + 1 and S be its vanance

(1—-1 2 k) Let oy be the population variance of the 1th population To test the null

hypothesis H, 6>=0,"—  —o)’ weuse Bartlett s test based on the cniterion
k nSs? k
> - (nlog, X ¥ nlog.S?
=1 n 11 — (3 1) where
1 k 1 1
1+ z
3¢kl) 1 n n
k
n~— X n
I-1

The x? given m (3 1) 1s distributed as a x* variable with k 1 degree of freedom Let
%%m o) be the cntical value of %> value such that Pr(x’s > ¥*m o) — & where %%, s the %2
13-l
vaniable with m degree of freedom If the calculated x* value as given m@g 1s greater
2

than xzk 1« we reject the null hypothesis Hy ol — ol ox2 mn favour of the

alternative hypothests that not all vanances are equal at o level of sigmficance

otherwise not



3211b Levene sresidual F test

Levene (1960) suggested a test for equality of variances of several equalised

groups of observations and showed through sampling studies that the test possessed
almost unbelievable robustness agatnst departures from normality of the underlying
distnbution of observations Levene s test 1s preferable to Bartlett s test which 1s
greatly affected by departures from normality (Box, 1953) Levene also mentioned the
possibility of using simular analysis of vanance on the absolute value of residuals from
other regressions m order to study the variance of the residuals In the present study
the residuals e, were calculated where e; Y, Y m case of no blocking and

e,=Y, Y, Y 3+ Y when there 1s blocking Y s are the observations Y, and

Y are the treatment mean and block mean and Y 1s the grand mean
Suppose we have P groups of residuals e; as follows

Group 1 ey en em; average e; V(e1) —or°

Group2 ey exn €xn,, average P V(e2) — o’

Groupp € €z  Cpyp average e V(e,) = op’

Costruct from these observations

4 ley e] j—12 n

Perform the standard analysis of vanance on Z, as follows



ANOVA of residuals
Source df SS MS F
Between groups pl p Z° G
b S F S8

Within groups p PN
= 1) L2Z? % s?
1-1 1] -1 n
P Pn G*
Total n 1 rrZ? -
" I *n

If all the treatments are replicated equal number of times sayr n rand Zr —~N —rt

IFF>F{{(p1l) Z(n 1)} (1-c)] we say that 1t 1s sigmificant and there 1s evidence
that difference exist between o1 op® If F 1s not significant do not reject the

null hypothests 61— 6,2 — - op?

3211c Tukey s test of non additivity

In a two way classification model Tukey s test of non additivity 1s used to
decide 1f row and column effects are additive or not The rationality of the test can be
indicated by means of calculus In a two way classification, 1If effects are exactly

additive 1n the scale of Y we have

Yy Y +(Y, Y)+Y, Y)
=Y UH(Y Y)+(Y, YN Y]
- Y [1+o+B)



Nowlet X, — Y, ? then
X - Y'"[l+a +B]°

After using Taylor s expansion and suitable substitutions 1t can be shown that the first

non additive term tn the expression would be

ap
(X X)X, X)
X

This mdicates that the residual has a linear regression on the vanate
(X X)(X, X)

IfX =12 tj-—12 r)denotes the observations of the two way
classification this regression coefficient of the residual ( X, X ) ( X 3 X )canbe

estimated as

v
z EX,a.BJ
Swa 11 In

B - - where
D D

t «
D= Qiaz) (J2 By)

According to Snedecor and Cochran (1967) the contribution of non additivity to error

sum of square with one degree of freedom 1s given by

t
Cwa)
N? 1

D Ead)E Y
J
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Thus 1s tested using F test agamst remamder mean square The relevant analysis of

variance table 1s given below

ANOVA table
Source df SS MS F
Total trl X’ CF
A (Blocks) € ZA* CF
r
B (treatments) ) LB? CF
t
Error (r)(t1) Subtract
lack of additivity 1 N? MSLA MSLA
D MSRE
Remainder error (r ) N2
error SS MSRE
D

3211d Taylor s power law

This approach consists i fitting a model to decide whether a transformation

1s necessary and 1f it 1s so whuch transformation 1s approprate



binomual distribution b value 1n Taylor s power law will be close to two If 1t 1s close

to one the underlying distribution 1s poisson
321 le Inverse hyperbolic sine squareroot transformation

Beal (1942) suggested that if standard deviation vaned with mean a
transformation of the form x' — k” Sm h' Vkx where k 15 a constant and x an
observation could be helpful in making standard deviation independent of the mean
Thts was the case with certain types of data where the varniance mean relationship
would assume a quadratic form In the denvation of the above transformation Beal
postulates the variance mean relationship as o© — p + ku> > (3 2) were o° 1s the

population vanance p the population mean, k is a constant He assumed the charler

coefficient of disturbance for the value of k,

o’ n

~
I

->(33)
uz

An estimate of k proposed by Beal (1942) 1s given by

£s* T x
k=
%X

where T represents the summation over all pairs S” the sample vaniance and x the

sample mean

The estimate of Beal did not posses and any statistical proyemﬂapart from 1ts
intuitive appeal Hence an attempt was made to get an estimate purely based on
statistical theory For this the familiar least square techmique was employed The

details are as follows
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L n kphui-o
I’y W okp) -0
kZp‘-zo¥® oy
k—-Zule® oyl
zut
The transformations were also effected with the new estimate of k and the analysis was

carried out 1n the usual way The relative supenonty of the new estimate over the

earlier one was assessed on the basts of the empirical results
321 If Development of a new transformation

In certain types of expenimental data the relationship between mean and

standard deviation could be expressed in the form of a non hnear function given by

k
c=ut+t 5034
1]

Such type of data are frequently encountered in entomological expenments when
changes 1n varance ts not directly proportional to the mean value The intrinsic growth
rate gradually declines as the mean value increases It 1s possible to denve a surtable

transformation for such type of data as follows

Following Bartlett (1947) suppose we write

ox” ~ f{w) > (3 5)
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where ox” 1s the vanance of the ongmal scale of measurements x with mean of x equal

to u Then for any function g(x) we have approximately

dg \?*
GgZ-( ) fw—>Go)
dp

For a constant variance we require ng -

If 6¢” 15 to be a constant ¢” say we must have

cdp
g - L7 37
[fw]
From34and3 5
X
g(w= cdu
pk/u
X
- ¢ S udp
° u2+k

putp® +k—v  whenpu=~0 v-k
2udy —dv whenp=x v x*+k

pdu= dv



x2+k
c dv
2 v
k
x4k
- [log \ :l
k

-~ log (x**+k) logk

k can be estimated as follows

From (3 4) we have
c —ut+k/p

2
Let F—XZ{c® u k/u}

oF
=0 =
0k
2%(c p kwxtw 0
Z( p ku)xdp -0

T o n Tkl -0
k—-—Zo/H n

—>38
()

30

4%
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3212 Companson of transformation based on several aspects

There are two different procedures for the selection of a surtable
transformation considenng stmultaneously the several aspects of violation of
assumption They are
(1) ikelihood method of Box and Cox (1964)

{2) the graphical method proposed by Draper and Hunter (1969)

3212a Likehhood method of Box and Cox (1964)

The data for each time period for each of the insects was analysed seperately
n the usual way as in a randomused block design The method of analysis has been
denved from the following model

Y,~pto +ft+ey

where Y, 1s the o bservation of the i treatment 1 — 1 2 t) n the j* block
G-12 1) « 1s the effect due to the 1th treatment [, 1s the effect due to the j"
block and e, 1s the random error component which 1s assumed to be independently and
normally distributed with zero mean and constant variance o° The structure of the

analysis of variance of Randamised Block Design with t treatments and r replications 1s

given below

ANOVA
Source df MS F
Rephication rl §?
Treatment t1 s’ F,— 8%§?
Error T DED s?

Total rt 1
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The observations Y were transformed using the famuly of power

transformations Y™ defined by

Y1 a=0
y® - A ->(39)
log Y A-0

where (A) 1s the vector of parameters Since the analysis of vaniance 1s unchanged by a

linear transformation 1t 1s equivalent to

Y* A =0
Y® = - (310)
logY A -0

Data could be transformed using the power transformation described above
gving tnal values for A n the range 1 to +1 at equal mtervals of length 02 The

analysis of vanance table could be formed as usal and error mean square S™ estimated
The maximised log likelthood Lmaxo”) 1s given by (Box and Cox 1964)

Lmax(;") — Ynlog o® (A z) where o* (A z) 1s the residual variance of the

normahsed transformation z Estimate of 6° (z A) 1s given by

o"(A2) =S 2)
- (311D
n
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S(A z) 1s the residual mean square mn the analysis of varance of Y® which 1s

calculated as

S(A 2) - S
—>(312)  where
A2 (YA 1)

Yis the geometric mean of the observations and n 15 the total number of observations
Box and Cox (1964) also proposed an alternative approach to the same problem by
using the posterior distribution of the parameter A By maximixing the log of the
™)

contnibution of the postertor distribution of A another statistic Ly was obtamned

which 1s given by

L = 4 Vieg { S( 2)}
- (313
v

where V 1s the degree of freedom for error The two expression differs only on the
substitution of V for n Therefore both of them yield essentially the same
transformation n most cases Values of Lmaxo') could be determined for varymng values
of A and presented graphically According to Box and Cox (1964) that value of A
which maximuse the log likelthood function of A could be chosen as the exponent of the

most sutable power transformation
3212b Graphical method of Draper and Hunter

Thrs method consists m plotting vanous functions indicattive of the
distortions of the ANOVA which occur naturally n the analysis of transformed data

The exponent A of the power transform was taken on the x axis and the relevant



statistic employed to check model violations on the Y axis The optimisation pomt was

obtained from the graph by inspection

Draper and Hunter (1969) considered a two way classification model with r

rows c columns and n observation per cell The ANOVA of the two way layout 1s as

follows
ANOVA of a two way classtfication model

Source df MS F

Row (A) r 1 MSR p MSR
s2

Column (B) cl MSC t—MSC
sz

AxBteraction (r I){c 1) MSI I—MSI
S2

Error re(n 1) s§?

They proposed a graphical plot of p t and I against varying values of A 1n search of a

good transformation

Since some transformations may result in not obtaming transformed
observations with equal vanance they further suggested that it would be better to
examine the plot of a statistic which supplied mnformation on mhomogeneity of the
transformed observations Accordingly the mean square ratio of the residual ANOVA
(Fp) proposed by Levene (1950) was also selected for the graphical representation The
optimusation pomt obtained from the graph would indicate nature of the power

transformation to be used for the analysis If the optimal values obtained from the four
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plots actually comcided an unambigous solution to the problem could have been
reached But this 1s not the case in practice and different experimenters may arrive at
different conclusion from the same set of plots However compromise decisions could
be always made and transformations useful for actual expenimental situation could be

identified through a careful scrutiny of the graph and by intuitive argument

In this approach the statistic I showed the effect of nonadditivity in the data
But 1t 1s not possible to estimate such a statistic from single factor experniments
Therefore 1n the present study the F ratio for nonadditivity was used as an alternative
to the I statistic Since all the data gathered in the present study pertamed to single
factor experiments laid out in standard designs the following F ratios were selected for
a comparative evaluation of transformations
(1) Fx The F ratio for non additivity
(2)F. The F ratio for treatment Vs error
(3)F  TheF ratio for residuals for testing homoscedasticity

These ratios were plotted aganst varying values of A 1n the range 1 to +1

The optimum value of A was located by inspection
3213 Analysis of data in the presence of outliers

The necessary conditions of ANOVA would be greatly nfluenced by the
presence of outlhers Transformation of data 1s also useful to mimnuse the effect of
unusual observations Berry (1987) proposed a method of choosing the additive
constant He also applied rank transformation before carrying out the parametric

analysis
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3213a Choosing an additive constant

Abnormal observations affect the symmetry and shape of the distnbution In
such circumstances a proper choice of an additive constant 1s helpful i restoring
robustness of the data A number of alternative ways for choosmng C have been
proposed by vanous workers Box and Cox (1964) proposed the familiar maximised
likelihood method for estimating C Berry (1987) showed that the estimate so
obtained was highly biased He proposed a realistic approach 1n estimating C by making
the residuals as symmetric as possible and kurtosis small Skewness and Kurtosts of any

set of data can be measured in terms of appropnate statistics defined as
g —Sey’/nc’® — (3 14) and g' — (Z ey*/nc*)3-> (3 15)

where g; and g,' are the measure of Skewness and Kurtosis respectively and &, s are

the residual values

If the assumption of normality 1s appropniate then the residuals will tend to

be symmetnic Let us define a new statistic g; as

g+t 6
- (316)
(d+2)
whered — (m 1) (np 1) the error degree of freedom Ewvidently g, 1s also a
measure of Kurtosts Now let go |g1 | + |g2 | Then g 1s a composite measure
mdicating the shape of the distnbution Let ¢, denote the value of ¢ that mimmuses |gy|
k=0 1 2 These ¢, values will be close to each other and any of them can be selected
as the additive constant However according to Berry (1987) C, would be the best

choice among them
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3213b Rank transformation

When extreme observations are present the obvious alternative to parametric
analysis on transformed data are non parametnc analysis Conovar and Iman (1981)
bave suggested a procedure of combinung these approaches They applied a rank
transformation and then carried out parametnc analysis In this study two rank
transformations were used In the case of the first rank transformation (RT 1) all
observations 1n the data set were ordered and ranked as 1 2 before conducting the
parametnc analysis In the second approach (RT 2) the data were ranked n several
subsets (blocks) and analysis of varnance was conducted These techmques are
supposed to be simple powerful and robust and as such provide excellant alternatives
to transformed ANOVA Moreover they do not require the choice of an unknown
parameter such as an additive constant The relative effictency of the rank analysis of
variance 1n companson with the analysis of vanance of transformed data was assessed

on the basis of the relevant F ratios
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4 RESULTS AND DISCUSSION

The results obtained m the present study are outlined below under two major
heads

(1) Analysis of survey data

(2) Analysis of experimental data

41 Analysis of survey data

The usual analysis of vanance technique 1s not applicable to the analysis of
data on count of wsects relating to the pest surviellance project An attempt was
therefore made to express the mean variance relationship for such data in quantitative

terms and to make use of 1t for choos n, a surtable power transfor1 t on

As a prelinunary step a graphical plot of mean vanance relationship was
made by taking the monthly means on the x axis and the corresponding monthly
vaniances on the y axis The pomnts plotted on the graph showed a tendency to lie along
a straight line or a curve of definite shape indicating a strong positive relationship
between mean and vanance (Fig 20 to Fig 25) In most cases the relation was almost
linear which showed that standard deviation changed n direct proportion w th mean

value and a logarithmic transformation would be effective 1n equalis ng the vanab | ty

Taylor s power law was fitted to the data and the parameters a and b

were estimated The results are presented 1n Table 4 1a

The exponent b of the Taylor s power law was found to be statistically
significant in all the sets of data which showed that monthly vanance of msect counts

was strongly correlated with the monthly abundance of insects Therefore
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transformations could be effective m removing the mstability of variance An
examination of the value of the heterogeneity co effictent for the different sets of data

revealed that it varied from 1 137 n the case of case worm to 2 49 n the case of stem

borer

For all species of insects except caseworm b value was close to 2 which
indicated the possible use of a loganthmic transformation for restoring constancy of
variance In the case of caseworm b value was close to one emphasising the need for

a squareroot transformation

Correlation coefficient between mean and vanance of monthly data were
worked out before and after applying the loganthmic transformation The results are
also given in Table 4 1b It was found that loganthmic transformation caused a marked

reduction 1 the value of the correlation coeffictent

Measures of skewness and kurtosts viz y; and vy, were also calculated before
and after applymng the relevant transformation The transformed data were found to be
more nearly in agreement with the symmetry conditions and possessed smaller kurtosis
than untransformed data Thus 1t could be concluded that loganthmic transformation
would be effective 1n the analysis of data on counts of msects belonging to five major
spectes viz jassic gall fly stem borer leaf folder and BPH In the case of case worm

however a squareroot transformation was found to be the best

Observations on counts of insects would be supposed to follow the negative
binomial distribution and hence loganthmic transformation would be helpful m
restoning normality However Anscomb (1948) and Beal (1942) have recommended
the inverse hyperbolic sine squareroot transformation for the analysis of such data But
the mverse hyperbolic sine squareroot transformation 1s only a modified version of the

loganithmic transformation The additional precision to be expected from such a
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transformation would be neghgibly small Thus in general loganthmic trasnformation
could be recommended for the analysis of data on nsect counts especially where the
data showed large amount of vanability The results agree with the findings of Singh
and Rai1 (1993)

42 Analysis of Experimental data

A comparative evaluation of the different power transformations used for the
analysis of data on the intensity of infestation by the three nsects (gall fly whorl
maggot stem borer) was done by using the Box Cox (1964) approach graphical
method of Draper and Hunter (1969) and Taylor s power law

Data on weed counts consisted of zero values and several abnormal
observations Hence certain specialised methods of data handling had to be employed
along with the above proceedures These tncluded the choice of an additive constant
possible use of non parametric techniques and a search for the apphcability of an
alternative forms of transformation Analysis of vanance of ranked data as suggested by
Conovar and Iman (1981) combined 1n 1tself the advantages of both non parametnc and
parametnc procedures Hence 1t was felt useful to examme the utility of rank analysis of
variance over ordmary analysts of vanance 1n order to know whether 1t could serve as a
viable alternative to the parametric procedure If the mean vanance relationship could
assume an approximate parabolic functional form nverse hyperbolic sine squareroot
transformation was expected to be useful At the same ttme an approximate hyperbolic

relationship indicated the use of the newly developed transformation log (x*+k)
Thus the details presented 1n this section are included under eight sub heads

1 Box Cox hikelthood approach
2 Graphical method of Draper and Hunter
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3 Taylor s power law

4 Choice of an additive constant

5 Inverse hyperbolic stne squareroot transformation
6 log(x*+k) transformation

7 Rank analysis of vanance

8 General comments on the selection of a sutable transformation for empirical data
421 Box cox likelithood approach

Observations on the intensity of infestation by varnous types of imnsects (y)
were transformed nto the parametnic family of transformation y* the parameter A
posstbly a vector defimming a particular transformation In the present study A was

allowed to vary in the range between 1 and +1 at intervals of length 0 2

The onginal data (A — 1) were analysed as m a randomused block design and
the error sum of squares were estimated Data were also subjected to analysis of
vanance after applying the different power transformations (correspondmg to varymg
values of A) and in each case the residual sum of squares S(A) was calculated From
these the residual sum of squares of the normalized transformation s(A z) was obtaned
as given m section 32 12a The maximused log ltkelthood values of A Liya™ was

evaluated as given mn section 32 1 2a

Liax™ was plotted agamst values of A i the interval 1 to +1 and the value
of A which maximsed the log likelihood function was evaluated by mspection The
optimal value of A thus obtained showed the best possible transformation for a given
set of data Values of Lya™ for varying values of & are given in tables 42 1a 42 1b
421c and 42 1d Plots of Lya™ agamst A for different sets of data are also given
Fig 1toFig 10
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It could be seen that for all the expermental data optimal value of A was
close to zero This indicated that loganthmic transformation was the best 1n generating
a simple linear normal model when there are model violations Thus Box Cox
procedure undoubtedly recommended the loganthmuc transformation to be the most
effective 1n analysing data on mfestation of insects and counts of weed It could be seen
that the transformation has given nise to a considerable extent of reduction mn the error

mean square (EMS) It has also enhanced the sensttivity of F test (Table 4 2 1e)

The loganthmic transformation has a natural appeal for the analysis of
enumerative data due to its simplicity and populanity Many workers recommended
loganthmtc transformation for the analysis of data on mnsect count It 1s also specially
suited mn such data where we expect row column mteraction However the results
obtamed from the Box cox approach though statistically sound have therr own
Itmitations It 1s extremely essential to examune all the other relevant aspects before

taking a conclusive verdict on the choice of a transformation
422 Graphical method of Draper and Hunter

The data were transformed 1n to the parametric family of transformation for
varying values of A m the range 1 to +1 a value for A — 0 mdicates a loganthmic
transformation Both transformed and untransformed data (A — 1) were subjected to
ANOVA and restdual sum of squares and sum of squares due to non additivity were
esttimated From the analysis of residual data, residual vanances of samples (treatments)
were estimated and therr homogeneity was tested by using Bartlett s chi square test
Homogeneity of treatment means was tested by using F statistic F; The possible
presence of non additivity i the data was detected by the sigmficance or non
sigruficance of the vanance ratio test for non additivity (Fy) The Fr statistic of Levene
which gave an mndiction of the wmntensity of heteroscedasticity in the data was also

calculated These functions F; F; and Fyy were plotted graphically for varying values of
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A and a value A which optimised these three functions stmultaneously was selected as
the exponent of the power transformation The results are presented in table 4 2 1a,
421b 42 1cand 42 1d The plots of the three functions agamst A for different sets of
data are presented graphically (Fig 1 to Fig 10)

It was found that in the case of observations on silver shoot caused by gall
fly Fy, F; and Fy were optimised at A — 0 5 at 20 DAT However at 30 DAT F was

maximum at A — O Thus the graphical approach generally prefered the squareroot
transformation to the loganthmuc transformation Loganthmic transformation also was
almost equally good 1n meeting with the requirment of the ANOVA though squareroot
transformation had an edge over all other transformation In the case of whorl maggot
none of the power transformations were found to be effective though squareroot
transformation showed slight superionty over others As far as the data on the number
of dead heart relating to nsect stem borer damage loganthmic transformation was
found to be the best at 30 DAT However at 40 DAT reciprocal transformation was
found to be the most effective followed by the loganthmic transformation Thus 1t was
not possible to frame any strict rule on the type of transformation to be used mn
analysing a particular data The choice of a transformation largely depended on the
type of the msect extent of vanmability i the data and presence of aberrant
observations However m most cases the choice hied between squareroot and
logarnthmtc transformation If nothing 1s known about the nature of the data 1t would
be safe to use loganthmuc transformation In cases where details are available about the
nature of the data and the extent of vanability squareroot transformation would also be

an equally competant choice

423 Taylor s Power law

Taylors power law was fitted to each of the mmneteen sets of data and the

estimated values of parameters are given i Tables 4 2 3a and 4 2 3b
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The results ndicated that squareroot transformation was the best choice for
the analysis of data on silver shoot caused by gall fly since the value of b was close to
one In the case of whorl maggot none of the transformation was found to be effective
m restoring normality and homoscedasticity As far as stemborer was concerned
loganthmic transformation was found to be effective In the analysts of data on weed

counts squareroot transformation produced better results than other transformations
424 Choice of an additive constant

As the observations on weed counts included zero values also an arbitrary
constant had to be added to each observation before conducting the analysis This 1s
absolutely necessary for applying logantbmic transformation Even if we are not
applymng the loganthmuc transformation, addition of a constant would help 1n reducing
the effect of aberrant observations and maimntaming mnternal symmetry n the data The
usual practice of adding one or half to each datum before transformation has its own
limitations Therefore the applicability of themethod proposed by Berry (1987) [Section
3 2 1 3a)] m choosing an additive constant was examined on the basis of the empirical

data

In the hight of the procedure suggested by Berry necessary calculations were
made to estimate the additive constant ¢ for all sets of data The estimated C so

obtamned was found to be approximately 2 8 for all sets of data

Comparisons between different transformations were made after
incorperatmg the additive constant 2 8 m each datum In addttian to Ly, ™ the three
ratios F; Fy and F; were also calculated for varymng values of & and the results are
presented 1n Table 4 2 4 The plots of the above functions against A are given in Fig 11
to Fig 19
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It could be seen that Ly™ was maximised at A — O indicating the
posstble use of loganthmic transformation for the analysts of data on weed counts But
the plots of single factor ratios like F; Fy and F; did not confirm to ttus hypothesis In
the case of Y,S: and Y,S; no transformation was found to be effective For Y-S, the
choice lied between squareroot and loganthmic transformation For most of the other
sets reciprocal transformation showed district advantages over other transformations
especially with regard to the enhancement of the sensitivity of the F test In general the
results showed that reciprocal transformation would be effective in the analysts of data
on weed population when there are zero values and other disrupt observations
Loganthmic and squareroot transformations were also seemed to be useful to some
extent 1n such cases It 1s a common practice among expenmenters to add one to each
observation before the coj:duct of ANOVA, when the data contamns zero values The
results of analysis of each experimental data based on the two prospective values of the
additive constant ¢ viz ¢ = 1 and ¢ = 2 8 were compared using the varous functional
values It was found that in most cases F; and Fy assumed relatively smaller values
when the additive constant ¢ assumed 1ts optimal value 2 8 Compared to that of the
tnal value ¢ 1 This indicated that the choice of the additive constant ¢ by using the
method proposed by Berry (1987) resulted m a sigruficant reduction in vanability and
non additivity The proposed method was also successful n increasing the senstwty of

the F test in the analysis of data at least m some of the experiments
425 Inverse hyperbolic sine squareroot transformation
Ths type of transformation was tnied on sets of data for which standard

devtation varted with mean The data (x) were transformed to a new scale (x') by the

expression
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x' -k % Sinh ! Vkx where k 1s a constant to be estimated from the sample

data Beal (1942) has given an expression for k (Section 3 2 1 le) The values of Ft F;
and Fy obtamed after the application of the above transformation 1s given mn Table

425

An alternative estimate of k was also derived as per the method suggested n
Section 32 1 1e The values of F; F; and Fy were also determined on the basis of the

new estimate of k and were compared with those values based on the estimate of k

given by Beal The results are given tn Table 4 2 5 It was found that the new estimate
was better than that given by Beal (1942) since Fy and Fr assumed relatively smaller
values and values of F; generally increased with this new estimate of k than with the

former estimate of k
426  log(x*+k) transformation

The appltcability of the new transformation developed mn section 3 2 1f was
exammed on the same set of data used for the empinical venfication of the mnverse
hyperbolic sine squareroot transformation The values of F; Fand Fy were found out
before and after the aplication of the above transformation using the usual analysis of
vanance techmque The values are given i Table 426 These values were also
compared with those obtained by the inverse hyperbolic sine squareroot transformation
It was found that as a whole new transformation gave better results than the inverse

hyperbolic sine squareroot transformatton

A comparative anatomy of some of the transformationsused n the study with
regard to their applicability 1n the analysis of certain sets of unusual data consisting of

extreme values and exiubiting large amount of nstabihty 1s given 1n table 4 2 6a
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Although no general rule on the chotce of a suitable transformation could be
framed from such empirical studies the results evidently showed the relative supenionty
of the new transformation over others i analysing certam types of messy data which
dewviate considerably from model assumptions It could also be seen that the new
transformation gave maxmmum power for the F test in the analysis of data for Y»S; In
the case of Y3S; mverse hyperbolic sine squareroot transformation maximsed the

power of F test at the expense of instabihty of variance But the new transformation

gave relatively high F; values than with other sets of data

427 Rank analysts of vanance

The analytical results obtamed from various sets of data after applying the
two rank transformations are presented n Table 427 along with those of the
loganthmically transformed data and untransformed data Though the rank
transformation failed to show a consistent performance they were useful in enhancing
the power of the F test atleast i a few cases When the performance of the two rank
transformations RT 1 and RT 2 were compared no consistent superionty was noticed
for one method over the other However rank transformations were m general helpful
for increasing the sensitivity of the F test when compared to that of the untransformed

data

m
428 General comments on the selection of a suitable transformation for 9\pmcal
data

Results of analysis showed that 1t was not posstble to find a umique
transformatton for all sets of data on mnsects or weeds The choice of a transformation
largely depended$ on the nature of the data and the vanabtity of the matenal
Observations on the same nsect or weed showed large amount of vanability at
different time pertods making the distribution ghly eratic However in most cases the

choice lted between squareroot transformation and logarithmic transformation Other
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complicated types of power transformations were rarely required for satisfying the
requirements of the ANOVA For certam types of data especially those on weeds
reciprocal transformation was also found to be suitable Rank transformations were
also useful when there were outhers present in the data When the mean standard
deviation relationship was parabolic the new transformation log(x*+k) was found to be
useful When mean vanance relationshup was quadratic mnverse hyperbolic sine

squareroot transformation was also helpful

The different techmiques used for the selection of an approprate
transformation did not produce confirmatory results Box Cox procedure invanably
showed the utility of logarithmic transformation where as graphical method failed to
show a umque transformation for all types of data In general loganthmic
transformation appeared to be the best choice in the absence of any prior information
about the data If more details on the nature of the data are available a better
transformation can be selected on the basis of a cntical exammation of the relevant

data
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Table 4 1a Fitting of Taylor s power law Estimated values of the parameters a and b

Name of insect
Jassid

Case worm
Gall fly

Stem borer
Leaf folder

BHP

Table 4 1b Correlation coefficient between mean and vanance before and after

loganthmrc transformation

Name of insect Varable Untransformed
correlated data

Jassid Mean and vanance 0 880*
Case worm do 0 822*
Gall fly do 0975*
Stem borer do 0995*
Leaf folder do 0 880*
BPH do 0 858*

* Significant at 5% level

a

0295

10 965

7586

03019

5012

2344

b
2401%
1137*
1776*
2 494%
1 848*

2 154*

Loganithmic
transformed

data

0 648*

0651*

0 815*

0803*

0 876*

0 710*
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Table 4 2 1a Functional values of F Fy Fi Lua'™ and chisquare for different values of

Time
period

20 DAT

30DAT

40 DAT

A F
1 1638
5 1014
0 1429
05 3227*
1 15 199*
1 0936
5 1116
0 2209
05 4 064*
1 5 626*
1 437*
5 11284*
0 30 94*
05 2608

A for gall fly
Fx F

2 56 13 98*
037 15 79*
063 12 86*
379 8 67*
12 95* 4 14*
002 703*
290 9 03*
13 61* 8 68*
26 18* 6 52*
36 55* 4 64*
113 536*
0 917*
9 52% 10 07*
83 99* 3 59%

1 1566 432 99*

157

Lona?

2994
3353
112 66
1821
175
9225
1092
102 152
15 878
41 63
17 506
2589
97 55
13 87

60 73

24
7075
10 874
24 565*
44 756*
6176
7634
19 197*
41 987*
73 030*
7 890
1598
9638
48 242*

103 448*
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Table 4 2 1b Functional values of F; Fy Fy L™ and chisquare for different values of

A for whorl maggot
Time A F Fn F, Lia™ x
peniod
1 1790 211 640* 2558 4 890(NS)_
5 0839 001 5 54* 2237 9 960(NS)
20 DAT 0 3 968* 6 07* 343 8938 29 161*
05 6552 6581* 174 2631 69 955*
1 8476*% 62933 119 72815 125537*
1 0427 005 075 1919 2 465
5 0289 038 084 16 45 3209
30 DAT 0 0724 155 095 112 66 5913
05 0592 531* 106 1246 11631
1 3 146* 1599* 113 3334 21 143*
- B 1 1—273 040 1 5; 17 629 - 3375
5 13872 043 148 16 86 4329
40 DAT 0 2005 058 129 114 47 6 194
05 1877 084 111 3389 8 960
1 3928* 133 095 868 12 598

* Significant at 5% level
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Table 4 2 1c Functional values of F Fy F L and chisquare for different values of
A for stem borer

Time A F Fn F Loz X
pertod
- - 1 3062 1 54~— ;30"‘ ) 1:1—63-——— 5 ;Z;)———
5 1920 017 4 05* 2032 2797
20 DAT 0 0998 030 4 89* 118 044 2014
05 1118 282 3 56* 2102 3844
1 3032*  905*% 9 905* 14 62 8 956
1 1674 4 96* 024 19 157 7177
5 0366 6 06* 0 22 46 6194
40 DAT 0 2064 741% 052 121 61 6708
05 1328 8 71* 298 1795 3844
1 1380 9 33* 976 1053 14 942

*Sigmificant at 5% level



Table 4 2 1d Functional values of F Fy F L™ and chisquare for different values of

A for whorl maggot
Time A F Fn F
peniod
) 1 070 009 -_;5;-—
5 025 073 174
30 DAT 0 1997 217 192
05 070 4 75* 207
1 129 9 02* 218
1 2289 013 099
5 1762 065 100
40 DAT 0 0813 166 103
05 0305 321 106
1 1629 525* 111

* Signuficant at 5% level

L.®

2504
48 31
130 82
2763
2296
26 326
27111
121 61
24 348

3015

2

x

12 161

12 166

12915

14 508

17013*

5836

5453

5890

7142

9172



Table 4 2 1e Effect of loganthmuc transformation of expermental data

5454

Error mean square coefficient of vanation and F ratios before and after applymng the

Details of experiment

SS 20 DAT
SS 30 DAT
SS 40 DAT

WM 20 DAT
WM 30 DAT
WM 40 DAT

DH 30 DAT
DH 40 DAT

WM 30 DAT
WM 40 DAT

Y1 S
YiS:;
Y1S;

Ya2S;
Y282
YaS;

Y3S
Y38,
Y3S;

logarithmic transformation

Untransformed Logarithmucally transformed

EMS CV(%) F; EMS CV%) F
4923 3046 13 98 028 2175 12 86
17978 3351 703 054 2336 8 68
10714 40 04 536 072 3918 10 07
6 565 3432 648 120 45 88 343
9 644 3429 075 029 1817 095
10 632 3101 166 025 15 85 129
10632 3315 330 020 14 81 489
8 664 27 90 496 016 13 03 7 41
6 689 2227 156 009 912 192
6174 28 50 099 016 1375 103
9178 41 87 10 53 015 16 97 20 00
2048 17 85 3997 004 819 62 67
2 606 2632 670 007 10 87 1509
8083 24 57 54 42 018 1621 3220
10 671 2604 1918 023 15 84 2020
4 998 18 99 4330 010 10 26 3566
3185 26 15 17 04 007 11 63 3296
2816 3066 789 013 16 85 10 66
2400 26 30 849 016 1771 731

EMS Error mean square
cv  — coefficient of varation

F; F ratio for treatments



Table 4 2 3a Fitting of Taylor s power law to expenimental data on msect count
estimated values of the parameters a and b

Timeperiod a b
20 DAT 0467 0785
SS 30 DAT 363 0045
40 DAT 1023 0 604
20 DAT 3380 0202
WM 30 DAT 3467 0064
40 DAT 1659 0285
30 DAT 0145 1865
DH
40 DAT 0537 1142
30 DAT 177 83 148
WM

40 DAT 1288 194



Table 4 2 3b Frtting of Taylor s power law to experimental data on weed count
estimated values of the parameters a and b

Senal number a b

of data set
1 0977 1252
2 1 096 0468
3 0794 0698
4 1288 0 831
5 0955 1081
6 1148 0660
7 1023 0 848
8 1047 1063

9 1778 0364
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Table 4 2 4 Functional values of F Fx F Ly, and chisquare for different values of
2 for the data on weed count (whenc 2 8)

Senal No of A F. Fy F Lo x
data set

1 4934 1773  1055* 2409 161 819
(4174) (1775) (1053)

5 5048 793*  1440* 36 56 120 337
(5221) (579) (1637)

1 0 5597 102 2000% 141 54 93350
(5070) (021) (2806)

05 5316* 095  2813* 73 01 75 599
(7036) (015) (5251)

1 5419« 032 3972% 63 93 72396
(7001)  (032) (10251)

1 22126* 100 3997* 5304 101 406
(3060)  (100) (3997)

5 3366* 073 4920% 56 36 76 418
(7702)  (056) (5497)

2 0 345 034  6267* 15261 61 691
(3778) (007) (8330)

05 2141 006 8028* 5984 53717
(2842)  (007) (13351)

1 5899* 001 10193 66 51 55913
(2848)  (045) (21979)

Contd



Continued
SemalNo of A F, Fx Fy L™
data set
1 7011* 011 6 70* 44 95
(6 521) ©11) (670)
5 5047* 066 10 27* 5516
(5372) (©73) (1212)
3 0 4 135* 080 15 09* 142 32
(18810)  (061) (2068)
05 4 579* 068 20 60* 66 74
(4249)  (026) (3146)
1 4 9% 048 2593* 61 14
(43972)  (004) (4414)
1 198 487* 432 54 42 2615
(54 42) 432) (5442
5 5077 220 49 28* 3568
(43 15) (177) (4315
4 0 7 341* 099 32 20* 12761
(22 65) (047) (2265)
(] 9 183* 032 20 22* 3018
(1338)  (010) (1338)
1 10 723* 011 14 23* 2502
(10 06) (002) (1006)

58

66 984

48 709

37322

31319

32182

133 731

101 027

90291

90372

102 045

Contd



Continued
Serial No of A F Fn F;
data set
1 1218 029 1918
(1954)  (029) (1918)
5 6 443* 150 21 44*
(6 476) 207) (2115)
5 0 8 702* 333 2020
(1151)  (468) (1765)
05 6 850* 491* 17 14*
(1513) (498) (1322)
1 0998 580% 14 26*
(0 044) 611) (1034)
1 5298* 657* 43 30*
(3472) (657) (433)
5 2928 193 41 02*
(2848)  (197) (4014)
6 0 2 815 006 35 66*
(2 448) (043) (3144)
05 2 975% 073 29 49%
(4194)  (429) (2195)
1 3267* 319 24 13*
(3 598) (727) (1567

17 07

7 548

3413

3813

13738

31966

3014

71 363

60 865

60 574

67293

81058

40 431

30154

28 057

33 107

45167

Contd



Continued

Senal No of A
data set

05

05

F

3 901*
(3 553)

4014*
(4 124)

2599
(7042)

5 899*
(7592)

1501
(9583)

0501
©0)

0230
(0001)

2508
(401)

3685+
(7 44)

1345
(1 584)

Fy
238
238)

132
(0 09)

062
(003)

009
(109)

020
(2%2)

16 77+
1677)

1134*
(938)

729
(4 63)

4 52%
(208)

275
(085)

F

17 04*
(17 04)

33 92+
(34 24)

32 96*
(40 84)

42 25*
(44 58)

47 96*
(3727)

7 89%
(789)

9 29*
(10 10)

10 66*
(1241)

1191+
(14 62)

13 03*
(16 72)

6l

L™ xX
488475 104252
5959 75 903
168 198 57729
79 06 47133
7274 48735
5125 124 155
58 24 95 284
156 124 77550
66 78 66 517
63 511 66 745

Contd
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Contiued
SeralNo of A F Fx F L x
data set
1 5646 005 849 54 37 59 866
(1041) (005) (849)
5 5411* 002 8 03* 5558 50 488
(5208) (001) (763)
9 0 1023 001 731% 152 08 46 699

(3735) (000) (636)

05 3347 000  652* 5105 46 542
(3752) (000) (520)

1 4321* 000  578* 50 21 51487
(4609) (000) (438)

* Significant at 5% level
Figures 1n parentheses are values when ¢ — 1



Table 4 2 5 Functional values of F; Fy and F n the case of mverse hyperbohc sine

square root transformation

Details of experiment F Fn
Y2S: 30 63* 090
Y-S 18 46* 410
(34 63) (0 04)
YsS: 33 00* 1828
(13 55) (5 58)
DH 30 DAT 4 16* 008
(421) (0 05)
*Significant at 5% level

F
7 630*

7 420*
(6 187)

16 472*
(4 883)

0788
(0 489)

Figures m parentheses are values of F Fyand F with the new estimate of k

Table 4 26 Functional values of F, Fy and F; for log(x’+k) transformation

Details of expeniment Fy Fn
Y25, 59 17* 265
Y.S: 18 63* 407
Y3S, 12 83* 1533

DH 30 DAT 4 45* 00001

*Significant at 5% level

F

10 058*
0023
000002

03431



Table 4 2 6a Functional values of F Fy F, for some selected transformation

Details of  Type of transformation
experiment

Loganithmic
Square root
Y:S: Inverse hyperbolc sine
squareroot
log(x*+k)

Loganithmic
Squareroot
Y.S: Inverse hyperbolic sine
squareroot
log(x+k)

Logarithmic
Squareroot
YsS; Inverse hyperbolic sine
squareroot
log(x*+k)

Loganthmic
Squareroot
DH30DAT Inverse hyperbohc sine
squareroot
log(x*+k)

*Significant at 5% level

F

7341*
5077*
7 630*

10 058*
8 701*
6 443*
7 420%
0023
2508

0230
16 472*

000002

0998
1920
0788

03431

Fy

099
220
090

265
333
150
410
407
729*
1134*
18 238*
1532*
030
017
008

00001

F

3220*
49 28*
30 63*

59 17+
20 20*
21 44*
18 46*
18 63+
10 66*
929
33 00*
12 83*
480*
405*
416*

4 45%

%3



Table 4 2 7 Companson of analytical results (Ft values) of two rank transformattons (RT 1 and RT 2) with logarithmic
transformation and no transformation

Details of experiment

Type of transformatton
Untransformed data
RT 1

RT 2

log(x+2 8)

Y8,

10 55
3672
79175

2000

Yi1S,

3997
5121
2583

62 67

Y S

670
1709
11544

1509

Y2S,

54 42
15 66
16 11

3220

Y232

1918
1217
883

2020

Y2Ss

433
26 68
3286

3566

Y35,

17 04
28 39
3361

3296

Y3S:

789
3226
2478

10 66

Y;S;

8 49
611
710

731

7



Functional Values

Fig 1 Graphical representation of Fr, Ft Fn and Lmax
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Functional values

Fig 2 Graphical representation of Fr, Ft, Fn and Lmax
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Funct onal values

Fig 3 Graphical representation of Fr, Ft, Fn and Lmax
for varying values of lamda for SS 40 paT
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Fig 4 Graphical representation fo Fr, Ft Fn and Lmax
for varying values f lamda for WM 20 pat
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Fig 5 Graphical representation of Fr Ft,Fn and Lmax
for varying values of lamda for WM 30 paT
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Functional values

Fig 6 Graphical representation of Fr Ft Fn and Lmax
for varying values of lamda for WM 40 paT
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Functional Values

Fig 7 Graphical representation of Fr Ft, Fn and Lmax
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Funct onal values

Fig 8 Graphical representation of Fr Ft Fn and Lmax
for varying values of lamda for DH 40 pAT
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Funct onal values

Fig @ Graphical representation of Fr Ft Fn and Lmax
for varying values of lamda for WM 30 DAT
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Functional values

Fig 10 Graphical representation of Fr Ft Fn and Lmax
for varying values of lamda for WM 40 DaT
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Fig 11 Graphical representation of Fr Ft Fn and Lmax for vary ng values of lamda
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Fig 12 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set2
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F g 18 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set3
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Fig 14 Graphical representat on of Fr Ft Fn and Lmax for vary ng values of Lamda
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Fig 16 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set5

140

Functional values

Lamda

~—Fr +Fn ¥ Ft ®Lmax




Fig 16 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set 8
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Fig 17 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set 7
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F g 18 Graphical representation of Fr Ft Fn and Lmax for vary ng values of Lamda
for data set 8
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Fig 19 Graphical representation of Fr Ft Fn and Lmax for varying values of Lam
for data set 9
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Monthiy Varniance

Fig 20 Relationship between mean and variance of the monthly
distribution of counts of Jassid
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Fig 21 Relationship between mean and veriance of the monthly
distribution of counts of case worm
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Monthly Vanance

Fig 22 Relationship between mean and variance of the monthly
distribution of counts of gall fly
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Monthly Variance

Fig 23 Relationship between mean and vanance of the monthly
distnbution of counts of leaf folder
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F g 24 Relat onsh p between mean and variance cf the monthly distribut on of
counts of stem borer
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MONTHLY VARIANCE

Fig 25 Relationship between mean and vanance of the
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5 SUMMARY

Transformation of data from designed experiments 1s an old and valuable
tool 1n developing parsimonious representation and imterpretation of data Statisticians
would like to transform data if such was necessary to obtain a more nearly additive
normal model for performing standard statistical analysis However since several types
of transformations are available to the same set of data 1t would be always desirable to
know possibly the best transformation for a given set of data A study was therefore
undertaken to examine the applicability of the various commonly used transformation
techmques on the analysis of enumerative data with a view to select suitable
transformations for designed expeniments so as to cope with the underlying
assumptions of analysis of variance The possibility of evolving new transformations for

the analysis of data coming from certain specific environment was also explored

Data for the present study were collected from the available records of
Regional Agricultural Research Station, Pattambi and All India Co ordinated Research
Project (AICRP) on Weed Control Vellanikkara Two types of data were utilised

1) Data from pest surveillance study on paddy

2) Data from plant protection and weed control experiments

Due to the imitations of time and resources the present study was restricted
to the analysis of transformations only on the dependent vanable Compansons of
transformations were attempted either on the basis of a single criterion viz  Barttett s
Chi square test Tukey s test of non additivity Levene s restdual F test and Taylor s
power law or on the basis of several cnteria simultaneously In the multiple criterion
approach hkelihood method of Box and Cox (1964) and graphical method of Draper
and Hunter (1969) were used



66

o

As the time senes data on pest surveillance studies did not come under the
purview of analysis of vanance the nature of the relationship between mean and
vanance of each set of sample data was examned cntically before proceeding to find a
suttable transformation For all sets of data, mean and variance were highly correlated
indicating the need for transformating the data for restoring homoscedasticity Taylor s
power law was fitted to the data on various types of nsects and the coefficient of
heterogeneity (b) was estinated It was found that for all major spectes of mnsects of
paddy except caseworm b values were close to ##3 which mdicated the utihty of
loganithmc transformation for making the group mean independent of group variance
Thus the study highlighted the use of loganthmic transformation in the analysis of data

on counts of msects such as jassid gall fly stemborer BPH and leaf folder

In the search for a suitable transformation for expenimental data on counts of
msects and weeds on designed experiments three methods were mainly employed They
mcluded the hkehhood method of Box and Cox (1964) graphical method of Draper
and Hunter (1969) and the method based on Taylor s power law Of these three
methods only the Box Cox approach produced consistent results with all sets of data
The graphucal plot of the log likehhood function corresponding to varying values of A
the explonent of the power transformation showed that for all sets of data the function
had a maximum value around zero which indicated the possible use of a loganthmic
transformation 1n producing a simple normal hinear model Thus Box Cox approach
undoubtedly emphasised the utility of the logarithmec transformation n analysing data

on msects and weed counts

Graphical method of Draper and Hunter (1969) which utilised the plot of
functions like Fy (F ratio for treatment Vs error) Fy (F ratio for non additivity) and Fr

(F ratio for residual for testing homoscendasticity) failed to indicate a umque

transformation for all sets of data Though an 1deal transformation would mimnimise Fy
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and F; and maximuse Fy no single transformation could satisfy all these requirements
simultaneously However 1n most cases the choice lhed between squareroot
transformation and loganthmuc transformation with a shght supenonty for squareroot
transformatton over the others In the case of data on silver shoot (SS) produced by
gall fly graphical approach of Draper and Hunter recommended squareroot
transformation 1n place of loganithmuc transformation As far as data on whorl maggot
was concerned no sigle transformation was found to be decisively effective At the
same time weed count data showed better response to reciprocal transformation in
companson with loganthmic and squareroot transformation Thus no hard and fast rule
could be laid down with regard to the choice of a proper trasnformation as 1t was

ighly dependent on the nature of the data and extent of vanability

Taylor s power law applied to the same set of data revealed the necessity of
using different transformations for different sets of data In the analysis of data on weed
count squareroot transformation produced better results than other transformations In
the case of data on silver shoot produced by gall fly squareroot transformation was the

better choice

As the data on weed count consisted of several zero values and abnormal
observations the possibility of incorporating an additive constant m the linear model
was examuned For all sets of data, the additive constant esttmated from the residual
values as per the method proposed by Berry (1987) was found to be approximately 2 8
The analysis of transformed data after incorporating the additive constant ¢ — 2 8 to
each observation showed shightly better results with most of the sets of data than that

witheo—1

The applicability of the inverse hyperbolic sine squareroot transformation

1
x*=k” Sinh' vkx where x 1s an observation and k a constant was also exammed on
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sets of data for which standard dewiation seemed to vary with mean An alternative

esttmate of k given by
Tu¥s® T}
kK —
Tt

was denved by the principle of least squares The relative advantage of the new
estimate over the earlier estimate was assessed on the basis of empirical data The new

estimate of k gave better results than the earlier estimate proposed by Beal (1942)

Assuming an approximate parabolic function relationshup between mean and

standard deviation 1n the form

k
G — ut+ (o standard deviation p — mean) a new transformation

m

log (x* + k) where x 1s an observation k a parametnic value was denved An estimate
of k was also obtained as

Zo/fu n

 (1/u?)

when the new transformation was applied to the analysis of sets of data showing large
amount of disproportionate vanability the results were encouraging It was empricially
found that the new transformation was more 1deal than the mverse hyperbolic sine

squareroot transformation

Rank transformations were mn general helpful for increasing the sensitivity of
F test when compared to that of the untransformed data When the performance of the
two rank transformations RT 1 and RT 2 were compared no consistent supertority was

noticed for one transformation over the other
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ABSTRACT

A study was undertaken to emptrically exammne the suttability of the vanous
commonly used transformation techmques on the analysis enumerative data relating to
agricultural expeniments or surveys The possibility of evolving better transformations

for the analysts of data pertaining to certain specific environments was also explored

Data for the study were gathered from the available records of the project on
pest surveillance survey on paddy those on the project on early stage pest control on
paddy of Regional Agnicultural Research Station, Pattamb: and those of the post
emergence herbicidal evaluation tnal for the control of Penmisetum pedicellatum of the
All India Co ordmated Research Project on Weed Control College of Horticulture
Vellanikkara

Comparisons among the various commonly used transformations were made
etther on the basis of a single cnterion viz  Bartlett s chi square test Tukey s test of
non additivity Levene s residual F test or Taylor s power low or on the basis of
multiple cnitenia viz hkelihood method of Box and Cox (1964) or the graphical
method of Draper and Hunter (1969)

The results of the analysis of the data relating to pest surveillance study on
paddy showed that loganthmic transformation was the most desirable m the analysis of
data on the counts of all the major types of mnsects on rice (stem borer jassid gall fly
leaf folder BPH) the only exception bemg case worm for which a squareroot
transformation was indicated Box Cox approach undoubtedly emphasised the utility of
the loganthmic transformation in analysing data on counts of nsects and weeds The
graphical plot of the log likelihood function against the exponent of the power

transform had a maximum value around zero for all sets of data idicating the



superionty of the loganithmic transformation over the others The graphical method of
Draper and Hunter falled to suggest a umque transformation for all sets of data
However 1 most cases the choice lied between squareroot and loganthmic

transformations with a shght supenonty for the squareroot transformation

As per the method suggested by Berry (1987) a surtable location parameter
C was estimated for the analysts of sets of data mvolving extreme observations
mncluding zero values The estimated value of the additive constant was found to be
approximately 2 8 for all the different sets of data The analysis of transformated data
after incorporating the estimated value of the additive constant to each observation
showed slightly better results than the ordinary analysis after incorporating the additive

constant one to each datum

An alternative estimate of the parametric constant n the mverse hyperbolic
sine squareroot transformation was developed and the resultant estimate produced

better results than those by the estimate proposed by Beal (1942)

Assuming a non linear relationship between mean (i) and standard deviation
(o) a new transformation x log(x*+k) where x — ongmal observaton k a
parametric constant to be estimated from the data, was dertved theoretically The best
A

estimate (k) of the parameter k was derived to be

A YXo/g n
k where n 1s the number of observations

()

Ths transformatton 1s expected to be useful in the analysis of data when the mean
standard dewiation relationstup 1s approximately parabolic In general the new

transformatton was found to be shghtly better than the inverse hyperbolic smne



squareroot transformation 1n the analysis of data with disproportionate amount of

vanability

Rank transformations were also found to be helpful in the analysis of data

when there are model wiolations and were n general helpful for increasng the

sensttivity of the F test
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