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INTRODUCTION

Research workers who are content to learn the recipes for carrying out an 

analysis o f variance without attempting to grasp the underlying principles may be 

headed for senous trouble Certain assumption about the data are made while 

performing the analysis of variance If the data donot conform to these assumptions the 

conclusions drawn from such an analysis are not justifiable

The major assumptions on which analysis of variance is based are that the 

observations are independently and normally distributed with constant variance and 

expectations specified by a model linear in a set of parameters The cases of violations 

from the model assumptions are successfully handled either by applying appropriate 

non parametric techniques or by suitable data transformations Non parametric 

methods donot require stringent assumptions for their validity The price they have to 

pay for this advantage is loss m efficiency

Data transformations are often preferred by researchers to non parametric 

methods as they are more powerful and flexible In simple terms a transformation 

consists o f a change of scale o f the original variable in such a way as to enable the data 

to fulfill the basic requirements of the general linear model It is a powerful tool m 

developing parsimonious representations and interpretations of data The obvious 

situation for a transformation occurs when the dependent variable is not linearly related 

to the independent variable For instance treatment and environmental effects may be 

multiplicative Then a logarithmic transformation restores additivity Linearisation of 

the functional form is ofcourse not the only reason for using a transformation since 

the introduction of a transformation also may be necessary or desirable to normalise the 

error distribution or to achieve greater constancy of variance Another reason for 

transforming data is to make analysis simpler and logically sound than would otherwise
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be possible For example original data may require the use of a second order regression 

model while after transformation a first order model may be found to be perfectly 

adequate However as a number of workers have pointed out the various reasons for 

introducing a transformation are seldom at cross purposes and a transformation that 

rectify one anomaly may serve well to reduce the strain on the other assumptions made 

m analysing the data It was also noted that in many cases several assumptions fail 

simultaneously Thus m non normal distributions there is usually a correlation between 

mean and variance so that failure of the normalising assumption is likely to be 

accompanied by a failure of the homoscedasticity assumption

Most o f the earlier works on the inadequacy o f the general linear model have 

been concentrated with a single aspect namely non normality and the validity of statisti 

cal tests of significance Fortunately consensus from many past investigations is that no 

serious error is introduced by non normality in the validity of test of significance m 

analysis of variance The problem of mutually correlated errors is largely taken care of 

by randomisation whatever may be the nature o f the correlation system Lack of 

additivity results in loss of efficiency and the problem therefore lies m finding a metric 

m which the effects are additive

Instability of variance is considered to be the most serious of the model 

violations Heterogeneity of error may affect certain treatments or certain part of the 

data to an unpredictable extent It may cause loss of efficiency and loss of sensitivity in 

tests o f significance There is no theoretical difficulty in extending the ordinary analysis 

of variance in such a way as to account for the variations m error structure The usual 

analysis has to be replaced by a weighted analysis m which each observation is 

weighted in proportion to the inverse of its error variance However such a procedure 

requires information on the relative variance of different observations and this is seldom 

available m practice It is also useful to subdivide the error variance into homogeneous
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components before applying any statistical tests o f significance Unfortunatly this is not 

a general rule and in complex analyses such a procedure is not at all practiable Thus 

the only effective approach is to evolve suitable transformations to stabilise the error 

variance as closely as possible

In addition to this there is a common type o f heterogeneity that is more 

regular In this type which usually arises with non normality variance of a set of 

observations changes with mean value irrespective of the treatment or block 

concerned In such a situation a change of scale is the only option for the stabilisation 

o f variance

The selection of a scale of measurement will depend upon

1) the nature of the data 

and

2) the type o f statistical procedure to be used

The above two conditions are not incompatible since the scale of 

measurement may be purely arbitrary for certain data

A transformation of x to some function f(x) should be made considering the 

two conditions set out above If the principles o f (i) are not violated and if the purpose 

for which the transformation is made is realized the new function should not cause any 

confusion

Bartlett (1947) lists the following requirements for an ideal transformation

1) The variance o f the transformed vanate should be unaffected by changes m the 

mean
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2) The transformed vanate should be normally distributed

3) The transformed scale should be one for which an arithmetic average from the

sample is an efficient estimate of the true mean

4) The transformed scale should be one for which real effects are linear and additive

The above conditions are related to some extent since conditions (1) (2) 

and (4) usually imply (3) However a trasnformation selected to satisfy (1) may not 

satisfy the remaining conditions and transformations satisfying (2) may not fulfill 

requirement (1) The nature of the data and type of statistical analysis used govern the 

importance of the above requirements

Since a variety of transformations is available for the analysis of the same set 

of data, it is necessary to evaluate the relative performance of the selected

transformation based on one or more selected criteria Although we may restrict

ourselves to relatively common transformations the choice o f a transformation by pure 

tnal and error procedure is both costly and time consuming The difficulty is com 

pounded by the location parameter of the transformation It is not unusual to find that 

log x provides no accuracy whatever but log (x+c) works quite well for the proper 

selection of c Further the type of a transformation is also dictated by the nature of the 

data In the case o f frequency counts square root transformation or logarithmic 

transformation are commonly used But for other types of data they neednot be 

efficient It is also possible to restrict transformations solely on the dependent variable 

rather than transforming all of the variables of the linear model The present study 

based on enumerative data is restricted to the case of transformations on the dependent 

variable alone

The suitability of a transformation can be assessed either in terms of a single 

criterion viz stabilisation of variance or in terms of several criteria In the single
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criterion approach it is assumed that the transformation satisfying the relevant condition 

also satisfies the other requirements o f ANOVA

In the case of variance stabilising transformations the usual method is to 

determine empirically or theoretically a relation between variance and mean and then 

use this relation to develop an appropriate transformation An adequate empirical 

relationship may often be found by plotting log of the within cell variance against log of 

the cell mean Another method is to choose a transformation within a restricted family 

to minimise some measure of heterogeneity o f variance such as Bartlett s criteria or F 

max test Levene (1960) has suggested a test o f equality o f variance based on analysis 

o f residual which is preferable to Bartlett s test as it is more robust Minimisation of the 

F ratio o f the residual ANOVA of the test provides a better alternative for choosing the 

best transformation Similarly the possible choice of a transformation restoring 

additivity is achieved by the minimisation of the F value for one degree of freedom for 

non additivity (Tukey 1949) or by the maximisation of the F ratio for interaction 

versus error or by maximisation of F ratio for treatment versus error (Tukey 1950) No 

constructive method o f evolving transformations to produce normality is available in 

the literature However a transformation which stabilizes variance is expected to make 

the distribution of errors approximately normal

Although the suitability of a chosen transformation depends upon the actual 

distribution the usual practice is to compare only the mean and variance and choose 

the proper transformation because the testing o f goodness o f fit o f a theoretical 

distribution is rather inconvenient or seems to be impossible due to non availability of 

sufficient number o f cases If  the sample variance tends to change with sample mean a 

number o f approaches are available If  the functional form of the relationship between 

variance and mean is known the type of transformation that stabilizes variance can be 

derived mathematically provided the expression is integrable Thus if the sample
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variance tends to be proportional to sample mean a square root transformation is 

indicated Similarly a quadratic relationship between variance and mean reveals the 

utility o f the inverse hyperbolic sine square root transformation However the 

possibility o f developing efficient transformations for the analysis o f data exhibiting 

intricate non linear relations between mean and variance are yet to be explored

A simple procedure to test the hypothesis o f variance mean relationship on 

the data and to choose a correct power transformation is by using Taylors power law 

(Taylor 1960) The law states that for most field distribution o f organisms the 

variance mean relationship is o f the form c 2 -  a(.tb where a 2 is the variance is the 

mean and a and b are two constants to be estimated The choice o f a suitable 

transformation depend upon the estimated value o f b Thus if b is 1 a squareroot 

transformation is indicated

Modem computers are extremely fast and can provide graphical output 

Hence instead o f handling the problem of scale conversion in terms o f a single 

numerical criterion say stablisation o f variance it will be better to consider several 

criteria simultaneously The restrictions then can often be easily understood by the 

experimenter and compromise decisions could be made With this object in mind 

Draper and Hunter (1989) have suggested a simple comprehensive method o f selecting 

suitable transformations from plot o f functions which occur naturally in the usual 

analysis However when several such plots are made they may not all indicate the same 

transformation and thus different experimenters amve at different conclusions

It is always desirable to have a simple criterion o f transformation which in 

itself cames all the major requirements o f ANOVA Box and Cox (1964) considered 

the choice o f a transformation among a parametric family o f data transformations to 

yield a simple normal linear model To test the hypothesis about the parameters o f the
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transformation they used the asymptotic distribution o f likelihood ratio The 

transformations studied m greater detail by Box and Cox are the family o f modified 

power transformations given by

c t  i
( X * 0 )

yw  -  j  x

(_ log y (X -  0)

where y(x> is a nxl vector o f transformed observation and the additive errors are 

independently and normally distributed with constant variance oy2 The method consists 

m repeated computation using a number o f trial values for X The best transformation is 

selected by a plot o f X against the curve of maximised likelihood

Certain problems are encountered m transforming enumerative data 

including zero values or in the case o f data showing both positive and negative values 

A usual practice is to add a constant c to each datum before applying the relevant 

transformation Box and Cox (1964) have suggested a method o f selecting c based on 

the likelihood ratio criterion But the validity o f the approach has been questioned by 

several workers especially when there are several outliers

A better procedure o f selecting c is based on the analysis o f residuals Berry 

(1987) has suggested an ingenious method for the choice o f c which has certain distinct 

advantages over others An obvious alternative is to use rank ANOVA which combines 

m itself both parametric and non parametric procedures It would be also helpful to 

evaluate the relative efficiency o f rank ANOVA over ordinary ANOVA and 

transformed ANOVA with a proper choice o f the additive constant
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Among the different types o f data encountered m agncultural field 

experiments those on counts of insects and weeds invanably exhibit large amount of 

vanation It is well known that the vanance of number o f insects/weeds on sub areas is 

related to the mean number o f insects/weeds per sub area Several workers have shown 

that the number of insects/weeds found per plot vanes m such a way that one can not 

stnctly subject the results for the analysis of vanance and it is proposed to find how the 

data may be transformed so that analysis of vanance become applicable

Considenng all the above aspects the main objectives o f the study are

1) examine the applicability of the vanous commonly used transformation 

techniques to the analysis of data on counts of insects and weeds

2) To make empincal compansons among the vanous commonly used 

transformations with a view to select suitable transformations for the analysis of 

frequency data on vanous types of insects and weeds

3) To explore the possibility of developing new transformations for data analysis 

when the commonly used transformations fail to yield encouraging results

4) To find the applicability of simple ordinal procedures in the analysis of 

enumerative data and to assess their relative efficiency over the usual parametnc 

procedures

1



TQeview on JLitet&tute.



2 REVIEW OF LITERATURE

Transformation of data is an important aspect of statistical analysis Several 

studies both theoretical and applied have been undertaken on this subject A brief 

review of the work done on transformations of data is presented below under two 

major heads

1) General and theoretical studies on transformation of data and related aspects

2) Specific empirical studies on transformations of counts of insects and weeds

2 1 General and theoretical studies on transformation of data and related
aspects

Bartlett(1936) suggested square root transformation for a poisson variate 

because the vanance o f the transformed vanable was found to be asymptotically 

constant at least for value m > c0 where m is the mean of the poisson vanate

Wilcoxon (1946) has presented a non parametnc test for a two or more way 

classification involving ranks o f treatments in one of the classifications The 

computational procedure was simple and normality assumption was not required

Bartlett (1947) showed how empmcally by the use of transformations some 

o f the consequences o f violations o f assumptions could be avoided and valid 

conclusions reached by analysis of vanance when data in the onginal form were 

essentially interactable by analysis o f vanance

Cochran (1947) discussed about the consequence to be expected when some 

of the assumptions of ANOVA were not satisfied According to him the assumption 

underlying analysis of vanance are

1 9



(1) treatment effects and environmental effects must be additive

(2) the experimental error should be independently and normally distributed

(3) the experimental error should have a constant vanance

He opined that no senous error would be introduced by non normality m 

tests o f significance But it would cause a loss o f efficiency in the estimation of 

treatment effects

Tukey (1949) presented a method for isolating a single degree of freedom 

associate with non additivity in a two way classification This degree of freedom was 

isolated from error degree of freedom and the residual was compared with error mean 

square m order to test the hypothesis of additivity o f the data According to him non 

additivity would anse either due to the presence of row column mteraction or due to 

the presence of one or more discnpant observations When there was no adequate 

reason for discnpancy he suggested transformation to data before proceeding to further 

analysis

Box (1953) showed that Bartlett s test for homogeneity of vanance was 

almost as sensitive for testing non normality as for testing heterogeneity of vanance 

Thus according to him the onginal data should be normally distnbuted or nearly so 

before computing sample vanance

Tukey (1957) has shown that the entire problem of transformations could be 

reduced to one of the non linear curve fitting He proved that the entire family of 

transformations could be defined in terms of two or more parameters According to 

him a simple family o f transformation could be expressed as T(x) -  (c+x)1 where P is 

a real number and c is a constant such that c+x is greater than zero He studied the 

distnbutional properties of the family and constructed a graph of c and P so that trial 

values could be represented in a reasonable fashion
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Dolbi (1963) found that the simple family o f transformations (Tukey 1957) 

could be characterised by a set o f solutions to a third order differential equation From 

this a differential equation was derived which was used to estimate the parameter P

The work o f Box and Cox (1964) is considered to be the greatest 

contribution towards the study o f transformations o f data These authors systematised 

the search for the best transformation They analysed the use o f a parametric family of 

data transformations for obtaining a simple normal linear model Inferences about the 

transformations and about the parameters o f the linear model were drawn from the 

likelihood function and the relevant posterior distribution The contributions of 

normality homoscedasticity and additivity to the transformations were seperated

Kruskal (1965) considered the family of all monotonic transformations 

z -  f(y) and determined the best from the set by optimising a squared residual criterion 

of fit to the assumed linear model

Fraser (1967) proposed a comprehensive statistical model as a revision of 

the structural model He derived a different likelihood function which yielded quite 

different linear inferences from those o f Box and Cox (1964) m extreme cases when the 

number o f parameters was almost close to the number o f observations

Draper and Hunter (1969) re examined some of the published examples on 

transformation as a part o f their attempt in evaluating the Box Cox approach They 

illustrated how the selection o f a transformation could be aided by plots o f functions 

which occured naturally in the usual analysis o f vanance They opined that methods 

that provide a single cntenon for considenng several aspects o f data violation, while 

theoretically appealing might not be appropnate on actual expenmental situation
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Andrews (1971) proposed an exact test for the value of the parameter in the 

Box and Cox parametric family of transformations Confidence sets were derived from 

this test and used to predict the sharpness of the inference

According to Atkinson (1973) Andrew s exact test for the value of the 

parameters in the Box and Cox parametric family o f transformations when compared 

with two tests derived from the likelihood function, the two tests are shown to be 

uniformly more powerful than the exact test

Manly (1976) suggested an exponential transformation as a viable alternative 

to the Box and Cox (1964) one parameter family of transformations The new 

transformation had an added advantage of allowing both negative and positive data 

values Transformations proposed by him are defined by

e ^  1
y = and where y is a constant and x is the variable

y

In practise y can be chosen either by setting the R H S of

dL 1
£x £ (y  n )  {x (yy + 1) y}

dy ya2

to zero or by plotting log (m2) against x and determining y graphically where m2 is the 

residual vanance for treatment combination

Carroll (1980) proposed a competitor to the likelihood and significance 

methods for power transformations to achieve approximate normality m a linear model 

The new method was shown m theory and a Monte Carlo expenment was designed to 

produce more robust inference than the likelihood method of Box and Cox
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Komshi (1981) descnbed a general procedure for finding normalising 

transformations to vanous statistics in multivanate analysis It was shown that Fisher s 

z transformation for a sample correlation coefficient in a normal sample and Wilson and 

Hilferty s approximation for a chi squared vanate could be denved by the same line of 

approach

Berry (1987) developed a method for choosing an additive constant c when 

transforming data x to y log (x+c) The method preserved type 1 error and power m 

ANOVA under the assumption that x+c for some c was log normally distnbuted The 

method had distinct advantages over other transformations and was similar to rank 

transformations as it was easy to use and moderately robust The method preserved 

significance levels and was quite powerful

2 2 Specific empirical studies on transformations of data on counts of
insects or weeds

Beal (1942) from the experimental results of seven field experiments for the 

control o f insects found out that by the transformation x1 _  k /  Sinh1 ^/kx where k is a 

constant and x an observation the data could be put in a form for which standard 

deviation approached a constant independent of the mean value The results of analysis 

of transformed data were markedly different from those obtained from the 

untransformed data

Anscomb (1948) showed that for data based on negative binomial 

distribution the mverse hyperbolic sine square root transformation was the most ideal

Taylor (1961) found that for most distribution of organism the vanance 

mean relationship was of the form a 2 apb were a 2 is the vanance ji is the mean and a 

and b are two constants to be estimated If b^O the non zero b indicates the
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appropriate transformation to be used for the data If  b~2 a logarithmic transformation 

is indicated

Taylor (1970) and Hayman and Lowe (1961) suggested logarithmic 

transformation for certain species o f aphid on the basis o f mean vanance relationship 

They prefered log (x+1) transformation over log x due to the presence o f zero counts

Williams and Stephenson (1973) found a cube root transformation z x1/3 to 

be the most useful in analysing data on counts o f manne organisms

By following the Tukey s test o f additivity Patil and Patil (1983) adopted 

Vx+1 and log(x+2) transformations to the data on weed count and weed dry weight 

respectively

According to Misra et al (1984) the data on the number o f plants damaged 

by cut worms could be effectively analysed by using square root (Vx+1) transformation

Sharma et al (1985) applied Vn+1 transformation in case o f the infestation 

o f boll worms and the transformed data were subjected to analysis o f vanance

Huckaba et al (1988) used (x+0 5)° 5 transformation before analysis o f data 

on adult and larval soybean thnps

Kishorekumar and Agarwal (1990) transformed the data on counts o f Jassid 

nymphs to squareroot Vx+0 5 before analysis

Zaman (1990) converted data obtained in numbers (density length weight) 

into log x/log (x+1 5) for analysis o f vanance
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Observations on the population count of thnps were transformed to 

logarithmic scale by Bagle (1993) before subjecting to statistical significance tests

From the analysis of data generated from two experiments on mustard crop 

Singh and Rai (1993) found that counts of aphids followed the log normal distribution 

and a logarithmic transformation of the counts normalised the data except in those 

cases where the variability was small and a large number of zero counts were observed 

They used Kolmogorov Smirnov test to test the goodness of fit of the theoretical 

distribution They reported that log(x+l) transformation was the most appropriate 

transformation for counts of mustard aphid

Pushpalatha and Veeresh (1995) applied seven transformations viz Vx+1 

log(x+l) log(x+k) log(x+k/2) log(x+2)and 

Sinh1 for the analysis of data on population count
cui

of opisina arenosella They attempted an empencal comparison between the different 

transformations with regard to their relative efficiency m equalising the vanance 

According to them the inverse hyperbolic sine squareroot transformation 

Srnh1 ^-Lx (a  (3 are constants to be estimated) was the most effective m stabilising
a-l

vanability



3 MATERIALS AND METHODS

A brief account of the materials and methods used m the present study is 

given below under the following major heads

1 Method of collecting data

2 Methods of analysis of data

3 1 Method of collecting data

Data of two different types were utilised for the present study

1) Secondary data from the pest surveillance project on  padd<-j

2) Experimental data from the vanous plant protection and weed control tnals

Data from pest surveillance studies consisted of observations on daily light 

trap catches of six different species of insects viz stem borer jassid gall fly leaf folder 

BPH and case worm gathered from the Regional Agncultural Research Station 

Pattambi Altogether data were available for a penod of 22 years from 1970 to 1991 

For simplicity and ease of analysis observations recorded on the 15th day of each 

month o f the year alone were utilised in the present study for analysis and 

interpretation

The expenmental data for the study were gathered from the available records 

of Regional Agncultural Research Station, Pattambi and the All India Co ordinated 

Research Project on Weed Control (AICRP) Vellamkkara As a whole three sets of 

data at different time penod 20 days after transplanting (DAT) 30 DAT and 40 DAT 

relating to three different insects gall fly whorl maggot stem borer were available 

Observations were recorded from each plot on the number of silver shoot (SS) number

iA6
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of whorl maggot (WM) and number of dead heart (DH) at different time penod 

Counts of number of silver shoot per plot indirectly indicated the severety o f the attack 

o f gall fly while those of dead heart indirectly showed the intensity of infestation of 

stem borer

The relevant details of the data collected on insect counts are as follows

Name o f expenment Tnal on early stage pest control

Penod o f observation

Design

Vanety

Season

No of replication 

No of treatments

1989 91

Randomised Block Design (RBD) 

Jaya 

Khanf 

4 

8

Descnption of treatments

Treatment Dose Time and method of application

1 Furadon 3 G 2 kg/ai/hectare of nursery Broadcast 5 days before pulling

2 Ekalux 5 G do do

3 Padan 4 G do do

4 Coroban 20 EC 1 5 kg/ai/hectare of nursery Spray one day before pulling

5 Nuvacron 36 EC do do

6 Coroban 20 EC 0 05% Whole seedling dip for 1 2 mts

7 Coroban 20 EC 0 02% Seedling root dip for 12 hrs

8 Untreated control



Secondary data on weed population were collected from the results o f the 

post emergence herbicidal evaluation trial for Penmsetum pedicellatum  The 

experiment was continued for a period o f three years In each year data on number of 

surviving hills/m2 were gathered from each plot at three time periods immediately after 

spraying the chemicals (or water) The three time periods were spraying at one month 

after sowing two months after sowing and three months after sowing Thus there were 

altogether 9 sets o f data as detailed below

Serial no o f Year Order o f spray Symbol
data set

1 1987 88 1st spray Y Si

2 1987 88 2nd spray Y 1S2

3 1987 88 3rd spray y , s 3

4 1988 89 1st spray Y2Si

5 1988 89 2nd spray y 2s 2

6 1988 89 3rd spray y 2s 3

7 1989 90 1st spray y 3s ,

8 1989 90 2nd spray y 3s 2

9 1989 90 3rd spray y 3s 3

The treatment details and other relevant information o f the weed control tnal 

are given below

Name o f the experiment Evaluation o f post emergence herbicides for controlling

Penmsetum pedicellatum  

Period o f observation 1987 90
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Design RBD

No o f treatments 13

No o f replication 3

Descriptions of treatments

Ti paraquat 0 4 t 7 glyphosate 0 7

t 2 paraquat 0 8 t 8 glyphosate 0 8

t 3 paraquat 1 2 t 9 glyphosate 1 2

t 4 Dalapon 2 T io paraquat + Dimor 0 4+1

t 5 Dalapon 4 Ti paraquat + Dimor 0 4+2

t 6 Dalapon 6 t 2 paraquat + Dimor 0 8+1

T 13 Control (water spray)

3 2 Methods of analysis of data

The vanous statistical methods used in the present study are outlined below 

3 2 1 Empincal compansons among different transformations

Compansons among different transformations were made either based on a 

single cntenon or several catena simultaneously In the former approach the different 

transformations were evaluated for their relative efficiency m maintaining 

homoscedasticity or in restonng additivity Companson of transformations were also 

effected in accordance with the Taylor s power law which invanably indicated the best 

transformation for a given set of data If the relation between vanance and mean was 

parabolic inverse hyperbolic sine squareroot transformation could be considered to be
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a proper choice In the multiple criteria approach the prime objective was to choose a 

transformation that yielded to the maximum extent approximate normality additivity 

and homoscedasticity conditions of the linear model Box and Cox (1964) proposed a 

likelihood function approach for this purpose It would be possible to select the best 

power transformation as per the methods suggested by them

Draper and Hunter (1969) suggested a comprehensive graphical method for 

selectmg the best transformation for a given set o f data considering several single 

aspect criteria simultaneously The method is rather simple and useful to examine the 

adaptability of the likelihood approach

3 2 11 Comparison of transformatiornbased on a single aspect

The two major violations of assumption of analysis of vanance are (1) non 

additivity (2) heteroscedasticity Normality assumption usually goes hand m hand with 

homoscedasticity assumption

A companson of the different transformations on the basis of the above 

cntena could be done in accordance with the relative degree of conformity of the 

transformed data under each scale to the underlying assumptions As far as stabilisation 

o f vanance was concerned the following two single aspect selection cntena were used 

to choose the best transformation (1) Bartlett s %2 test (2) Levene s F test of the 

residual ANOVA

The transformation that gave a minimum value for each of the above cntena 

was considered to be the most ideal

In the case of additivity assumption, Tukey s test of non additivity was used 

as the selection cntenon The method consisted m calculating non additivity sum of
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squares with one degree of freedom and using the F statistic for the diagonostic test 

The best transformation should yield a minimum value for the non additive F 

Another possibility was to use treatment Vs error F statistic as a basis o f comparison 

and choosing the transformation giving the highest value for F

3 2 11a  Bartlett s chi square test

Let K independent samples of residuals e y - Y j  Y (1 -  1 2 k 

j = 1 2 n ) be selected the 1th sample be o f size n + 1 and S 2 be its vanance

(l -  1 2 k) Let o*2 be the population vanance of the ith population To test the null

hypothesis Ho c 2 = a 22 ”  -  Gk we use Bartlett s test based on the cntenon

k n S 2 k
(n loge E E n logeS2)

i=l n i 1

1 k 1 1
1 + I

3(k 1) 1-1 n n

k
n -  £  n 

1-1

The x 2 given in (3 1) is distnbuted as a x2 vanable with k 1 degree o f freedom Let

%2m a ) be the cntical value o f x2 value such that Pr(x2m > X2m a ) ~ where x2m is the x2
2 C 3-0

vanable with m degree of freedom If the calculated % value as given in^=) is greater

than x \  l a we reject the null hypothesis Ho a  2 ~  cr22 “  ak2 in favour of the

alternative hypothesis that not all vanances are equal at a  level of significance

otherwise not



3 2 1 lb  Levene s residual F test

Levene (1960) suggested a test for equality o f variances o f several equalised 

groups o f observations and showed through sampling studies that the test possessed 

almost unbelievable robustness against departures from normality o f the underlying 

distribution o f observations Levene s test is preferable to Bartlett s test which is 

greatly affected by departures from normality (Box, 1953) Levene also mentioned the 

possibility o f using similar analysis o f vanance on the absolute value o f residuals from 

other regressions m order to study the vanance o f the residuals In the present study 

the residuals ey were calculated where e,j Yj Y in case o f no blocking and 

e,j — Y j Yj Y j + Y when there is blocking Y l} s are the observations Y 1 and 

Y j are the treatment mean and block mean and Y is the grand mean

Suppose we have P groups of residuals ey as follows 

Group 1 en  ei2 eu)( average ei V (ei) - a i 2 

Group 2 e2l e22 average e2 V(e2) ~~ a 22

Group p ep ep2 eprjf average ep V (e p ) - a p 2 

Costruct from these observations

Z | e,j e | J - 1 2  n

i = l  2 p

Perform the standard analysis o f vanance on Zj as follows

2&



ANOVA of residuals

Source df SS MS F

Between groups p 1 p Z 2 G2
Si2 F Si2/S2£

i 1 n Xn

Within groups p
X(n 1)
l - l

? * P Z 2
X XZj2 X
i j i - l  n

Total
11

P
Xn 1

If all the treatments are replicated equal number o f times say r n r and Xr -  N ~ rt

If Fr > F [{ (p 1) X (n 1) } (1-a) ] we say that it is significant and there is evidence 

that difference exist between O]2 <5-1 op2 If F is not significant do not reject the

3 2 11c Tukey s test of non additivity

In a two way classification model Tukey s test of non additivity is used to 

decide if row and column effects are additive or not The rationality o f the test can be 

indicated by means of calculus In a two way classification, if effects are exactly 

additive in the scale o f Y we have

null hypothesis o 2 ~ a 22 ~~ - o p 2

Yij Y + (  Y, Y )+  Yj Y )

-  Y [l+{( Y Y ) + ( Y j Y )}/ Y ]

-  Y [1+oq+p j ]
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Now let X , -  Y Jlp then

X -  Y lp [1+ a  + PJ p

After using Taylor s expansion and suitable substitutions it can be shown that the first 

non additive term m the expression would be

(IP)
( X  X ) ( X j X )

X

This indicates that the residual has a linear regression on the vanate

( X, X ) ( X j X )

If X (1 = 1 2 t j - 1 2  r) denotes the observations of the two way

classification this regression coefficient of the residual ( X !  X ) ( Xj X )  can be 

estimated as
■t v
X XXj a, pj

S w a  l i j»i
B -  -  where

D D

D = (2 a 2) (E f t2)
J

According to Snedecor and Cochran (1967) the contribution of non additivity to error 

sum of square with one degree of freedom is given by

•t
(2 w a  )2 

N2 i

D (£<**)(? ft2) 
j
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t  i
(X X XjCtp ,)2 
« J i

( E a 2)(Z f t 2)

This is tested using F test against remainder mean square The relevant analysis of 

vanance table is given below

ANOVA table

Source

Total

A (Blocks)

df 

tr 1 

( t l )

SS 

E X 2 CF 

E A2 CF

MS

B (treatments) (r 1)

Error (r l)(t 1)

lack o f additivity 1

Remainder error (r l)(t 1)

E B 2 CF 

t

Subtract

N2

D

N2
error SS

MSLA MSLA 

MSRE

MSRE
D

3 2 1 Id Taylor s power law

This approach consists in fitting a model to decide whether a transformation 

is necessary and if it is so which transformation is appropnate



binomial distribution b value in Taylor s power law will be close to two If  it is close 

to one the underlying distribution is poisson

3 2 1 le  Inverse hyperbolic sine squareroot transformation

Beal (1942) suggested that if standard deviation varied with mean a

transformation of the form x1 -  k /  Sm h 1 Vkx where k is a constant and x an

observation could be helpful in making standard deviation independent of the mean

This was the case with certain types of data where the vanance mean relationship

would assume a quadratic form In the denvation o f the above transformation Beal

postulates the vanance mean relationship as a 2 -  p + kji2 -»  (31) were a 2 is the

population vanance \i the population mean, k is a constant He assumed the charlier

coefficient o f disturbance for the value of k,

a 2 \i 
k = -> (3  3)

n2

An estimate of k proposed by Beal (1942) is given by 

S S 2 X X

k =
X x2

where X represents the summation over all pairs S2 the sample vanance and x the 

sample mean

The estimate of Beal did not posses and any statistical projestsj apart from its 

intuitive appeal Hence an attempt was made to get an estimate purely based on 

statistical theory For this the familiar least square technique was employed The 

details are as follows
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£ (cj2 |i k n 2) n 2 - 0  

I  ( a V  H3 kn4) -  0 

k £  u4 -  E a V  £ | i 3 

k -  E n2o2 £  n3 

EH4

The transformations were also effected with the new estimate of k and the analysis was 

earned out in the usual way The relative supenonty of the new estimate over the 

earlier one was assessed on the basis o f the empmcal results

3 2 1 I f  Development of a new transformation

In certain types of expenmental data the relationship between mean and 

standard deviation could be expressed in the form of a non linear function given by

k
a  = p + -> (3  4)

Such type of data are frequently encountered in entomological experiments when 

changes in vanance is not directly proportional to the mean value The intrinsic growth 

rate gradually declines as the mean value increases It is possible to denve a suitable 

transformation for such type of data as follows

Following Bartlett (1947) suppose we wnte

ox2- f ( |i ) - > ( 3  5)
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where cx2 is the vanance o f the ongmal scale o f measurements x with mean o f x equal 

to (i Then for any function g(x) we have approximately

- o

For a constant vanance we require ag2 -  c2

If  ag2 is to be a constant c2 say we must have 

cdp
g O O - l  -> (3  7)

K n )] /

From 3 4 and 3 5

x
g (H) =  f  cdn

o n+k/n

x
c l  p d p

b  pz+k

put |i2 +  k -  v when \i -  0 v -  k

2^idji -  dv when \i = x v x + k

pdp = dv 

2



-  log(x2 + k) logk

k can be estimated as follows 

From (3 4) we have

a - j i  + k/pi

Let F -  Z {o2 ji k /( i f

d ¥
=  0 =>

d k

2 2 ( c  (i k/(i)xl/(i 0 

2 (a (i k/(i)xl]i ~  0 

2 a/ji n 2k/ji2 -  0

k “ 2 a/|i n
—>3 8

s o / n 2)
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3 2 12  Comparison of transformation based on several aspects

There are two different procedures for the selection of a suitable 

transformation considering simultaneously the several aspects of violation of 

assumption They are

(1) likelihood method of Box and Cox (1964)

(2) the graphical method proposed by Draper and Hunter (1969)

3 2 1 2a Likelihood method of Box and Cox (1964)

The data for each time penod for each of the insects was analysed seperately 

m the usual way as in a randomised block design The method of analysis has been 

denved from the following model

Y j - j i  + a  + Pj + e,j

where Y j is the o bservation of the 1th treatment (i -  1 2 t) in the j* block 

(j -  1 2 r) a  is the effect due to the ith treatment Pj is the effect due to the jm 

block and e,j is the random error component which is assumed to be independently and 

normally distnbuted with zero mean and constant vanance a 2 The structure of the 

analysis of vanance of Randamised Block Design with t treatments and r replications is 

given below

ANOVA

Source df MS F

Replication r 1 S 2

Treatment t 1 s t2 Ft - S 2/S2

Error (r l)(t 1) s 2

Total rt 1
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The observations Y were transformed using the family of power 

transformations defined by

' Y** 1 X *  0 

Y(X) - <  X -»  (3 9)

log Y X - 0

where (X) is the vector of parameters Since the analysis of vanance is unchanged by a 

linear transformation it is equivalent to

Y^) =

log Y X - 0

0  10)

Data could be transformed using the power transformation descnbed above 

giving trial values for X m the range 1 to +1 at equal intervals of length 0 2 The 

analysis of vanance table could be formed as usal and error mean square estimated

The maximised log likelihood Lmax^ »s given by (Box and Cox 1964)

Lmax^ -  y*n log a 2 (X z) where a 2 (X z) is the residual vanance of the 

normalised transformation z Estimate of a 2 (z X) is given by

a 2 ^  z) = S (X  z)
-> (3 11)

n
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S(A, z) is the residual mean square m the analysis of vanance o f which is 

calculated as

S(X z) -  S (A)
—» (3 12) where

X2 (YX  1 f

Y is the geometnc mean of the observations and n is the total number of observations 

Box and Cox (1964) also proposed an alternative approach to the same problem by 

using the postenor distnbution of the parameter X By maximixing the log of the 

contnbution of the postenor distnbution of X another statistic L b ^  was obtained 

which is given by

Lb(X) = A  V log { S(A z)}
-> (3 13)

V

where V is the degree of freedom for error The two expression differs only on the 

substitution of V for n Therefore both of them yield essentially the same 

transformation m most cases Values of Lmax^ could be determined for varying values 

of X and presented graphically According to Box and Cox (1964) that value of X 

which maximise the log likelihood function of X could be chosen as the exponent o f the 

most suitable power transformation

3 2 1 2b Graphical method o f Draper and Hunter

This method consists m plotting vanous functions indicative of the 

distortions o f the ANOVA which occur naturally m the analysis o f transformed data 

The exponent X o f the power transform was taken on the x axis and the relevant
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statistic employed to check model violations on the Y axis The optimisation point was 

obtained from the graph by inspection

Draper and Hunter (1969) considered a two way classification model with r 

rows c columns and n observation per cell The ANOVA of the two way layout is as 

follows

ANOVA of a two way classification model 

Source df MS F

Row (A) r 1 MSR p MSR

S2

Column (B) c 1 MSC t " M S C

S2

A x B interaction (r l)(c 1) MSI I _ MSI

S2

Error rc(n 1) S2

They proposed a graphical plot of p t and I against varying values of X in search of a 

good transformation

Since some transformations may result in not obtaining transformed 

observations with equal vanance they further suggested that it would be better to 

examine the plot o f a statistic which supplied information on inhomogeneity of the 

transformed observations Accordingly the mean square ratio of the residual ANOVA 

(Fr) proposed by Levene (1950) was also selected for the graphical representation The 

optimisation pomt obtained from the graph would indicate nature of the power 

transformation to be used for the analysis If  the optimal values obtained from the four
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plots actually coincided an unambigous solution to the problem could have been 

reached But this is not the case in practice and different experimenters may amve at 

different conclusion from the same set of plots However compromise decisions could 

be always made and transformations useful for actual experimental situation could be 

identified through a careful scrutiny of the graph and by intuitive argument

In this approach the statistic I showed the effect of nonadditivity in the data 

But it is not possible to estimate such a statistic from single factor experiments 

Therefore in the present study the F ratio for nonadditivity was used as an alternative 

to the I statistic Since all the data gathered m the present study pertained to single 

factor experiments laid out m standard designs the following F ratios were selected for 

a comparative evaluation o f transformations

(1) Fn The F ratio for non additivity

(2) Ft The F ratio for treatment Vs error

(3) F The F ratio for residuals for testing homoscedasticity

These ratios were plotted against varying values of X in the range 1 to +1

The optimum value of A, was located by inspection

3 2 13 Analysis of data in the presence of outliers

The necessary conditions o f ANOVA would be greatly influenced by the 

presence of outliers Transformation of data is also useful to minimise the effect of 

unusual observations Berry (1987) proposed a method o f choosing the additive 

constant He also applied rank transformation before carrying out the parametric 

analysis
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3 2 1 3a Choosing an additive constant

Abnormal observations affect the symmetry and shape of the distnbution In 

such circumstances a proper choice of an additive constant is helpful in restonng 

robustness o f the data A number of alternative ways for choosing C have been 

proposed by vanous workers Box and Cox (1964) proposed the familiar maximised 

likelihood method for estimating C Berry (1987) showed that the estimate so 

obtained was highly biased He proposed a realistic approach in estimating C by making 

the residuals as symmetnc as possible and kurtosis small Skewness and Kurtosis of any 

set of data can be measured in terms of appropnate statistics defined as

g - & / / 1103 -> (3  14) and g2‘ -  (S eiJ4/na4)-3-> (3 15)

where gi and g2' are the measure o f Skewness and Kurtosis respectively and e,j s are

the residual values

If  the assumption of normality is appropnate then the residuals will tend to 

be symmetnc Let us define a new statistic g2 as

g2 “  g22 + 6
P  16)

(d+2)

where d -  (m 1) (n2 1) the error degree of freedom Evidently g2 is also a

measure of Kurtosis Now let go |gi | + |g2 | Then go is a composite measure 

indicating the shape of the distnbution Let Ck denote the value of c that minimises |gk| 

k = 0 1 2 These Ck values will be close to each other and any of them can be selected 

as the additive constant However according to Berry (1987) C0 would be the best 

choice among them
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3 2 1 3b Rank transformation

When extreme observations are present the obvious alternative to parametric 

analysis on transformed data are non parametric analysis Conovar and Iman (1981) 

have suggested a procedure of combining these approaches They applied a rank 

transformation and then earned out parametnc analysis In this study two rank 

transformations were used In the case of the first rank transformation (RT 1) all 

observations in the data set were ordered and ranked as 1 2 before conducting the 

parametnc analysis In the second approach (RT 2) the data were ranked in several 

subsets (blocks) and analysis of vanance was conducted These techniques are 

supposed to be simple powerful and robust and as such provide excellant alternatives 

to transformed ANOVA Moreover they do not require the choice of an unknown 

parameter such as an additive constant The relative efficiency of the rank analysis of 

vanance in companson with the analysis of vanance of transformed data was assessed 

on the basis of the relevant F ratios
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4 RESULTS AND DISCUSSION

The results obtained in the present study are outlined below under two major

heads

(1) Analysis of survey data

(2) Analysis of experimental data

4 1 Analysis of survey dita

The usual analysis o f variance technique is not applicable to the analysis of 

data on count of insects relating to the pest surviellance project An attempt was 

therefore made to express the mean variance relationship for such data in quantitative 

terms and to make use of it for choos ng a suitable power transfor i t on

As a preliminary step a graphical plot of mean variance relationship was 

made by taking the monthly means on the x axis and the corresponding monthly 

variances on the y axis The points plotted on the graph showed a tendency to lie along 

a straight line or a curve of definite shape indicating a strong positive relationship 

between mean and variance (Fig 20 to Fig 25) In most cases the relation was almost 

linear which showed that standard deviation changed in direct proportion w th mean 

value and a logarithmic transformation would be effective m equalis ng the vanab 1 ty

Taylor s power law was fitted to the data and the parameters a and b 

were estimated The results are presented in Table 4 la

The exponent b of the Taylor s power law was found to be statistically 

significant in all the sets of data which showed that monthly variance of insect counts 

was strongly correlated with the monthly abundance of insects Therefore
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transformations could be effective in removing the instability of vanance An 

examination of the value of the heterogeneity co efficient for the different sets of data 

revealed that it vaned from 1 137 in the case o f case worm to 2 49 in the case o f stem 

borer

For all species of insects except caseworm b value was close to 2 which 

indicated the possible use of a loganthmic transformation for restonng constancy of 

vanance In the case of caseworm b value was close to one emphasising the need for 

a squareroot transformation

Correlation coefficient between mean and vanance of monthly data were 

worked out before and after applying the loganthmic transformation The results are 

also given in Table 4 lb It was found that loganthmic transformation caused a marked 

reduction m the value of the correlation coefficient

Measures of skewness and kurtosis viz yi and y2 were also calculated before 

and after applying the relevant transformation The transformed data were found to be 

more nearly in agreement with the symmetry conditions and possessed smaller kurtosis 

than untransformed data Thus it could be concluded that loganthmic transformation 

would be effective in the analysis of data on counts of insects belonging to five major 

species viz jassic gall fly stem borer leaf folder and BPH In the case of case worm 

however a squareroot transformation was found to be the best

Observations on counts o f insects would be supposed to follow the negative 

binomial distnbution and hence loganthmic transformation would be helpful m 

restonng normality However Anscomb (1948) and Beal (1942) have recommended 

the inverse hyperbolic sme squareroot transformation for the analysis of such data But 

the inverse hyperbolic sine squareroot transformation is only a modified version of the 

loganthmic transformation The additional precision to be expected from such a
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transformation would be negligibly small Thus in general loganthmic trasnformation 

could be recommended for the analysis of data on insect counts especially where the 

data showed large amount of variability The results agree with the findings of Singh 

and Rai (1993)

4 2 Analysis of Experimental data

A comparative evaluation of the different power transformations used for the 

analysis of data on the intensity of infestation by the three insects (gall fly whorl 

maggot stem borer) was done by using the Box Cox (1964) approach graphical 

method of Draper and Hunter (1969) and Taylor s power law

Data on weed counts consisted of zero values and several abnormal 

observations Hence certain specialised methods o f data handling had to be employed 

along with the above proceedures These included the choice of an additive constant 

possible use of non parametnc techniques and a search for the applicability of an 

alternative forms of transformation Analysis of vanance of ranked data as suggested by 

Conovar and Iman (1981) combined m itself the advantages ofboth non parametnc and 

parametnc procedures Hence it was felt useful to examine the utility of rank analysis of 

vanance over ordinary analysis of vanance in order to know whether it could serve as a 

viable alternative to the parametnc procedure If  the mean vanance relationship could 

assume an approximate parabolic functional form inverse hyperbolic sine squareroot 

transformation was expected to be useful At the same time an approximate hyperbolic 

relationship indicated the use o f the newly developed transformation log (x2+k)

Thus the details presented in this section are included under eight sub heads

1 Box Cox likelihood approach

2 Graphical method of Draper and Hunter



3 Taylor s power law

4 Choice of an additive constant

5 Inverse hyperbolic sine squareroot transformation

6 log(x2+k) transformation

7 Rank analysis of vanance

8 General comments on the selection of a suitable transformation for empincal data

4 2 1 Box cox likelihood approach

Observations on the intensity of infestation by vanous types of insects (y) 

were transformed into the parametnc family of transformation y(X) the parameter X 

possibly a vector definmmg a particular transformation In the present study X was 

allowed to vary in the range between 1 and +1 at intervals of length 0 2

The ongmal data (X -  1) were analysed as in a randomised block design and 

the error sum of squares were estimated Data were also subjected to analysis of 

vanance after applying the different power transformations (corresponding to varying 

values of X) and m each case the residual sum of squares S(A,) was calculated From 

these the residual sum of squares of the normalized transformation s(X z) was obtained 

as given in section 3 2 1 2a The maximised log likelihood values of X LmaxW was 

evaluated as given m section 3 2 1 2a

LmaXw was plotted against values of A, in the interval 1 to +1 and the value 

of X which maximised the log likelihood function was evaluated by inspection The 

optimal value of X thus obtained showed the best possible transformation for a given 

set of data Values of LmaxW for varying values of A. are given in tables 4 2 1a 4 2 1b 

4 2 1c and 4 2 Id Plots of Lmax<>") against X for different sets of data are also given 

Fig 1 to Fig 10
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It could be seen that for all the experimental data optimal value of X was 

close to zero This indicated that loganthmic transformation was the best m generating 

a simple linear normal model when there are model violations Thus Box Cox 

procedure undoubtedly recommended the loganthmic transformation to be the most 

effective in analysing data on infestation of insects and counts of weed It could be seen 

that the transformation has given nse to a considerable extent o f reduction m the error 

mean square (EMS) It has also enhanced the sensitivity of F test (Table 4 2 le)

The loganthmic transformation has a natural appeal for the analysis of 

enumerative data due to its simplicity and populanty Many workers recommended 

loganthmic transformation for the analysis of data on insect count It is also specially 

suited m such data where we expect row column interaction However the results 

obtained from the Box cox approach though statistically sound have their own 

limitations It is extremely essential to examine all the other relevant aspects before 

taking a conclusive verdict on the choice of a transformation

4 2 2 Graphical method of Draper and Hunter

The data were transformed m to the parametnc family of transformation for 

varying values of X in the range 1 to +1 a value for X -  0 indicates a loganthmic 

transformation Both transformed and untransformed data (X -  1) were subjected to 

ANOVA and residual sum of squares and sum of squares due to non additivity were 

estimated From the analysis of residual data, residual vanances of samples (treatments) 

were estimated and their homogeneity was tested by using Bartlett s chi square test 

Homogeneity of treatment means was tested by using F statistic Ft The possible 

presence of non additivity m the data was detected by the significance or non 

significance of the vanance ratio test for non additivity (Fn) The Fr statistic of Levene 

which gave an mdiction of the intensity of heteroscedasticity in the data was also 

calculated These functions Ft Fr and FN were plotted graphically for varying values of



X, and a value X which optimised these three functions simultaneously was selected as 

the exponent of the power transformation The results are presented in table 4 2 1a, 

4 2 1b 4 2 1c and 4 2 Id The plots of the three functions against X for different sets of 

data are presented graphically (Fig 1 to Fig 10)

It was found that in the case of observations on silver shoot caused by gall 

fly Ft, Fr and Fn were optimised at X ~  0 5 at 20 DAT However at 30 DAT Ft was 

maximum at X -  0 Thus the graphical approach generally prefered the squareroot 

transformation to the loganthmic transformation Loganthmic transformation also was 

almost equally good in meeting with the requirment of the ANOVA though squareroot 

transformation had an edge over all other transformation In the case of whorl maggot 

none of the power transformations were found to be effective though squareroot 

transformation showed slight supenonty over others As far as the data on the number 

of dead heart relating to insect stem borer damage loganthmic transformation was 

found to be the best at 30 DAT However at 40 DAT reciprocal transformation was 

found to be the most effective followed by the loganthmic transformation Thus it was 

not possible to frame any stnct rule on the type of transformation to be used in 

analysing a particular data The choice of a transformation largely depended on the 

type o f the insect extent of vanability in the data and presence of aberrant 

observations However in most cases the choice lied between squareroot and 

loganthmic transformation If nothing is known about the nature of the data it would 

be safe to use loganthmic transformation In cases where details are available about the 

nature of the data and the extent of vanability squareroot transformation would also be 

an equally competant choice

4 2 3 Taylor s Power law

Taylors power law was fitted to each o f the nineteen sets of data and the 

estimated values o f parameters are given m Tables 4 2 3a and 4 2 3b



The results indicated that squareroot transformation was the best choice for 

the analysis of data on silver shoot caused by gall fly since the value of b was close to 

one In the case of whorl maggot none of the transformation was found to be effective 

m restonng normality and homoscedasticity As far as stemborer was concerned 

loganthmic transformation was found to be effective In the analysis of data on weed 

counts squareroot transformation produced better results than other transformations

4 2 4 Choice of an additive constant

As the observations on weed counts mcluded zero values also an arbitrary 

constant had to be added to each observation before conducting the analysis This is 

absolutely necessary for applying loganthmic transformation Even if we are not 

applying the loganthmic transformation, addition of a constant would help in reducing 

the effect of aberrant observations and maintaining internal symmetry in the data The 

usual practice of addmg one or half to each datum before transformation has its own 

limitations Therefore the applicability of themethod proposed by Berry (1987) [Section 

3 2 1 3a] m choosing an additive constant was examined on the basis of the empirical 

data

In the light of the procedure suggested by Berry necessary calculations were 

made to estimate the additive constant c for all sets of data The estimated C so 

obtained was found to be approximately 2 8 for all sets of data

Compansons between different transformations were made after 

mcorperatmg the additive constant 2 8 in each datum In addition to Lmax(X) the three 

ratios Fr Fn and Ft were also calculated for varying values o f X and the results are 

presented in Table 4 2 4 The plots of the above functions against X are given in Fig 11 

to Fig 19
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It could be seen that Lmax<X) was maximised at X -  0 indicating the 

possible use o f logarithmic transformation for the analysis o f data on weed counts But 

the plots o f single factor ratios like Ft Fn and Fr did not confirm to this hypothesis In 

the case o f Y 2Si and Y2S3 no transformation was found to be effective For Y2S2 the 

choice lied between squareroot and logarithmic transformation For most of the other 

sets reciprocal transformation showed district advantages over other transformations 

especially with regard to the enhancement o f the sensitivity o f the F test In general the 

results showed that reciprocal transformation would be effective in the analysis o f data 

on weed population when there are zero values and other disrupt observations 

Logarithmic and squareroot transformations were also seemed to be useful to some 

extent m such cases It is a common practice among experimenters to add one to each 

observation before the cociuct o f ANOVA, when the data contains zero values The 

results o f analysis o f each experimental data based on the two prospective values o f the 

additive constant c viz c = 1 and c = 2 8 were compared using the various functional 

values It was found that in most cases Fr and Fn assumed relatively smaller values 

when the additive constant c assumed its optimal value 2 8 Compared to that o f the 

trial value c 1 This indicated that the choice o f the additive constant c by using the 

method proposed by Berry (1987) resulted m a significant reduction in variability and 

non additivity The proposed method was also successful in increasing the sensivity of 

the F test in the analysis o f data at least in some o f the experiments

4 2 5 Inverse hyperbolic sine squareroot transformation

This type o f transformation was tried on sets o f data for which standard 

deviation varied with mean The data (x) were transformed to a new scale (x1) by the 

expression



x1 — k ^  Smh1 Vkx where k is a constant to be estimated from the sample

data Beal (1942) has given an expression for k (Section 3 2 1 le) The values of Ft Fr 

and Fn obtained after the application of the above transformation is given in Table 

4 2 5

An alternative estimate of k was also derived as per the method suggested in 

Section 3 2 1 le  The values of Fr Ft and FN were also determined on the basis o f the 

new estimate of k and were compared with those values based on the estimate of k 

given by Beal The results are given m Table 4 2 5 It was found that the new estimate 

was better than that given by Beal (1942) since Fn and Fr assumed relatively smaller 

values and values o f Ft generally increased with this new estimate of k than with the 

former estimate of k

4 2 6 log(x2+k) transformation

The applicability of the new transformation developed in section 3 2 I f  was 

examined on the same set of data used for the empirical verification of the inverse 

hyperbolic sine squareroot transformation The values o f Fr Ft and FN were found out 

before and after the aplication o f the above transformation using the usual analysis of 

vanance technique The values are given m Table 4 2  6 These values were also 

compared with those obtained by the inverse hyperbolic sine squareroot transformation 

It was found that as a whole new transformation gave better results than the inverse 

hyperbolic sme squareroot transformation

A comparative anatomy o f some of the transformationsused in the study with 

regard to their applicability in the analysis of certain sets o f unusual data consisting of 

extreme values and exhibiting large amount of instability is given m table 4 2 6a



Although no general rule on the choice of a suitable transformation could be 

framed from such empirical studies the results evidently showed the relative superiority 

of the new transformation over others in analysing certain types of messy data which 

deviate considerably from model assumptions It could also be seen that the new 

transformation gave maximum power for the F test in the analysis of data for Y2Si In 

the case of Y3S2 inverse hyperbolic sine squareroot transformation maximised the 

power o f F test at the expense o f instability o f variance But the new transformation 

gave relatively high Ft values than with other sets of data

4 2 7 Rank analysis of variance

The analytical results obtained from various sets of data after applying the 

two rank transformations are presented in Table 4 2 7 along with those of the 

logarithmically transformed data and untransformed data Though the rank 

transformation failed to show a consistent performance they were useful in enhancing 

the power of the F test atleast in a few cases When the performance of the two rank 

transformations RT 1 and RT 2 were compared no consistent superiority was noticed 

for one method over the other However rank transformations were m general helpful 

for increasing the sensitivity o f the F test when compared to that o f the untransformed 

data

4 2 8 General comments on the selection of a suitable transformation for epincal
data

Results of analysis showed that it was not possible to find a unique 

transformation for all sets of data on insects or weeds The choice of a transformation 

largely depended^ on the nature of the data and the variability of the material 

Observations on the same insect or weed showed large amount of variability at 

different time periods making the distribution highly eratic However in most cases the 

choice lied between squareroot transformation and logarithmic transformation Other

<P1
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complicated types of power transformations were rarely required for satisfying the 

requirements of the ANOVA For certain types of data especially those on weeds 

reciprocal transformation was also found to be suitable Rank transformations were 

also useful when there were outliers present m the data When the mean standard 

deviation relationship was parabolic the new transformation log(x2+k) was found to be 

useful When mean vanance relationship was quadratic inverse hyperbolic sine 

squareroot transformation was also helpful

The different techniques used for the selection of an appropnate 

transformation did not produce confirmatory results Box Cox procedure invanably 

showed the utility of loganthmic transformation where as graphical method failed to 

show a umque transformation for all types of data In general loganthmic 

transformation appeared to be the best choice in the absence of any pnor information 

about the data If more details on the nature of the data are available a better 

transformation can be selected on the basis of a cntical examination of the relevant 

data
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Table 4 1a Fitting o f Taylor s power law Estimated values of the parameters a

Name of insect a b

Jassid 0 295 2 401*

Case worm 10 965 1 137*

Gall fly 7 586 1 776*

Stem borer 0 3019 2 494*

Leaf folder 5 012 1 848*

BHP 2 344 2 154*

Table 4 lb Correlation coefficient between mean and vanance before and after 
loganthmic transformation

Name o f insect Vanable
correlated

Untransformed
data

Loganthmic
transformed

data

Jassid Mean and vanance 0 880* 0 648*

Case worm do 0 822* 0 651*

Gall fly do 0 975* 0 815*

Stem borer do 0 995* 0 803*

Leaf folder do 0 880* 0 876*

BPH do 0 858* 0 710*

* Significant at 5% level
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Table 4 2 la

Time
period

20 DAT

30 DAT 

40 DAT

I F  FN F C  X2

Functional values o f F Fn Ft Ln,axw  and chisquare for different values of
X for gall fly

1 1 638 2 56 13 98* 29 94 2 4

5 1 014 0 37 15 79* 33 53 7 075

0 1 429 0 63 12 86* 112 66 10 874

0 5 3 227* 3 79 8 67* 1821 24 565*

1 15 199* 12 95* 4 14* 1 75 44 756*

1 0 936 0 02 7 03* 9 225 6 176

5 1 116 2 90 9 03* 10 92 7 634

0 2 209 13 61* 8 68* 102 152 19 197*

0 5 4 064* 26 18* 6 52* 15 878 41 987*

1 5 626* 36 55* 4 64* 41 63 73 030*

1 4 37* 1 13 5 36* 17 506 7 890

5 11284* 0 9 17* 25 89 1 598

0 30 94* 9 52* 10 07* 97 55 9 638

05 2 608 83 99* 3 59* 13 87 48 242*

1 1 566 432 99* 1 57 60 73 103 448*
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Table 4 2 1b Functional values of Fr Fn F, and chisquare for different values of
X for whorl maggot

Time
penod

X Fr Fn Ft T (>■) -Mmax x2

1 1 790 2 11 6 40* 25 58 4 890(NS)

5 0 839 0 01 5 54* 22 37 9 960(NS)

20 DAT 0 3 968* 6 07* 3 43 89 38 29 161*

05 6 552* 65 81* 1 74 26 31 69 955*

1 8 476* 629 33 1 19 72 815 125 537*

1 0 427 0 05 0 75 19 19 2 465

5 0 289 0 38 0 84 16 45 3 209

30 DAT 0 0 724 1 55 0 95 112 66 5 913

05 0 592 531* 106 12 46 11 631

1 3 146* 15 99* 1 13 3 334 21 143*

1 1273 0 40 1 59 17 629 3 375

5 13 872* 0 43 148 16 86 4 329

40 DAT 0 2 005 0 58 129 114 47 6 194

05 1 877 0 84 1 11 33 89 8 960

1 3 928* 1 33 0 95 8 68 12 598

* Significant at 5% level



Table 4 2 1c Functional values of F FN F LmJ X) and chisquare for different values of
X for stem borer

Time
penod

X F f n F T WMnax x2

1 3 062 1 54 3 30* 17 63 5 330

5 1 920 0 17 4 05* 20 32 2 797

20 DAT 0 0 998 0 30 4 89* 118 044 2 014

05 1 118 2 82 3 56* 21 02 3 844

1 3 032* 9 05* 9 905* 14 62 8 956

1 1 674 4 96* 0 24 19 157 7 177

5 0 366 6 06* 0 22 46 6 194

40 DAT 0 2 064 741* 0 52 121 61 6 708

05 1 328 8 71* 2 98 17 95 3 844

1 1 380 9 33* 9 76 10 53 14 942

*Sigmficant at 5% level



Table 4 2 Id Functional values of F Fn F I a n d  chisquare for different values of
X for whorl maggot

Time
penod

X F Fn F i P-) Mtux x2

1 0 70 0 09 156 25 04 12 161

5 0 25 0 73 174 48 31 12 166

30 DAT 0 19 97 2 17 1 92 130 82 12 915

05 0 70 4 75* 2 07 27 63 14 508

1 129 9 02* 2 18 22 96 17 013*

1 2 289 0 13 0 99 26 326 5 836

5 1 762 0 65 100 27 111 5 453

40 DAT 0 0 813 1 66 1 03 121 61 5 890

05 0 305 3 21 1 06 24 348 7 142

1 1629 5 25* 1 11 30 15 9 172

* Significant at 5% level
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Table 4 2 le  Effect of loganthmic transformation of experimental data 
Error mean square coefficient of vanation and F ratios before and after applying the 

loganthmic transformation

Details of expenment Untransformed Loganthmically transformed

EMS CV(%)

SS 20 DAT 4 923 30 46
SS 30 DAT 17 978 33 51
SS 40 DAT 10 714 40 04

WM 20 DAT 6 565 34 32
WM 30 DAT 9 644 34 29
WM 40 DAT 10 632 31 01

DH 30 DAT 10 632 33 15
DH 40 DAT 8 664 27 90

WM 30 DAT 6 689 22 27
WM 40 DAT 6 174 28 50

Y,S, 9 178 41 87
YiS2 2 048 17 85
Y!S3 2 606 26 32

y 2s , 8 083 24 57
y 2s2 10 671 26 04
y 2s3 4 998 18 99

Y3Si 3 185 26 15
y 3s2 2816 30 66
Y3S3 2 400 26 30

EMS Error mean square
cv -  coefficient of vanation
Ft F ratio for treatments

Ft EMS CV(%) Ft

13 98 028 21 75 12 86
7 03 054 23 36 8 68
5 36 072 39 18 10 07

6 48 120 45 88 3 43
0 75 029 18 17 0 95
1 66 025 15 85 I 29

3 30 020 14 81 4 89
4 96 016 13 03 7 41

1 56 009 9 12 1 92
0 99 016 13 75 1 03

10 53 015 16 97 20 00
39 97 004 8 19 62 67

6 70 007 10 87 15 09

54 42 018 16 21 32 20
19 18 023 15 84 20 20
43 30 010 10 26 35 66

17 04 007 11 63 32 96
7 89 013 16 85 10 66
8 49 016 1771 731



Table 4 2 3a Fitting of Taylor s power law to experimental data on insect count 
estimated values of the parameters a and b

Timeperiod a b

20 DAT 0 467 0 785

SS 30 DAT 3 63 0 045

40 DAT 1 023 0 604

20 DAT 3 380 0 202

WM 30 DAT 3 467 0 064

40 DAT 1 659 0 285

30 DAT 0 145 1 865
DH

40 DAT 0 537 1 142

30 DAT 177 83 1 48
WM

40 DAT 12 88 1 94
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Table 4 2 3b Fitting of Taylor s power law to experimental data on weed count 
estimated values of the parameters a and b

Serial number a b
of data set

1 0 977 1 252

2 1 096 0 468

3 0 794 0 698

4 1 288 0 831

5 0 955 1 081

6 1 148 0 660

7 1 023 0 848

8 1 047 1 063

9 1 778 0 364



Serial No of X Fr FN F U J X) %2
data set

Table4 2 4 Functional values o f F Fn F L m ^  and chisquare for different values of
X for the data on weed count (when c 2 8)

1 4 934* 
(4 174)

17 73 
(17 75)

10 55* 
(10 53)

24 09 161 819

5 5 048 
(5 221)

7 93* 
(5 79)

14 40* 
(16 37)

36 56 120 337

1 0 5 597 
(5 070)

1 02 
(0 21)

20 00* 
(28 06)

141 54 93 350

0 5  5 316* 
(7 036)

0 95 
(0 15)

28 13* 
(52 51)

73 01 75 599

1 5 419* 
(7 001)

0 32 
(0 32)

39 72* 
(102 51)

63 93 72 396

1 22 126* 
(3 060)

1 00 
(1 00)

39 97* 
(39 97)

53 04 101 406

5 3 366* 
(7 702)

0 73 
(0 56)

49 29* 
(54 97)

56 36 76 418

2 0 3 45* 
(3 778)

0 34 
(0 07)

62 67* 
(83 30)

152 61 61 691

0 5 2 141 
(2 842)

0 06 
(0 07)

80 28* 
(133 51)

59 84 53 717

1 5 899* 
(2 848)

0 01 
(0 45)

101 93 
(219 79)

66 51 55 913

Contd
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Continued

Serial No of 
data set

X Fr Fn Ft T (X)-Lmax x2

1 7011* 
(6 521)

0 11 
(O il)

6 70* 
(6 70)

44 95 66 984

5 5 047* 
(5 372)

0 66 
(0 73)

10 27* 
(12 12)

55 16 48 709

3 0 4 135* 
(18 810)

0 80 
(0 61)

15 09* 
(20 68)

142 32 37 322

0 5 4 579* 
(4 249)

0 68 
(0 26)

20 60* 
(3146)

66 74 31 319

1 4 9* 
(43 972)

0 48 
(0 04)

25 93* 
(44 14)

61 14 32 182

1 198 487* 
(54 42)

4 32 
(4 32)

54 42 
(54 42)

26 15 133 731

5 5 077* 
(43 15)

2 20 
(1 77)

49 28* 
(43 15)

35 68 101 027

4 0 7 341* 
(22 65)

0 99 
(0 47)

32 20* 
(22 65)

127 61 90 291

05 9 183* 
(13 38)

0 32 
(0 10)

20 22* 
(13 38)

30 18 90 372

1 10 723* 
(10 06)

0 11 
(0 02)

14 23* 
(10 06)

25 02 102 045

Contd



Continued

Serial No o f 
data set

X F Fn F, i (»•)
J-'max x 2

1 1 218 
(1 954)

0 29 
(0 29)

19 18 
(19 18)

21 54 71 363

5 6 443* 
(6 476)

1 50 
(2 07)

21 44*
(21 15)

25 35 60 865

5 0 8 702* 
(1 151)

3 33 
(4 68)

20 20 
(17 65)

123 54 60 574

0 5 6 850* 
(1 513)

4 91* 
(4 98)

17 14* 
(13 22)

17 07 67 293

1 0 998 
(0 044)

5 80* 
(611)

14 26* 
(10 34)

7 548 81 058

1 5 298* 
(3 472)

6 57* 
(6 57)

43 30* 
(43 3)

34 13 40 431

5 2 928 
(2 848)

1 93 
(197)

4102* 
(40 14)

38 13 30 154

6 0 2 815 
(2 448)

0 06 
(0 43)

35 66* 
(31 44)

137 38 28 057

0 5 2 975* 
(4 194)

0 73 
(4 29)

29 49* 
(21 95)

31 966 33 107

1 3 267* 
(3 598)

3 19 
(7 27)

2413* 
(15 67)

30 14 45 167

Contd
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SenalNo of 
data set

Continued

X Fr Fn F T W M1UX x2

1 3 901* 
(3 553)

2 38 
(2 38)

17 04* 
(17 04)

48 8475 104 252

5 4 014* 
(4 124)

1 32 
(0 09)

33 92* 
(34 24)

59 59 75 903

0 2 599 
(7 042)

0 62 
(0 03)

32 96* 
(40 84)

168 198 57 729

05 5 899* 
(7 592)

0 09 
(1 09)

42 25* 
(44 58)

79 06 47 133

1 1 501 
(9 583)

0 20 
(2 82)

47 96* 
(37 27)

72 74 48 735

1 0 501 
(0 0)

16 77* 
(16 77)

7 89* 
(7 89)

51 25 124 155

5 0 230 
(0 001)

11 34* 
(9 38)

9 29* 
(10 10)

58 24 95 284

0 2 508 
(4 01)

7 29 
(4 63)

10 66* 
(1241)

156 124 77 550

05 3 685* 
(7 44)

4 52* 
(2 08)

11 91* 
(14 62)

66 78 66 517

1 1 345 
(1 584)

2 75 
(0 85)

13 03* 
(16 72)

63 511 66 745

Contd
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Continued

Serial No of I  F FN F( Lm„ <>0 %2
data set

1 5 646 
(1 041)

0 05 
(0 05)

8 49 
(8 49)

54 37 59 866

5 5 411* 
(5 208)

0 02 
(0 01)

8 03* 
(7 63)

55 58 50 488

0 1 023 
(3 735)

0 01 
(0 00)

731* 
(6 36)

152 08 46 699

05 3 347* 
(3 752)

0 00 
(0 00)

6 52* 
(5 20)

51 05 46 542

1 4 321* 
(4 609)

0 00 
(0 00)

5 78* 
(4 38)

50 21 51487

* Significant at 5% level
Figures in parentheses are values when c -  1



Table 4 2 5 Functional values of Ft Fn and F m the case of inverse hyperbolic sine
square root transformation

Details of experiment F Fn Fr

Y2S! 30 63* 0 90 7 630*

y 2s2 18 46* 4 10 7 420*
(34 63) (0 04) (6 187)

y 3s2 33 00* 18 28 16 472*
(13 55) (5 58) (4 883)

DH 30 DAT 4 16* 0 08 0 788
(4 21) (0 05) (0 489)

* Significant at 5% level
Figures m parentheses are values of F Fn and F with the new estimate of k

Table 4 2 6 Functional values of Ft Fn and Fr for log(x2+k) transformation 

Details of experiment Ft FN F

Y2Sx 59 17* 2 65 10 058*

y 2s2 18 63* 4 07 0 023

y 3s 2 12 83* 15 33 0 00002

DH 30 DAT 4 45* 0 0001 0 3431

* Significant at 5% level
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Table 4 2 6a Functional values of F Fn Ft for some selected transformation

Details of Type of transformation F Fn F
expenment

Logarithmic 7 341* 0 99 32 20*
Square root 5 077* 2 20 49 28*

Y,S, Inverse hyperbolic sme 7 630* 0 90 30 63*
squareroot

log(x2+k) 10 058* 2 65 59 17*

Loganthmic 8 701* 3 33 20 20*
Squareroot 6 443* 1 50 2144*

y 2s2 Inverse hyperbolic sine 7 420* 4 10 18 46*
squareroot

log(x2+k) 0 023 4 07 18 63*

Logarithmic 2 508 7 29* 10 66*
Squareroot 0 230 11 34* 9 29*

Y3S2 Inverse hyperbolic sme 16 472* 18 238* 33 00*
squareroot

log(x2+k) 0 00002 15 32* 12 83*

Loganthmic 0 998 0 30 4 89*
Squareroot 1 920 0 17 4 05*

DH 30 DAT Inverse hyperbohc sme 0 788 0 08 4 16*
squareroot

log(x2+k) 0 3431 0 0001 4 45*

*Significant at 5% level



Table 4 2 7 Comparison of analytical results (Ft values) of two rank transformations (RT 1 and RT 2) with loganthmic
transformation and no transformation

Details of expenment

Type of transformation
YiSi Y rS2 y s 3 Y2Si Y2S2 Y2S3 Y3S! Y3S2 y 3s3

Untransformed data 10 55 39 97 6 70 54 42 19 18 43 3 17 04 7 89 8 49

RT 1 36 72 51 21 17 09 15 66 12 17 26 68 28 39 32 26 6 11

RT 2 79 75 25 83 115 44 16 11 8 83 32 86 33 61 24 78 7 10

log(x+2 8) 20 00 62 67 15 09 32 20 20 20 35 66 32 96 10 66 731



Fig 1 Graphical representation of Fr, Ft Fn and Lmax 
for varying values of lamda for SS 20 j>a t

Fr -}"Fn ^ F t  ^  Lmax
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Fig 2 Graphical representation of Fr, Ft, Fn and Lmax 
for varying values of lamda for SS 3 0  3>at

Lamda
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Fig 3 Graphical representation of Fr, Ft, Fn and Lmax 
for varying values of lam da for SS 40 Dat

Lamda

^~Fr “hFn Lmax



Fig 4 Graphical representation fo Fr, Ft Fn and Lmax 
for varying values f lamda for WM 2 0  p a t

Lamda

■^Fr "t'Fn Ft ‘“ 'Lmax



Fig 5 Graphical representation of Fr Ft,Fn and Lmax 
for varying values of lam da for WM 30 pat

■""Fr “hFn ^ F t  a  L max



Fig 6 Graphical representation of Fr Ft Fn and Lmax 
for varying values of lamda for WM 40 pat

—  Fr + F n  t K h  -^Lrnax
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Fig 7 Graphical representation of Fr Ft, Fn and Lmax 
for varying values of lam da for DH 30 "V"
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Fig 8 Graphical representation of Fr Ft Fn and Lmax 
for varying values of lamda for DH 40 pat
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Fig 9 Graphical representation of Fr Ft Fn and Lmax 
for varying values of lam da for WM 30 D AT
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Fig 10 Graphical representation of Fr Ft Fn and Lmax 
for varying values of lamda for WM 40 DAT
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Fig 11 Graphical representation of Fr Ft Fn and Lmax for vary ng values of lamda
for data set 1
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Fig 12 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set2
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F g 13 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set3
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Fig 14 Graphical representat on of Fr Ft Fn and Lmax for vary ng values of Lamda
for data set 4
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Fig 15 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set 5
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Fig 1 6 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set 6
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Fig 1 7 Graphical representation of Fr Ft Fn and Lmax for varying values of Lamda
for data set 7
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F g 18 Graphical representation of Fr Ft Fn and Lmaxfor vary ng values of Lamda
for data set 8
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Fig 19 Graphical representation of Fr Ft Fn and Lmax for varying values of Lam
for data set 9

Lamda
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Fig 20 Relationship between mean and variance of the monthly
distribution of counts of Jassid
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Fig 21 Relationship between mean and variance of the monthly
distribution of counts of case worm
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Fig 22 Relationship between mean and variance of the monthly
distribution of counts of gall fly
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Fig 23 Relationship between mean and variance of the monthly
distribution of counts of leaf folder
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F g 24 Relat onsh p between mean and variance of the monthly distribut on of

counts of stem borer
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5 SUMMARY

Transformation of data from designed experiments is an old and valuable 

tool in developing parsimonious representation and interpretation of data Statisticians 

would like to transform data if such was necessary to obtain a more nearly additive 

normal model for performing standard statistical analysis However since several types 

of transformations are available to the same set of data it would be always desirable to 

know possibly the best transformation for a given set of data A study was therefore 

undertaken to examine the applicability of the various commonly used transformation 

techniques on the analysis of enumerative data with a view to select suitable 

transformations for designed experiments so as to cope with the underlying 

assumptions of analysis of variance The possibility of evolving new transformations for 

the analysis of data coming from certain specific environment was also explored

Data for the present study were collected from the available records of 

Regional Agricultural Research Station, Pattambi and All India Co ordmated Research 

Project (AICRP) on Weed Control Vellamkkara Two types of data were utilised

1) Data from pest surveillance study on paddy

2) Data from plant protection and weed control experiments

Due to the limitations of time and resources the present study was restricted 

to the analysis of transformations only on the dependent variable Comparisons of 

transformations were attempted either on the basis of a single criterion viz Barttett s 

Chi square test Tukey s test of non additivity Levene s residual F test and Taylor s

power law or on the basis of several criteria simultaneously In the multiple criterion

approach likelihood method of Box and Cox (1964) and graphical method of Draper 

and Hunter (1969) were used



As the time senes data on pest surveillance studies did not come under the 

purview of analysis of vanance the nature of the relationship between mean and 

vanance o f each set o f sample data was examined cntically before proceeding to find a 

suitable transformation For all sets of data, mean and vanance were highly correlated 

indicating the need for transformatmg the data for restonng homoscedasticity Taylor s 

power law was fitted to the data on vanous types of insects and the coefficient of 

heterogeneity (b) was estimated It was found that for all major species of insects of 

paddy except caseworm b values were close to which indicated the utility of 

loganthmic transformation for making the group mean independent of group vanance 

Thus the study highlighted the use of loganthmic transformation m the analysis of data 

on counts of insects such as jassid gall fly stemborer BPH and leaf folder

In the search for a suitable transformation for expenmental data on counts of 

msects and weeds on designed experiments three methods were mainly employed They 

included the likelihood method of Box and Cox (1964) graphical method of Draper 

and Hunter (1969) and the method based on Taylor s power law O f these three 

methods only the Box Cox approach produced consistent results with all sets of data 

The graphical plot o f the log likelihood function corresponding to varying values of X 

the explonent of the power transformation showed that for all sets of data the function 

had a maximum value around zero which indicated the possible use of a loganthmic 

transformation in producing a simple normal linear model Thus Box Cox approach 

undoubtedly emphasised the utility o f the loganthmic transformation m analysing data 

on msects and weed counts

Graphical method o f Draper and Hunter (1969) which utilised the plot of 

functions like Ft (F ratio for treatment Vs error) FN (F ratio for non additivity) and Fr 

(F ratio for residual for testing homoscendasticity) failed to indicate a unique 

transformation for all sets of data Though an ideal transformation would minimise Fn
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and Fr and maximise Ft no single transformation could satisfy all these requirements 

simultaneously However m most cases the choice lied between squareroot 

transformation and logarithmic transformation with a slight superiority for squareroot 

transformation over the others In the case of data on silver shoot (SS) produced by 

gall fly graphical approach o f Draper and Hunter recommended squareroot 

transformation m place of logarithmic transformation As far as data on whorl maggot 

was concerned no sigle transformation was found to be decisively effective At the 

same time weed count data showed better response to reciprocal transformation in 

comparison with logarithmic and squareroot transformation Thus no hard and fast rule 

could be laid down with regard to the choice of a proper trasnformation as it was 

highly dependent on the nature o f the data and extent of variability

Taylor s power law applied to the same set of data revealed the necessity of 

using different transformations for different sets of data In the analysis o f data on weed 

count squareroot transformation produced better results than other transformations In 

the case of data on silver shoot produced by gall fly squareroot transformation was the 

better choice

As the data on weed count consisted of several zero values and abnormal 

observations the possibility of incorporating an additive constant m the linear model 

was examined For all sets of data, the additive constant estimated from the residual 

values as per the method proposed by Berry (1987) was found to be approximately 2 8 

The analysis of transformed data after incorporating the additive constant c -  2 8 to 

each observation showed slightly better results with most of the sets of data than that 

with ci -  1

The applicability of the inverse hyperbolic sine squareroot transformation 

x1 = k i/r Sinh1 Vkx where x is an observation and k a constant was also examined on



sets o f data for which standard deviation seemed to vary with mean An alternative 

estimate of k given by

I  p2o2 S p3
k -

Z p 4

was derived by the principle o f least squares The relative advantage of the new 

estimate over the earlier estimate was assessed on the basis of empirical data The new 

estimate of k gave better results than the earlier estimate proposed by Beal (1942)

Assuming an approximate parabolic function relationship between mean and 

standard deviation in the form 

k
a  -  p, + (a  standard deviation p ~~ mean) a new transformation

log (x2 + k) where x is an observation k a parametnc value was denved An estimate 

of k was also obtained as

X a /p  n
k

z  a/H 2)

when the new transformation was applied to the analysis of sets of data showing large 

amount o f disproportionate vanability the results were encouraging It was empncially 

found that the new transformation was more ideal than the inverse hyperbolic sine 

squareroot transformation

Rank transformations were in general helpful for increasing the sensitivity of 

F test when compared to that of the untransformed data When the performance of the 

two rank transformations RT 1 and RT 2 were compared no consistent superiority was 

noticed for one transformation over the other

iB8
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ABSTRACT

A study was undertaken to empirically examine the suitability of the various 

commonly used transformation techniques on the analysis enumerative data relating to 

agricultural experiments or surveys The possibility of evolving better transformations 

for the analysis o f data pertaining to certain specific environments was also explored

Data for the study were gathered from the available records of the project on 

pest surveillance survey on paddy those on the project on early stage pest control on 

paddy of Regional Agricultural Research Station, Pattambi and those of the post 

emergence herbicidal evaluation trial for the control of Penmsetum pedicellaium of the 

All India Co ordinated Research Project on Weed Control College o f Horticulture 

Vellamkkara

Comparisons among the various commonly used transformations were made 

either on the basis of a single criterion viz Bartlett s chi square test Tukey s test of 

non additivity Levene s residual F test or Taylor s power low or on the basis of 

multiple criteria viz likelihood method o f Box and Cox (1964) or the graphical 

method of Draper and Hunter (1969)

The results o f the analysis o f the data relating to pest surveillance study on 

paddy showed that loganthmic transformation was the most desirable in the analysis of 

data on the counts of all the major types of insects on nee (stem borer jassid gall fly 

leaf folder BPH) the only exception being case worm for which a squareroot 

transformation was indicated Box Cox approach undoubtedly emphasised the utility of 

the loganthmic transformation m analysing data on counts of insects and weeds The 

graphical plot of the log likelihood function against the exponent of the power 

transform had a maximum value around zero for all sets of data indicating the



superiority o f the logarithmic transformation over the others The graphical method of 

Draper and Hunter failed to suggest a unique transformation for all sets of data 

However in most cases the choice lied between squareroot and loganthmic 

transformations with a slight supenonty for the squareroot transformation

As per the method suggested by Berry (1987) a suitable location parameter 

C was estimated for the analysis of sets of data involving extreme observations 

including zero values The estimated value of the additive constant was found to be 

approximately 2 8 for all the different sets of data The analysis of transformated data 

after incorporating the estimated value of the additive constant to each observation 

showed slightly better results than the ordinary analysis after incorporating the additive 

constant one to each datum

An alternative estimate of the parametnc constant in the inverse hyperbolic 

sine squareroot transformation was developed and the resultant estimate produced 

better results than those by the estimate proposed by Beal (1942)

Assuming a non linear relationship between mean (p) and standard deviation 

(a) a new transformation x log(x?+k) where x ~~ onginal observation k a 

parametnc constant to be estimated from the data, was denved theoretically The best
A

estimate (k) of the parameter k was denved to be 

a X a /p  n
k where n is the number of observations

1 0 / t i 2)

This transformation is expected to be useful in the analysis of data when the mean 

standard deviation relationship is approximately parabolic In general the new 

transformation was found to be slightly better than the inverse hyperbolic sine



squareroot transformation in the analysis of data with disproportionate amount o f 

variability

Rank transformations were also found to be helpful in the analysis o f data 

when there are model violations and were in general helpful for increasing the 

sensitivity o f the F test


