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INTRODUCTION



Reliable preharveet forecasts of crop production 
are of Immense use as a decision making basis for planners# 
policy makers, trad ere end agriculturists alike. The 
Government need them for the formulation of various farm 
policies related to fixation of prices, procurement and 
distribution, buffer stocking, import, export and marketing 
of agricultural commodities. The agrobased industrialists 
and traders need them for formulating their strategies. 
Forecasts of yield of commercial crops like cotton, ;Jute, 
tobacco and sugarcane are especially important for trade 
aid industry, because the availability of raw materials 
is the basis of planning of manufacturing processes and 
trade operations.

Advance estimates regarding the average area under 
important crops and their expected yields are being published 
from time to time during the growth period of the crop in 
the form of bulletins. Such bulletins appear in the various 
issues of the Journal ’Agricultural Situation of India*. 
These bulletins are issued for most of the crops. The 
first bulletin Is issued one month after sowing, second 
three months after sowing and the third one month before 
harvesting. As a matter of fact, the number of forecasts 
depends on the nature of the crop -end Its Importance. For
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crops like groundnut and ginger p only a single forecast 
is made'. But for rice and wheat five forecasts are made. 
For sugarcane six forecasts will he issued annually at 
different periods of plant growth. But all are based on 
an eye appraisal of the crop?

In India, forecast of crop yield Is done by employing 
two methods. 1. Annawari system. 2. Random sampling 
method.

In the annawari system which was prevalent in India 
till recently, the total outturn of a crop was obtained as 
the product of the area under the crop and the average 
yield per hectare. Area under the crop is obtained from 
the village registers. Average yield is estimated by 
multiplying the normal yield of the crop and the condition 
factor, taking normal yield as 16 annas. The condition of 
a crop in a particular year can be described in relation to 
normal yield in terms of annas, where x is a variable
assuming different values from 0 to 16 according to the 
condition of the crop. The anna condition of the crop Is 
based on merely the eye estimate of the crop reporter.
This method Is of subjective nature and the final estimate 
though objective is of limited utility as it becomes 
available only after harvest.

In spite of its inherent drawbacks traditional method 
Is still adopted in India in respect of minor food grains



and some other less important crops. Yields of most of 
the crops are now based on crop cutting surveys. Although 
this method was first introduced in India by Hubback in 
1925, It was Mahalsnobis who introduced objectivity in the 
method through random sampling. Mahalsnobis started crop 
cutting surveys on jute In Bengal in 1939 • Now crop cutting 
surveys are being conducted for estimating the production 
of 57 crops and the results are published In the various 
publications of the Department of Economics and Statistics. 
In the case of plantation crops like tea, coffee end rubber, 
such estimates are being prepared by the respective Boards. 
During 1964-*65 about 95$ of India’s cereal production and 
70$ of pulse production were, predicted based on crop cutting 
surveys. For lice and wheat, the percentages were 97 and 
99 respectively*

But crop forecasting through crop cutting surveys* 
though objective and reliable, results in a considerable 
time lag between the date of sowing and harvesting of the 
crops and the availability of crop estimates. When the same 
crop is sown for more than one season, the crop estimate 
is scheduled to be issued only after the harvest of the 
second crop. There is also considerable time lag between 
the due date of the crop estimate and the date of its 
release. In fact, forecests of most probable production of 
the crop should he available even while the crop is standing



in the field. Such, preharvest estimates of probable 
production are needed by traders, Government and industrial 
agencies for policy decisions and administration. The 
available system of forecasting in India is based on the 
eye estimate of the crop reporter and is totally unreliable. 
Thus, there is the need of developing an objective 
methodology for preharvest forecasts of yield of crops.

The proposed technique of crop forecasting should have 
some distinct advantages over the traditional method. These 
include objectivity of the estimates and a measure of 
precision to determine the reliability of crop forecasts 
which traditional method cannot provide. Another merit of 
a crop forecast through this technique is its ability to 
reflect the impact of the changes in the components of yield 
over time due to changes in the cultivation of crop 
varieties and cultural practices. Such changes do slightly 
affect the coefficients of the parameters in the forecast 
model, but the model's responsiveness to these changes is 
not affected as such.

Three objective approaches may be devised for the 
prediction of crop yields. They are: 1. Prediction based 
on climatological factors as explanatory variables,
2, Prediction based on agricultural inputs as explanatory 
variables. 3* Prediction based on biometric characters as 
explanatory variables.



It is generally believed that production of a crop 
in a season, solely depend on the changes in technology and 
weather. A sound knowledge of climatic factors and their 
effect on growth end yield of crops is very much helpful in 
making reliable forecast of production. Influence of 
weather begins with preparatory tillage and continues 
throughout the crop growth period. But crop forecasts

i
based on weather factors often become fruitless due to the 
variations in factors such as agricultural inputs, soil 
factors, technological factors and management factors. It 
will not be often possible to control the effect of all such 
variables in making a reliable crop forecast; Forecasting 
models based on macro climatologies! variables cannot be 
used in micro level forecasting. Above all, several years* 
data are required for building up crop forecast models, 
based on clxmatological variables. Ihus, preharvest fore­
casting based on climatologLcal variables though useful has 
its oim limitations, with regard to its range of validity 
and applicability^

She second approach which is based on agricultural 
inputs is also quite popular among agricultural researchers. 
An objective estimate of likely yield of a crop can be 
obtained by developing crop response models based on plant 
nutrients present in the soil. Additional variables such 
as systems of farming, soil management, frequency and level 
of irrigation etc, may be added to the response function
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to make It more efficient. A joint approach incorporating 
climatologi e al as well as input variables will be more 
efficient in crop forecasting. But the chief defect of this 
approach is the non-availability of reliable farm data. The 
average Indian farmer Is not at all an expert record keeper, 
and it is too much for him to keep a complete account of 
the details of crop cultivation.

Growth of plants is strongly influenced not only by 
genetical factors but also by environmental factors. The 
environmental factors include weather parameters* agricultural 
inputs, soil factors and management al factors. The effect 
of all these factors is reflected through morphological 
characters. Thus a sizable part of1 variation in crop yield 
is explained through the variations in morphological 
characters during different stages of plant growth. If 
informations on such variables are available at different 
stages of plant growth, such data can be effectively utilised 
for building suitable forecasting models.

The present study deals with preharvest forecasting of 
yield of sugarcane (Sacoharum offlcinarum Linn), which is 
one of the most commercially important crops of India. 
Sugarcane is the main souroe of sugar in India. A number 
of distillaries and paper factories are running in the 
country based on the by-products of sugar industry. Sugarcane 
industry and cultivation employs a considerable part of our



population. Thus the crop occupies a prominent place in 
our national economy, Advance estimates of production of 
sugarcane will be useful for planners, policy makers, 
traders and agriculturists. Thus it was felt worthwhile to 
take up a study to develop suitable mathematical models for 
pre-harvest forecasting yield of sugarcane using biometric 
characters.

The main objectives of the study ares

1. To develop suitable models for the pre-harvest forecast 
of production of sugarcane using biometric characters.

.2. To identify the important biometric characters
contributing to yield of sugarcane and to assess the 
relative contribution made by each component.

3. To compare the adequacy of different models in 
describing sugarcane production.



REVIEW OF LITERATURE



Yield estimates are available for most of the field
jcrops, but they need not always be unbiased. Several 

studies have been reported to be conducted to forecast crop 
yield of some major crops using biometrical characters*

■i
agricultural inputs or weather parameters* However in
the case of sugarcane only a few studies have been conducted
and the literature available is limited. A brief review of
the work done so far for the identification of factors
affecting yield of sugaroane, their relative importance
and role in developing various forecasting models are presented
below under three headings.

1. Regression analysis
2. Principal component analysis
3. Path analysis

2.1. Regression analysis

According to Sanderson (1954) the yields of short 
duration crops can be more accurately predicted by condition 
report. Wendell (1959) estimated the distribution of winter 
wheat yields based on elimatoiogieal data. The fitted 
model has the property that the mean and variance of the 
estimated yields are the same as those of the observed 
yields. Partial regression coefficients of this equation 
were obtained by dividing the corresponding coefficients of



a multiple regression equation toy the coefficient of 
multiple correlation E.

Shomas and Osenburg (1959) conducted a study to determine 
the effects of manure, nitrogen, phosphorus and climatic 
factors on the production and quality of orested wheat grass. 
According to them low yields were associated with high 
seasonal temperatures. The study also indicated that the 
estimates of forage production should toe based on obser­
vations on daily range of temperature.

Basu (1968) found that yields of sugarcane can toe 
expressed as a joint function of crop characteristics namely, 
height, midgirth and number of canes per clump. The study 
showed that yield increased with weight and midgirth and 
assumed a constant value when these characteristics exceeded 
certain values. It also showed that there should toe some 
optimum value of the number of canes per clump to get 
maximum yield. She study revealed that yield can toe predicted 
two to three months before harvest using curvilinear models 
with an accuracy in the range 86-88 per oent.

Bohra et al. (1969) developed linear models for 
predicting forage yield based on certain biometric characters 
like basal diameter* Simple and multiple linear regression 
equations were worked out using a subset of variables 
selected acoording to their contribution towards forage 
production. The study indicated that the total yield was

CO



obtained as the product of estimated yield per .plant and 
the true plant population in the pasture.

According to Singh and Sangha (1970) maximum relative 
contribution towards cane yield was due to juice percentage 
followed by girth, number of intemodes and number of canes 
per clump*

Baa and Ramohandra (1971) used 50 years meterological 
data for forecasting bajra yield of Ahmadbad district* They 
determined 'critical* periods in the growth stages of the 
crop and developed regression models with rainfall and 
temperature variables of the critical periods as explanatory 
variables*

Jitendra Mohan and Gyan Pra&aah (1971) predicted the yield 
of jute using a multiple linear regression equation with plant 
height, basal diameter and fibre content as explanatory varia­
bles. Partial correlation analysis revealed that basal 
diameter had the greatest influence on jute yield*

George and Vijayakumar (1979) fitted a multiple 
regression model of the form y = bQ t ^ b ^  for forecasting 
the yields of oaehew trees (y) based on biometrical 
characters (x^)« Taking single spot observations on the 
characters at the first peanut stage, forecasts were made 
one to two months in advance of the first harvest* Another 
forecast model by taking the mean of the three observations 
starting from the first peanut stage at an interval of one



month. Total numbers of nut alone was found to contribute 
substantially to yield,

Parameswaran (1979) conducted a study to identify 
different vegetative, flowering and fruiting characters 
influencing yield in cashew. He found that the most 
important vegetative character contributing towards yield 
was percentage of flowered shoots per unit area.

Jha et si. (1981) conducted a study in Meerut District, 
for the pre-harvest estimation of yield of sugarcane on the 
basis of biometrical characters,. A stratified multi-stage 
random sampling design was adopted for the collection of 
data. Observations were recorded in the third month after 
planting in a monthly interval upto 8 to 9 months. High, 
correlations were found to exist between yield and biometric 
characters, linear models of the following form were used 
for the purpose of forecasting.

of the regression models, Y the yield of sugarcane per plot,

42. Y - * •£ b^ log x^i ™*1



and x^ biometric characters. All equations were found to 
be almost equally efficient. Stepwise regression technique 
was applied to identify the contributing characters,, Ifctey 
found that number of shoots per can© and girth of the cane 
were the most important characters in the first and third 
stages in the growth phase of sugarcane and using these two 
variables in a linear multiple regression model, the crop 
yield can be predicted about two to three months before 
harvest,

Ghaube and Ratnalikar (1962) conducted a study to fore­
cast production of cotton using piokingwise data before the 
completion of harvest* Yields of cotton from first pioking 
to fifth picking were used as regressors in a forecasting 
model. It was found that data upto third picking was suffi­
cient for forecasting the total yield,

Vaishnav and Patel (1983) fitted different statistical 
models for the corecasting of groundnut yield based on, i
biometric characters in Gujarat State, They tried the

i
linear models s 1, Y = ^  ^ iXi+ E ^°S Y =p>Q+ ^
p.log E 3. ry = ♦ E

♦* i  = h  ♦ E

Viier e Y represents the yield, and s^'s ar,e the biometric 
characters. Multiple correlation coefficients showed that 
all models were almost equally efficient.



Multiple growth models of production of wheat, rice 
and sugarcane were tried to determine the factors controlling 
output by Singh et al. (1983) for 15 districts and whole of 
U.P., taking output of the crop as dependant variable, area 
under the orop, consumption of nitrogenous, phosphatic and 
potassic fertilisers, amount of rainfall and area under 
high yielding varieties as independent variables. The fitted 
models explained 31 to 78 percentage of variability in 
sugarcane production in different districts of TJ.P,

A study was conducted by Chandrahas et al. (1983) 
in Kolhopur district of Maharashtra to get objective pre­
harvest estimates of production of sugarcane based on 
biometrical characters. Growth phase of the plant was 
divided into five stages like early growth, grand growth, 
flowering, maturity and harvest. Different forecast models 
were fitted using multiple regression technique. Stepwise 
regression analysis showed that height, girth and number of 
millable canes would be adequate to predict the yield at 
different stages of crop growth.

Pre-harvest forecasting of the_ yield of groundnut has- 
been attempted by ICathri and_Patel (1983) based on twenty 
two rainfall variables through stepwise regression analysis. 
It was possible to predict the groundnut yield using four 
explanatory variables with sufficient degree of precision.



Krishnakumar (1983) used the technique of multiple 
linear regression for predicting yield of coconut based on 
foliar nutrient contents and number of leaves retained in 
the palm. The study revealed that linear regression 
equation with 12 variables could be used for satisfactory 
prediction of yield of coconut, with a coefficient of deter­
mination 0.86.

2.2.- Prediction using urineipal component analysis
According to Hotelling (1933) principal components 

are linear combinations of statistical variables which have 
special properties in terms of variances. The first principal 
component is the normalised linear combination with maximum 
variance.

Girshick (1936) has shown that principal components 
are linear functions of variates which have least variance 
ascribable to errors of measurement and factor loadings of 
the principal components are maximum likelihood statistics.

Grafius and Mesling (1960) developed a technique of 
estimating the behaviour of oat varieties under, different 
environments by veotor analysis. Eive veotor sets comprised 
of twenty two varieties of oats grown under five different 
environments were picked to represent the effects of high 
night temperature, drought, lodging and composite effect of 
certain races of both stem and leaf rust. These vectors were 
used to predict the relative yields of the same twenty two



varieties for nine other environments with an assurable 
degree of success.

An attempt has been made by Abraham and Koshla (1965) 
to form a single index of the level of incidence of pests 
and diseases in a field, using component analysis. The index 
of overall incidence of pests and diseases based on simple 
ranking method va3 found to agree closely with the one based 
on principal component analysis.

Centroid method of factor analysis based on 10 to 12 
characters in two groups of populations was done by Murthy 
and Arunachalem (1967) to find diversity in gĵ nus sorghum. 
Three faetors were found to be adequate to account for most 
of the intercorrelations in both the genotypic and environ­
mental correlation matrices.

Tikka and Asawa (1978) used correlations of 28 geno­
types for factor analysis in Lentil through principal 
component method. Only two factors were found important in 
explaining relationships in seven traits.

Agarwal ,jet al.- (1980) used the method of principal 
components to develop weather indices. Further they used 
principal components as independant variables in a multiple 
regression equation. The first two principal components 
account about 80 percentage of variation in yield.



Centroid method of factor analysis was used by 
Sundaram ejj al.,(1980) in cowpea to study its evolutionary 
pattern. The first three factors accounted for 98 per cent 
of the total variation in yield.

A forecast model has been obtained by ■. Anonymous 
(1983) for hybrid Jowar using principal components of 
biometrical characters. According to them the forecast of 
hybrid jowar yield is, possible one month before harvest for 
a crop of three and half months duration.
2.3* Path analysis

VJright (1921) proposed the method of path coefficient 
analysis to study the cause and effect relationship in 
correlated variables, which was first successfully used in 
animal breeding programmes.

Dewey end Lu (1959) carried out path analysis to 
study the components of crested wheat grasB production, 
using six biometric characters. According to Li (1956) 
the method of path coefficients is essentially a device for 
analysis or decomposition of correlation coefficient under 
a structure of causal relationships among linearly related 
variables.

I- ;,v:. Norma® (1971) used path coefficient 
analysis to identify important component of sugarcane 
production. They found that number of mi liable stalks per 
unit area was the most important factor followed by stalk



diameter and stalk length. Stalk density V -*A (D/2)23j 
contributed less to cane yield other than three -variables.

TTapliade (1972) revealed by path analysis that the 
number of leaves per plant was the most important component 
of fodder yield, followed by the plant height and leaf area.

Kalhptra.snd Jain (1972) found positive correlations 
among yield, grains per ear and 1000 grain weight in barley. 
Multiple regression equation was fitted by talcing yield as 
dependant, grain per ear and 1000 grain weight as independent 
variables. Maximum variation, in yield was accounted by 
variation in grain per ear end 1000 grain weight,

Hao et al. (1973) conducted an experiment to identify 
the direct and indirect effects of planJ heightj curable 
leaf number, leaf length and leaf width in the yield of 
flue cured virginea tobacco.

The regression of yield on the morphological 
characters is obtained after logarithemic transformation 
of the data. According to them plants with broad and more 
logarithemic curable loaves were ideal for selection.

Hooda et al. (1979) applied path coefficient analysis 
on sugarcane genotypes for identifying a few morphological 
characters as reliable indices for selection at the settling 
stage. They observed that stalk weight and stalk height 
have positive direct effect on yield followed by brix 
content.



Sundaresan et al. (1979) observed significant 
positive genotypic correlations between biometric characters 
at seedling stage and settling stage. According to them 
cane thickness was the most reliable character for selecting 
genotype at both the stages.

An experiment was oonduoted by Singh et a£.. (1931 a) 
with 48 varieties of sugarcane in a E.B.D. with three 
replications. Ten clumps were selected atrandom in each

i
plot at the time of germination, and data were collected 
from these oluaps till harvest. Observations were recorded 
on 8 traits. According to this study selection on sugarcane 
should be based on stalk height, stalk girth, number of 
internodes per stalk, number of green leaves per stalk and 
brix. Sinoe these characters are largely governed by additive 
genes•

Humber of nullable canes and number of internodes per 
clump were identified by Singh et al. (1981 b) as the 
important components having direct influence on brix quality. 
They got a high residual effect (0i956) indicating that 
some prominent characters were not included in the model.

In another study conducted by Singh and Sharma (1982) 
cane thickness and number of millable canes were found to 
be the major contributors towards sugarcane production*



MATERIALS AND METHODS



Data used for the study were oolleoted from the hulk 
crop of sugarcane available at the Sugarcane Re search Station, 
Thiruvalla. The study was confined to two popular 
varieties of sugarcane namely 00-997 and 00-62175 • Fifty 
plots of equal size were located in the experimental field 
under each variety. In each plot three plants were 
demarcated, the two end plants and the middle plant for 
recording biometric observations such as height of the 
cane (cm), girth of the cane(cm), width of the third leaf 
from the top (cm)c length of the third leaf from the top 
(cm), and the number of green leaves. The identity of the 
three plants was retained till harvest. First observation 
was recorded in the fifth month after planting and there­
after at an interval of one month till harvest. The 
height of the cane was measured from the ground level to 
the last node and girth was taken at the middle of the 
eane. At harvest weights of the three selected canes (gms) 
were recorded separately in addition to the plot yield 
(kg). The total number of tillers, canes and leaves in 
each plot were also recorded in each month. In the first 
two months of study it was very difficult to distinguish 
between tillers and canes. So the observations on 
number of tillers and canes were considered together as a



single observation.
In order to get a rapid method of determining leaf 

area using linear dimensions of the leaf the product of 
the maximum length and maximum breadth (say x) was 
correlated with actual leaf .area (y) obtained by tracing 
the leaf on the graph paper. A sample of thirty leaves 
of different sises was used for this purpose. Different 
regression equations were worked out for estimating leaf 
area with and without applying various transformations.
An approximate prediction equation f or estimating leaf 
area was selected on the basis of the twin criteria of 
simplicity and efficiency. In estimating leaf area it 
was assumed that shape of the leaf did not undergo 
significant changes during the entire growth period of 
the crop and hence the equation developed for estimating 
leaf area at the harvest period of the crop was also 
equally applicable during the early stages of crop 
growth. Further it was assumed that the leaf area of 
a leaf was not associated with its position. From these 
assumptions and the methods developed it was possible 
to estimate the leaf area of the third leaf of the 
tagged plants. The following models were tried for 
estimating the leaf area.
1. y = bx 2. y= a+bx 5. log y = a*bx

p4-. log y = a+b log x 5. y = a+bx+Gx 6, y = a+b Jx+Cx.



Tbs total leaf area of the cane wa3 estimated by 
multiplying the number of leaves per cane and mean leaf 
area of third leaf of the tagged plant from the top*

Pre-harvest forecasting of plot yield of sugarcane 
was attempted using

1 • Cane-wise observations
2. Plot-wise observations

5*1i Prediction using cane-wise observations
Regression analysis was carried out using the 

observations recorded from the three selected plants for 
each of the fifty plots for the two selected varieties 
for each month separately to find the adequacy of different 
models for prediction. During the course of the plant 
growth some of the selected canes got damaged dun to 
disease incidence, so observations on those plants were 
not accounted for the analysis. The biometric characters 
used for the prediction of cane yield wares 1. Height of 
the cane (x̂ ) 2, Girth of the cane (xg) 3- Width of
the third leaf from the top (x^). 4- length of the 
third leaf from the top (x^)* 5* leaf area of third
leaf from the top (x^) 6. Total number of leaves in a
cane (xg) 7* Total leaf area of all the leaves of a 
cane (x̂ ) • Correlation coefficients were worked out 
with the above mentioned seven morphological characters 
among themselves and with yield (y) for each month



separately. The significance of correlation coefficient 
was tested using students 51’ test. Selection of explana­
tory variables of the multiple linear regression equation 
was done on the basis of the relative Influence of the 
various characters on cane yield. Only those characters 
which showed significant linear relationship with yield 
alone were retained in the model. A class of multiple 
linear regression equations was fitted for each month 
separately, coefficient of determination (H ) calculated 
and tested for significance.

In multiple linear regression the values on P 
explanatory variables x^, Xg, - - - x^ were used to 
predict the average value of the dependant variable y 
using the functional form

y « a+b^x^+bg^ + - - - +b^x^. It was assumed 
that the independent variables were measured without 
error and errors in the dependant variable y followed 
a normal distribution with zero mean and constant 
variance. The parameters of the fitted equation were 
estimated by applying the ordinary principle of least 
squares • The. set. of normal equations for estimating the 
parameters b-j, bg, - - -» b^ was

—^  px1 =

w&ere Siy is the vector of sum of products of the i 
explanatory variable with the dependant variable.



Si.1 is the sum of product matrix of the explanatory— •'pxp
variableŝ , is the vector of parameters b-j, bg, -— ,bp

V >  s s^p*i
where £i;)pxp is the inverse of Siypxp 

a = y-b1x1-b2x2  bpxp

The estimated value of the dependant variable can be 
obtained as

r r w2A2    ' V p
where a,b^ - - - b were the least square estimates of a,

P P V i vb^9 bg - - - b„i The quantity ■£. — o~*̂  is; called the

y a a+b1x1+b9x„  ---   +b x,

b i The quantity ■£. — tt-1 P i=1 S j
multiple coefficient of determination, which is a measure
of the percentage variation in the dependant variable,
explained, by the independant variables of the fitted

2equations. The significance of R was tested using the 
variance ratio test given by

B2 n-t>-1
» = 1-B2 P

The adequacy of a restricted model over the full model
was tested using the 3? test

« dfP = r r x — ■—
1 - 4  a r - a f

pwhere R£ is the coefficient of determination for the



full model, is the coefficient of determination for the
restricted model, df is the degrees, of freedom of Rf and

2dr is the degrees of freedom of Rr*
A significant F test implies that the restricted 

model is inefficient to cope with the full model*
The following transformations were tried in search

of a better fit to the data.
7 7 ^

1 . y = a1+ * ibl 1 log Xi. 2. y = a2+ * =^ 12 —

7 .7
3. y = 83+ i b 13 4. log y = loS xi

where x^s are the biometric characters,, â  3=1 *2»3ff4 
are the constants to be enumerated and b ^  are the 
respective regression coefficients.

The expected yield of a plot was determined as the 
product of the number" of canes per plot and expected cane 
yield as obtained from the fitted model.
3.2. Prediction -using -per -plot observations

An attempt was also made to predict the yield of 
sugarcane based on per plot observations. In the first 
two months of the study there were only eight biometrical 
characters and in the next three months there were nine 
characters. The characters included in the study were 
(1) Height of the cane (x.j), (2) Girth of the cane (Xg),



(3) Width of third leaf from the top (x^)* (4) length of 
third leaf from the top (x^), (5) Area of third leaf- from 
the top (xj.), (6) Number of canes per plot (x^)# (7) Number 
of tillers per plot (x^) (8) Total number of green leaves 
per plot (xg) (9) Total leaf area of all leaves in a plot 
(Xg). The dependant variable liras the plot yield in kgs. 
Observations on height, girth, width of third leaf, length 
of third leaf and area of third leaf are the mean values 
of measurements in the three tagged plants in each plot. 
Observations on other characters, viz., number of canes per 
plot, number of tillers per plot and number.of leaves 
per plot were recorded on a whole plot basis. Correlation 
coefficients were calculated among the characters 
themselves and with yield and multiple linear regression 
equations of yield on the above mentioned biometrical 
characters were fitted as described in section 3.1. The 
four nonlinear models as explained in section 3.1 . also 
were tried f or all the months.

3*4*. Prediction using principal 
Component analysis

In many of the experimental situations of multi­
variate data analysis the characters may be interrelated.
In such situations in order to examine the relationships 
among the set of P correlated variables, it may be useful 
to transform the original set of P variables into a new set 
of P uncorrelated variables called principal components.



These new variables are linear combinations of original 
variables and are derived in decreasing order of their 
importance so that the first principal component accounts 
for maximum of the variation in the original data.

Plot wise observations were utilised for predicting 
plot yield using principal component analysis. The 
analysis was carried out for each month separately.

Since the variance covariance matrix of the 
standardised values is the same as the correlation matrix 
of the characters» the principal components were calculated 
from the matrix of correlation coefficients*

The eigen vector corresponding to the highest eigen 
value will be the first principal component. Similarly 

principal component is the eigen vector corresponding 
to the r eigen value of the matrix.

let x* a (x.j Xg - - - Xp) b9 a P dimensional 
random variable with mean and dispersion matrix 5 •
The components z^9 a2 ~ ~ zp Bxe as 5 3 n aijS

where ^ 3 = (alj *21 ' - ' V
The first principal component ẑ  is to be so chosen 

as to have maximum variance and should satisfy the 
orthogonality condition a^a^ = 1

Variance of the first component V(Z^) = R, 
where R represents the correlation matrix. Maximising



aj H Oj using Legrange multiplier )\̂

H a1 - SjCa^^-1 ) (1 )

(R- ĵIJ) = 0
Equation (1) have a non-aero solution if (R- ^  I) is
a singular matrix* \j must "be chosen such that | R- = 0.
A non-zero solution exists for equation (1) if is on
eigen velue of R.

VCZ^ a a} R aj

a ^  sinoe ©Jj » 1

If is the i^̂ 1 eigen value then the variance of the i^1

principal component is K • To maximise the variances ^ ̂ 
must he chosen as the largest eigen value • Prom equation (1 ) 
the principal component must he the eigen vector of R* 
corresponding to the largest eigen value In the same
manner the second principal component will be the eigen 
vector corresponding to the second eigen value and so on.

The sums of variances of the original variables 
and their principal components are the same. The total 
variance in the system xd.ll be trace (E) which is the same
as sum of the eigen values. The proportionate variation

th xexplained by the i component is A ̂  , where P is the
I T



trace (R) • The first m components account for 
m X i■£1- d x 100 percentage of the total variation,
3=1 P

, * V *
Correlation between j component and i variable

is given by rCx^.Z^) = ^  a^ * This is known as factor
j

loadings or component loadings* If a variable has no 
significant correlation with a component then that variable 
is not contributing much to the variance of the component 
and hence unimportant In describing the causal structure*
Thus variables can be ranked according to their relative 
importance and unimportant variables can be eliminated*
But if the so called unimportant variables are correlated 
vdth any other component elimination will be dangerous.
So elimination is done only after considering the major 
components*

The utility of a component depends upon the variability
it accounts for* Thus the first step is to select the
important components from, the *P' set of P components* A
simple rule is to consider only these components which
account for more than 75 percentage of the total variability*
Another rule is to select only those components with
latent roots numerically greater than unity. A third
method used is that of testing the dissimilarity among

2latent roots by %  test and retaining only those 
characteristic vectors corresponding to the roots which



are distinct.
On several occasions principal component analysis 

is only the first step in multivariate data analysis. The 
derived observations can he, subjected to further statistical 
analysis. In this study the values of the first three 
principal components are used as independent variables in 
multiple linear regression analysis with final yield as the 
dependant variable. Prediction equations during different 
months were worked out and corresponding coefficients of 
determination calculated.
5.3 . Path coefficient analysis (Plant wise approach)

Che simple correlation analysis does not take into 
account the cause, and effect relationship between the- 
related variables. The technique of path analysis developed 
by Wright (1921) is useful to study the functional 
relationship between causal factors and their effect. The 
method can be applied to assess the relative contribution 
of various biometric characters affecting yield of 
sugarcane so as to enable the researcher to identify the 
important variables to be retained in the prediction 
equation.

, Path analysis is concerned with the decomposition 
of simple .linear correlation coefficient between causal 
variable and the effect factor into numerous component a 
due to direct effect of the causal factor and its indirect



effect through, other factors, The linear model used for the 
path analysis is of the form

T =  a+b.,^+1*2*2+- V n V n

Where b^'s sre partial regression coefficients, x^*s are 
the exogenous variables (the biometrical characters) and 
*Y* the endegenoua variable (cane yield).

Path coefficients are standardised regression 
coefficients and are given by P^y = b^ ̂

*5

Where^ and ^  have their usual meanings. The indirect 
effect of through x^ is r^^P^y.

Standardising the variables

2=a = y, , s a  -x.
y xi
t = P1y^ ^ 2yV ------ +pn yV pu§i

let x be any variable 

Then ryq = K Xq

= P1yy1q+P2yr2q. + pnyrnq+ puyru(i

ryQ. ” iq-

which is known as the first law of path analysis, if both 
the variables are purely exogenous, correlation cannot be 
broken down. If x^ is any variable among x^*st i=1,2....n



Ihetl V  “ jJ V h

Since there are n exogenous •variables the cause 
gnfl effect relationship can be defined by n simultaneous 
equations in n unknowns• The coefficient matrix of normal 
equations will be the correlation matrix. The set of normal 
equations are

ÊLXE“iynx1 " "iynx1

Where B _  represent the correlation matrix, P.-nxn •L‘ynx1
the vector of path coefficients, r. the correlations of•'nxl

with y. Solving these systems of equations the direct
effect will be obtained.

The residual effect can be obtained as follows, 
n
P. -jr. „+P_.yy = 1 = iy^iy u^uy

= ±f/iyriy+ruy

= 4 r B 1‘ i S  V i y

31 P J*
1- -n, iy iy 

1=1

where h is the residual effect and h " measure the 
degree of determination of Y by residual factors and 
^iy^iy mea0Ure degree of determination of Y by the



endogenous variables.
If the correlation coefficient is positive, direot 

effect is positive and indirect effects are negligible, 
then the direct selection of that trait will be effective.

If the correlation coefficient is positive but direct 
effect is negative or negligible the indirect effect seems 
to be the cause of correlation. In such situations the 
indirect causal factors are to be considered simultaneously.

In some cases correlation coefficients may be 
negative, but the direct effect is positive and high. In 
such situations a restricted simultaneous selection model 
is to be followed. Restrictions are to be imposed in 
order to nullify the undesirable indirect effect so as to 
make use of the direct effect.

Rules for translating equations into a path diagram 
are to draw an arrow from each cause to effect and between 
two purely exogenous variables, draw a curved line with 
arrow heads at; each ends. The path diagram contains all 
the information of a system of equations, but for many 
models the diagram is easier to comprehend.



RESULTS



4. RESULTS

4.1. Estimation of leaf area
The different models fitted for estimating leaf area

2of sugarcane with corresponding R values are given, in 
table 4*1 *1 *

*x# is the product of maximum width and maximum 
length of the leaf. All the above mentioned six models 
were almost equally efficient in the estimation of leaf area. 
The coefficients of determinations were oamparitively low 
for variety CO-52175. Considering the simplicity and 
convenience of calculations the equation y = bx was selected 
for the estimation of leaf area of sugarcane.
4.2. Pre-harvest forecasting of sugarcane yield - Method of multiple regression - Plant wise approach*

The inter-correlations among the different characters 
studied and those with yield were calculated for each month 
separately. The matrix of correlation coefficients, the 
regression equations fitted in each month for the two 
varieties and the.value of coefficient of determination are 
given in tables 4.2(a) and 4.2(b) respectively. As mentioned 
in section 3.1 . four types of transformations were tried on 
the experimental data and the regression equations fitted, 
applying these transformations are denoted by letters a,b,c 
mid d where a. logx^ b. y~ ■'sj’
c\ y !=a3+ i ̂ 1 «T*i d. Logy » ^  f ̂ log x^



Table 4.1.1* Models for estimating leaf area of sugarcane

SI. Poim of model CO-997_________  CO-62175_________Ho. Estimates of parameters 0 Estimates of parameters 5>a b c B a b e  E
1. Y = bx 0.66 0,83 0.66 0.76
2. Y = a+bx ' 63*5? 0?61 0.83 51.21 0,57 0.75
3. log Y= a+bx ■ -2.29 -0.0005 0.81 -2.17 -0.001 0.75
4, log Y~ a+b log x 0.12 -0.9S 0.81 -0.22 0.85 0*76
5. Y = pa+bx+cx 53*54 -0.82 0.0001 0.83 -42.72 -0.59 0*00003 0.75
6. Y = a+b Xx^cx 26.90 -20.29 -0.28 0.85 -587*44 2896 1*37 0.75

Cot-rs.



Chara— Height Girth Width Length Area Ho.of Total Caneeters of 3rd of 3rd of 3rd leaves/ leaf yield
leaf leaf leaf cane area/cane

*1 *2 *3 x4 *5 *6
1 0,445 0.437 -0.159 0.355 0.358 0.475 0.472

x9 1 0.522 -0.040 0*509 0*210 0*533 0.52?
*3 x

1 -0.081 0.917* 0.258* 0.849* 0.394
1 0.28§ -0*136 0.179 -0.0494 * * ̂ 1 0.204 0.894 0.361

0.54? 0.225*5 
*6
Y 1

1 0.408

Table 4.2(a) 1.2. Zer0 order, correlation matrix of biometric characters and yield for 00-62175 in fifth month of plant growth.

Chara­ Height Girth Width Length Area No. of Total Cane
cters of 3rd of 3rd of 3rd leaves/ leaf yield

leaf leaf leaf cane area/cane
*1 *2 *3 x4 *6 *7 Y

* * * #• * *X- 1 0.489 0*505 0.469 . 0.575 0*712 0.744 0.5451
k2 1 0.545 0.454 0.581 0,404 0.570 0.590
X 1 0.521 0.937*4. 0.397 0.80? 0.55!J 1 0.777 0.312 0.654 • 0.5034
*5 1 O.42S 0.862«■ 0.612*1 0.807 0.413
x? 1 0.609
Y , 1



Chara­ Height Girth Width Length Area Ho. of Total Cane
cters of 3rd of 3rd of 3rd leaves/ leaf yield

leaf leaf leaf cane area/
M cane

*1 *2 x3 x4 v  . *7 Y

X1 1 0.025 0.215 -0.095 0.153 0.079 0.151 0.375
i 1 -0.016 0.104 0.034 0.037 0.046VL 0.055

Cm

*3 1 0.154 0.842 - * 0.139 0.750* 0.420
1 0.610 -0.021 0.500 0.115*T

*5 1 0.098 0.862* 0.38?*
*6 1 0.577 0.438

ft

*7 1 0.543
Y 1

Table 4.2(a)2.2. Zero order correlation matrix of biometric 
characters and yield for CO-62175 in sixth month of plant growth,

Chara­ Height Girth Width Length Area No. of Total Cane
cter of 3rd of 3rd of 3rd leaves/ leaf yieldleaf leef leaf cane area/cane

*1 x2 x3 \  . *5 ‘ *7 Y
* * * * * 4 „ ■»

X1
x2

1 0.491 0.464 0.272 0.458 0i449 0.554 0.630
1 0.585 0.362 0.593 0.324 0.58? 0.620

*3
x4

1 O.42S 0.93? 0.262 0.794 *0.542
1 0.724 G.039 0.01? 0 . 0 t—3

*

*5 1 0.210 0.808M. 0.574
*6 ■ 1 0.734 0,415
*7 1 0.639



Chara­ Height Girth width length Area No. of Total Canecter of 3rd of 3rd of 3rd leaves/ leaf yieldleaf leaf leaf cane area/
cane

*1 x2 *3 X4 *5 *6 *7 Y

*1 1 0.30? 0.153 -0.032 0.104- 0.182 0.188 0*525
*2 1 0.277 0.091 0.257 0.265 0.350 0*591
*3 1 0.179 0.869 0.300 0.79S 0.478
s4 1 O .638 -O.20S 0.317 0.069
Xjj 1 0.121 0.774 0,394
x6 1 0.715 0.522
*7 1 0.61$
Y 1

Table 4.2(a) 3-2. ^ero order correlation matrix of biometric 
characters and yield for 00-62175 in seventh month of plant growth.

Chara­cter Height Girth Width of 3rd leaf
length of 3rd leaf

Area of 3rd 
leaf

No. ofleaves/
cane

Totalleaf
area/

Caneyield
cane

*1 *2 •x4 *6 Y

xi
*2

1 0.598
1

0-354
0.495

0.212
0*222

0.337
0*488

0.061
0.162

0.240
0*443

0.758 
0 *69^

*3 1 0.479 0*865 0.126 0.743 0.58?
*4 1 0.834 0*233 0.740 0.449
X5 1 0.222 0.885 0.620
x6 1 0.62? 0*155x?.
Y -

-

1 0.569
1

*Si$iifleant at 5$ level P ( <  .05)



Charac- Height Girth Width Length Area No. of Total Cane
ter of 3rd of 3rd of 3rd leaves/ leaf yieldleaf leaf leaf cane area/cane

X1 x2 *3 x4 *5 *6 ...*7 Y
• * 0.155 4x1 1 0.239 0.227 -0.039 0.050 0.139 0.551

*2 1 0.27? 0.004* 0.196« 0.220 0.269 0.560*
*3 1 0.269 0.798 0.159 0.698 0.431
H

1 0.76? 0.109 0.614 0.041
*5. 1 0.154 0.826* _ •» 03254
^6 1 0.672 0.408

1 0.481
Y 1

Table 4.2(a)4«2. Zero order correlation matrix of biometric characters and yield for CO-62175 in eigth month of plant growth.

Chara­cter Height Girth Width 
of 3rd 
leaf

Length of 3rd 
leaf

Areaof 3rd 
leaf

No. of
leaves/
cane

Totalleaf
area/cane

Cane
yield

x2 *3 x4 *5 x6 Y

X1
*2

1 0.529
1

0,431
0.453

0 *285 
0.250

0*44?
0.424

0.078 
0.090

0.387
0.429

0.743
0.66?

*3
*4
.*5

1 0.510
1

0.897
0.79?
1

0.022
-0,143
-0.035

0.77?
0*565
0.808

0.608
0.363
0.590

x6 1 0.512 0.101
*7Y

1 0.557
1



Chara­cter Height Girth Width Length 
of 3rd of 3rd 
leaf leaf

Area of 3rd 
leaf

Ho. ofleaves/
cane

Totalleaf
area/cane

Caneyield

*1 Xg *3 s4 s6 *7 Y

X1 1 0.092 0.240 -0.073 0.059 0.018 0.077 0.479
*2
*3
xi

1 0.109
1

-0.004 
0.348

0.096
0.26$

0.249
0.32$

0.21$
0.114

0.547
0.33$

1 0.268 0.208 0.584 0.143*T

H
X,,

1 0.123
1

0.288
0,805
1

0.127
0.512
0.521

Table 4.2(a)5.2. Zero order correlation matrix of biometric characters and yield for CO-62175 in ninth month of plant growth.

Chara­ Height Girth Width Length Area No. of Total Cane
cter of 3rd of 3rd of 3rd leaves/ leaf yield

leaf leaf leaf cane area/cane
X1 x2 *3 *4 *5 *6 .*7.. _ Y
1 0.561 0.507 0.261 0.44$ 0.107 0.389 0.8081

X2 1 0.45$ 0.307 0i40$ 0.116 *•0*413 0.769£X™ 1 0.57? 0.849 0.053 0.680 0.58$
4

1 0.801 -0.161 0.529* 0.384*
*5 1 -0.031 0.748 0.557
*6 1 0.60$ 0.173
*7 1 0.532*
Y 1



SI.No. Regression equations. R2
1. Y = H78.382->4.8542C1+103.089X2+68.01x^*^1.466x4 

-0 .4753̂  +5 .43Xg+0 .001 Xy
0.355**

2. Y =» -241,445+4.84x^101.21x2+22.426X5+5-.223x6 (S.) 0.353**
3. Y = -246.674+4.855X-, +100'.999xo+19 .536x~+0.03x, 

+5 »264Xg (3)
0.353**

4. Y 0 -244.691+4.994k^+101.657x2+0.188x5 
+5.701 x^ (3)

0.353**

5. y = -179.634+4.956^+101 .425x2+0.175x7 (S) 0.352**
6. Y = -206.619+5.03x ^ 10 1.353x2+23.54x5 <S) 0.352**
7. Y = 317.261 +6 .576x -, +0,0475^ 0.266**
8. Y « 206.471+6.57x^+61.09X5+5 *834x6 0.267**
a. Y a -3596.225+141.861x^+56.991x2+79.539X5 

-9.647X4+1722^ +373 .Ox^-90.8x̂.
0.346**

b. Y a 1455.171-1927.611x^2470.684x2-507.803X5 
+12777.753xA-9708.262^-2887 .?64x6 
+12996 •929x?,

0.373**

0. Y « -1377.347+71.394x1 +521,129Xg+96.357X5 
+6.423x4-0.407x5 +25.879xg+Q .*111 x?

0.352**

d. Y = 7.821+0.319^ +0.826Xg-0.215X5^0.232x4 
+0.306X5 +0,029xg +0.004Xy

0.340**



SI.No. Regression equations IT

1.

2.
3.

4.

5.

6. 
7 * 
8. 
9.
a,

b.

Y =

Y =
Y =

d.

Y -

Y a
Y a
Y =
Y =
Y =

Y =

Y a

Y a

-446.404*4.052%^ +90 .SOXg-18.313^+1.20x4 
+0.885x^-19.242% +0.069X7
^991.45 *4.134x1 +88.726x2+121.0133^+3.961x^ (S) 
-751 .607+3.171x1 +96;8233^+3.655x4
+0e0633Cy (S)
-568.929 +3•738x1+95.04Xg+105.69x5 
+0.045*7 (S)
-652.899+5.084x1 +97.482x2+153.4773!^
-3.495315 (S)
-668.844+4 ?02x1+97.091x2+153.1343^ (S)
-388,771 +3 •014x1 +102.443x2+0,095X7 CS)
-309.642+6.494x1 +236.445Xj+0.883x5

589.858+3.952x^0.148*7
19119.059+78.276x1+268.04x2-18478.245^ 
-18502.271x^+18579.1133^-259 .706sg 
+279.204x̂ 7
5762.09-3251.826x^-4484.942Xg-Q122.177Xj 
-383977.323x^+467376.2933^-4437.5x6 
+900939.176x7 - . •
5398*749 +44.925x̂  +470.053Xg-4251.957^
-591.575?4+485.938^-94.067x5+6.942*7
72.868+0.253x1 +0 .635x2-75 .04x^74 *977x4 
+74.7123^-0.560x5+0.847*7

0.500**

0,498** 
0.488**

0.484**

0,480**

0,480**
0,475**
0,409**
0.331**
0.454**

0.450**

0.487**

0.335**



SI.No.'

1.

2.
3.
4.
5.
6. 
7.

b.

d.

Regression equations R

Y = 460.139+4.097x^+1.2442-2+105.421^+1 .294x4 0 .4 2 7 **
-2.7023^-47.2512%+0 . 279X7 .

Y = -614.965+3.73x^1.658x2+109.375X5+70.77^  (S) 0.399**

Y a -604.76+3.744X^109.503X5+70.9593% (S) 0.397**
Y a -540.6 26+3.999X.,+0.8073%+73.1313% (S) 0.398**
Y a 54.752+4.0193%+0.1112% (S) 0.383**
Y = 174 .957+4 .013x ^ 1 . 059X2+0 . 1112% (S) 0 .384**

Y a - 9 •27 +3*982xi +2.235xc+126.85s~ 0 .264 **I . t . 5
y = - 3596.225+141.861X.,+56.991X2+79.539X5 0 .4 0 9 **

- 9 .647x^+1723%+373.62%-90.82%

Y a 3642.597-21729.061x^5229.521*2 -1657.684X5 0.462**
-74071.427X4- H 22 .6852%-8131.048Xg 
+1120489.8723%

y «? 2 12 1 .052+75. 206x ^ 29.693x2+325.325x5 0. 425* *
+11.75IX4-205 .6013%-977.602x6+69.1233%

Y = 2.549+0.586x ^ 0.169X2+0.238X5+0.039X4 0.399**
-0.2593% +0.374xg+0.440:%



SI. pNo. Regression equations R

1. Y = -208,253+5.74X-,+91.801x2+28.623^+4.032x4 
-3.532^-93 -983x6+0 .4302^ .

0.586**

2. Y = -335.23+5.214x^86.275x2+72.387X2+4.611x^ 
+27.542x6 (S)

0.571**

5. Y = -670.507+5.565x^100.123x2+5.39x4+28.462x6 (S> 0.563**
4. Y = -781.492+6.093x^117.943X2+23.046xg 0.534**
5. Y « 313.919+6.31Qx1+0.179x7 0.518**
6. Y = -1010.47+120.855x2*153.589x3+43.942x6 0.470**
7. Y = -893-067+5 •486x1+94.503x2+103.12X2+22.819x6 0.551**
8. Y = -422.823+3.175x^87.606x2+0.1233^ (S) 0.571**
9. Y a -3260,9-5.599x ^ 170.045X2+972.177X2 0.403**
a. Y a -248872.77+153.851x1+305.523X2+255191.019X2 

+255303.979x4+53.658x2+255239.167x6 
-255159.688x?

0.532**

b. Y = 4456.763“22112.591x1-5479.72x2-4148.74x5 
-200321.249x4+209363.675x2-4816.034x6 
+837000.286Xy

0.497**

c.. Y a 2599•417?98.284x1 +530.478x2-520.64OX2 
-13.124X4-209.654x5-1437.79^+95.5212^

0.573**

d. Y = -1043.079+0.566X.,+0.969x2+1083.538X5
+1084.439X4-2.059X5+1081 .621x6-1081 ,394Xy

0.511**



Table 4.2(b)3*1. Eegression equations fitted for CO-997 in seventh month of plant growth*

SI.
Wo. Eegression equations R2

1. Y = - 4650.708+ ^ .247x ^ 88. 047x 2+902. 413X5 
+ 2 2 .9 3 7 x ^ - 9 . 157X5- 3 .641  x g + 0 .1 1 1

0 .6 7 7 * *

2 . Y = 7 8 .7 1 2 + 5 .3 1 2 ^ + 9 0 .3 0 9 X 2 + 0 .1 0 9 X 7  (S) 0 . 642**

3* Y =  - 1464*312X5+5.1 1 1 x 1 + 9 2 .5 2 7 x 2 + 1 1 5 .3 1 2 x 5  

+ 5 4 .0 5 2 x g
0 .6 1 5 * *

4 . Y = - 1240. 993+5 . 544x ^ 106. 133x 2+149 . 104X5 0 .5 7 2 * *

5 . Y = - 1 1 8 0 .2 2 3 + 6 .4 0 8 x ^ 1 4 6 .753X5+64.3 0 5  x 6 0 .5 4 9 * *

6 . Y = •»5 5 4 .7 7 4 + 6  .5 8 8 x 1 + 0 .1 3 5 x 7 0 .5 4 8 * *

7 . Y = -8 0 5 .5 0 2 + 5  . 9 1 5 x  + 1 2 7 .4 2 2 x
1 2

0 .4 8 2 * *

■^Significant at 1$ level B ( < .01)



Table 4.2(b)?.2* Regression equations fitted fop CO-62175 
In seventh month of plant growth.

SI.Ho. Regression equations R2

1. Y a 577.621^6.782^+70.969X3-1 10.6353^-2.298x4 
+2.263s^-1*7S8xg+0.0812^

0.769**

2. Y a -822.3o1+7.117X.,+68.338X2+0.1603^ (S) 0.760**
3* Y » -1298.886+6.411x^84.465x2+112.9313^ 

+3.375x4
0.753**

4. Y 0 -1216 *034+7.011:^ +70*268x2+168.595s^ 
♦28.059xg

0.735**

5. Y a -1052.488+8.48X.+211.212x^+36-326x
* 6

0.708**
6. Y a -1044.620+6.621xl+80.363x2+174*646s5 0.722**
7. Y a -847.41+6.943x^118.239*2 0.667**
8. Y a -374.462+8.602^+118.239X2 0.645**

9. Y a -4896.192+6.419x^78.492X2+1.6983^ (S) 0.761**



Table 4.2(1))4*1* Regression equations fitted for 00-997 in 
eighth month of plant growth.

SI.
Rot Regression equations R2

1 . T - -381.292+5 .535x^+99.704^-15.140X5 
^2.503x^-0.751^-33.015x5+0.183^ .

0.633**

2. Y =5 -1479.5 +5 .622x-| +100.881*2+76 • °^x3 
+43.961x5 (S)

0.619**

3. Y = ^1111*565+5.722x-j +109.021x2+0.066x7 (S) 0.595**
4 9 Y = -1134.137+6.491x^103.314^+53.638x5 0.516**

5, Y = -1074.904+6.074x̂  +132.561*2 0.498**

6, Y = 614.423+6.773x^0.084^ 0.471**

7. Y = -1249.947+5.538x1 +116.825x2+87.913x^ 0.447**

**Sigui£icant at 1$ level P ( <  .01)



Table 4.2(b)4.2. Regression equations fitted for 00-62175 in 
eighth month of plant growth.

SI.No, Regression equations R2

1. Y = -844,726+5.1242^93-113x2+65.501x5-0.562s4 0,716**
+0.034X5-10,050xg +0,081

2. Y a -1064,146+5.113x^97.150x2+135.967^  (S) 0.711**

3. Y a -998*719+5.899x^+125®079Xg 0.656**

4, Y « -2502.262+5.329^+100,889X2+0.905^ (S) O.699**

5, Y « -1069.825+5.094x-j+96.306x2+136.559^ 0.712**
+4.227x^ (8)

6, Y = -1523.632+6,381x^+177,003x^+6,208xg 0.656**

7. Y a -391.801+6.740x^0.121 Xy • 0.637**

8. Y a -499.811+9.121x1 0.601**

9. Y a -943.218+5,076xi+103.087x2+0.974x5 (S) 0.704**



Table 4.2(b)5.1. Eegression equations fitted for CO-997 
in ninth month of plant growth.

SI.No. Eegression equations R2

V Y a -680.146+4.904x^108.879x2-68.879^ 
-1.806x^-0.015^-1.462x^-0.0922^

0.663**

2. Y = -1195.981+4.669x^+111.240x2+20.628^ 
+38.557xg

0.641**

3. Y a -1015.126+4.563x1+115.986x2+0.0573^ (S) 0.635**

4. Y = -1132.072+4.330x^134.392x2+58.709^ 0.518**

5. Y = -532.698+5.059x^21.668^+48.612^ 0.487**
6. . Y = -270.015+4.923x^0.0693^ 0.465**

7. Y = -880.117+4.999x^112.461x2-63.583x3 
+0.778x^ (S)

0*654**

**Sigoifleant at 1# level P ( <C .01)



Table 4.2(b)5.2,. Regression equations fitted for 00-62175 in ninth month, of plant growth.

- 
r-l 

O Regression equations R2

1, Y = —1181.538+4.9223^^115.727x2-5.1.17^ 
+0.191X4+1 .135x5+16.484x^0.043^

0.826**

2, Y =  ^1074.184+4.971x^113.478x2+0,704^ 
+7.6lOXg (S)

0.825**

5. Y =* -983.567+5.201X ^ 113.362X2+0.049X7 (S) 0.819**
4. Y a -1138.1 1+5.019x1+114,943x2+70.828X5

+6.267x5 CS)
0.817**

5* Y = -1081.42+5 .064x1 +11.6.474Xg+70.099X5 (S) a.Q12**

6, Y —"0 *1030.774+5.576x^+125.855X2 0.798**

7. Y a ̂ -281.85+7.191 x1 +0.079X7 0.708**

8. Y = -681.424+6.89x^+120.452X5+8.634X0 0.702**

9. Y a -1021.473*5.048x1 +115.769X2+0,666x5 (S) 0.819**



A high, positive significant correlation was found 
between height and cane yield in all periods of study for 
the two varieties and correlation coefficient lies in the 
range 0.375 to 0.808. Girth of the cane was highly corre­
lated with yield in all periods except for CO-997 in the 
Sixth month of plant growth. Product of number of leaves 
and area of. third, leaf, and. width of third leaf are 
correlated with yield during all periods of plant growth* 
Length of third leaf was not correlated with yield of 
variety 00-997. But for 00-62175 length of third leaf was 
significantly and positively correlated with yield. Number 
of leaves per cane was positively correlated with cane • 
yield except for the variety 00-62175 in the last three 
months. The biometric characters also showed high inter­
correlations among themselves.

The value of the coefficient of determination of the 
fitted equations were in the range from 0.355 to 0.826. The 
predictability coefficient was relatively high in the 
later stages of plant growth than at early stages.

All the equations gave better fit to variety 
00-62175 than the other variety. From the set of 
available regression equations listed for eaeh month a 
single equation was identified and selected to be the best 
for prediction. The adequacy of the selected equations 
with fewer number of variables was tested against the 
full model by *F* test and the differences were found to



Table 4.2(b)6. Forecasting models selected for CO-997 and CO-62175 in different months.

Month Tariety Constant Coeffi­cient of
X1

Coeffi­
cient of
*2

Estimates
Coeffi­
cient of
*3

of parameters
Coeffi- Coeffi­cient of cient of
*5 *6

Coeffi­cient of
*7

B2

Y 00-997 -206.619 5.030 101*353 23.54 0.352**
CO-62175 -668.844 4.820 97.091 153.134 0.480**

YI CO-997 54*752 4*019 0.111 0.383**
CO-62175 -422.823 3.175 87.606 0.123 0.571**

VII 00-997 78*712 5*312 90*389 0.109 0.642**
CO-62175 -4896.192 6.419 78.492 1.698 0.761**

Till 00-997 -1111*565 5*722 109*021 0.066 0*595**
-1479*500 5.622 100.881 76.044 43.961 0.619**

00-62175 -943.218 5.076 103.087 0.974 0.595**
IX CO-997 -1015*126 4*563 115*986 0.057 0.635**

CO-62175 -1021.473 5.048 115.789 0.666 0.819**



toe nonsignificant. The selected models with corresponding 
R2 values for each of the two varieties in different months 
are given in table 4.2(b)6.

Yields of canes estimated toy the above mentioned 
prediction equations when multiplied toy the number of canes 
in, different plots will give an estimate of plot yield 
of sugarcane in respective months for the two varieties with 
a sufficient degree of accuracy.



4.3. Pre-harvest forecasting of sugarcane yield - Method of multiple regression - Plot wise approach.
She intercorrelations among the characters t hems elves,

and with plot yield were calculated for each month separately
for the two varieties* The matrix of correlation, coefficients

2 ■the regression equations fitted and corresponding R values 
for each month are given in tables 4.3(a) and 4.3(h) 
respectively. The regression equations fitted after trans­
formations as mentioned in section 3.2 were represented by 
letters afb#e and d. VJhere a. y = ©q + ^i^logx^
b jr * a-|+ iti c. y » ^-bl 4"xi

' H
d. Log y « * X-bi log x.

It can be seen from tables 4.3(a) that cene yield 
was highly correlated with height of the cane, girth of the 
cane and the produot of area of third leaf and the number 
of leaves in the plot in all periods of plant growth.
Luring fifth and sixth months plot yield was positively 
correlated with width of third leaf. In later stages of 
plant growth leaf dimensions via., leaf length and width 
were not found correlated with plot yield for CO-997, but 
in the case of CO-62175 leaf width and area of third leaf 
showed significant correlations with plot yield.

Number of leaves per plot was significantly corre­
lated with plot yield except for CO-997 in the ninth month



Ohara- Height Girth 
cter

Width of 3rd 
leaf

length 
of 3rd leaf

Area No.of No,of Total of 3rd canes/ leaves/ leaf 
leaf till- plot area/ era plot

Plot
yield

X1 *2 ... x3. x4 *> *6 x? *8 Y

x̂  1

*2
^3

0.44? ,0*527 -0.141 0.479 0.184 0.298 0.445 0.462
1 >0.57^

1
0*047
-0.133

0*587
0.933

0*129
0.107

0.157
0.169

0.389
0.56S

0.428
0.434

1 0.230 -0*218 -0.142 -0.025 -0.119T
x5 1 0.029 0.122 0.569 0.578
*6 1 0.868 0.724«■ 0.685*
*7
*8
Y

0.719
0.77?

1

Table 4.3(a)1.2. Zero order correlation matrix of biometric ■ characters and yield for CO-62175 in fifth month of plant growth.

Chara- Height Girth Width length Area No.of No. of Total Plot
oter of 3rd of 3rd of 3rd canes/ lea- leaf yield

leaf leaf leaf till­ers/ ves/plot area/plot
plot YX1 *2 ?4 *5 *6 *7 *8

x1 1 0.501- 0.685 0.640 0*748
x2 1 0.50§ 0*331 0*524# *^  1 . 0*640 0*959
x4 1 0*76?
*5
x6
*7
x8

1

0*508 0.561 0*71§ --  v0.751
0*099 0.251* 0.36§ 0*4o5 , *0.295 0.387 0.714 0.641
0*220 0.529* 0.713 0.570
0.228 0.432 0.761 0.661

1 0.65 & 
1

0*557
0.905
1

*0.430
0.77$
0.849



Chara­ Height Girth Width Length Area Ho.’ of No .’of Total Plot
cter of 3rd of 3rd of 3rd canes/ lea- leaf yield

leaf leaf leaf till­ers/
clot

ves/plot area/plot
X, x2 *3 *4 *6 *7 _ *8 Y

■* * *
X1
*2

1 0.513 0*420 -0*241 -0*203 0*339 0*420 0.409 0*521
1 0.744 0.178 0.67§ 0.213 0.425 0.59b 0.56?

1 0.157 0*861 0.146 0*345 0*612 0.38§
3

1 0*624 -0.133 -0.065 0.206 0.031u*T
*5
*6

1 0.054 0*244 0.592 0*325
1 0.90? 0.762 0.819

*7 1 0.922 0*693
*o 1 0.855

Table 4.3(a)2.2. Zero order correlation matrix of biometric characters and yield for CO-62175 in sixth month’ of plant growth;

Chara- Height Girth Width Length Area Ho.of Ho.of Total Plot
cter of 3rd of 3rd of 3rd canes/ lea- leaf yieldleaf leaf leaf till- ves/ area/era/ plot plot

plot
x-2 *5 s4 H >6: *8 Y

*1 1 0.623 0.613 0.384 0.614 0*288 0 .’498 0,66? 0.657u
1 0.644 0*282 0.610 0.133 0*330 0.511 0*512

x3 1 0.400 0.935 0.005 0.244 0,574 0.577
1 0.69^ -0.236 -0.054 0.214 0*217

1 -0*099 0.159 0*522 0.52?
1 0.864 0*702 0.619

Xy 1 0.922

&o $a>•0

*3 1 0.904
Y 1

*Sigaifleant at 5$ level P ( .05)



Chara­cter Height Girth Width of £Pd leaf
Length of 3rd leaf

Area of 3rd leaf
Ho. of caneo No. of tillers No. of leaves Total leaf area/plot Plotyield

X1 s2 *9 s4 *5 H *7 x8 x9 X

X-j 1 0.4 a* 0.28? 0,131 0,303 *0.350 0.319 0.420' 0.505 O.51S
*2 1 0.220 0.058 0,194 0,209 0.448 0,358 0^39® 0,510

*3 1 0.084 0,855 -0,133 -0,051 -0,087 0,200 0.077✓
x4 1 0.585 0.119 —0,074 0,095 0i289 0*101

*5 1 -0.042 —0,096 -0*019 0,31b 0,112
x6 1 •»0.317 0.895 0.832 0.82§

*7 1 0*377 0,32§ 0,495
Xg 1 0.94? 0,890

*9 1 0.878
X 1

CJlC7D



Chara­cter Height Girth Hidth of 3rd tea?
Itength of 3rd|ea+

Area of 3rd kcvf-’ Ho, of canes No. of till­ers
No. of leaves Totalleaf

area
Plotyield

X1 x2 *3 x4 x5 *6 *7 *8 *9 Y

X1 1 0.630* 0.429* 0.317* 0,413* 0,241 0,474* 0,229 0*460* 0.753*
x2 1 0,537* 0.327* 0,481* 0,087 0,398* 0*0?6 0,387* 0.514*

*3 1 0.653* 0,921* -0,138 0,318* -0,-198 0*406* 0.322*

x4 1 0*890* -0,214 0,180 -0 *203 0.395* 0.226

*5 1 -0.203 0,279* -0.236 0*427* 0.297*
*6 1 0.067 *©CO0 0.673* 0.585*
x? 1 0.175 0,324* 0.539*
x8 1 0.767* 0.644*

X9 1 0.795*
Y 1



Chara­cter Height Girth Width of 3rd 
leaf

length of 3rd 
leaf

Area of3rdleaf
No.of canes No.of tillers No. ofleaves Totalleaf

area
Plotyield

*1 *2 z4 *5 "6 *7 xs *9 Y

*1 1 0.313* 0.326* 0.044 0.246 0.211 0.159 0,150 0.254 0,420*
x2 1 0.435* 0,106 0.362* 0,248 0,255 0.351* 0.405* 0.530*

*3 1 0.248 0.829* -0,105 0,076 0,004 0,269* 0.152

x4 1 0.747* 0,079 0.178 0,954 9,290* 0.100

x5 1 -0.025 0.158 0,032 0.351* 0,163
*6 1 0.413* 0,641* 0,636* 0.873*
*7 1 0.384* 0,394* 0.492*

x8 1 0.889* 0.672*

*9 1 0.713*
y 1

CJlOJ



Chara­cter Height Girth VJiath of 3rd leaf
Length of 3rd leaf

Area of
3rdleaf

Ho .of canes Ho.of tillers No .of leaves
Totalleaf
area/plot

Plotyield

x2 *3 x4 25 *6 Xy s8 ^9 Y

1 0.645* 0.541* 0.518* 0.599* 0.201 0.247 0.206 0,522* 0,694*
*2 1 0.445* 0.248 0,408* 0.175 0.326* 0,158 0.360* 0.471*

*5 1 0.673* 0.913* -0.145 0.306 -0,047 0.540* 0.376*

*4 1 0.904* -0.232 0.116 -0,192 0.419* 0,237

*5 1 -0.177 0,227 -0,098 0.554* 0,374*
x6 1 0.279 0,898 0,629* 0.593*

1 -0.164 0.017 0,164
xa 1 0.760* 0,635*

x9 1 0.769*
Y 1



Chara­cter Height Girth Width of 3rd 
leaf

length of 3rd leaf
Area of3rdleaf

Ho.of canes Ho. of tillers Ho. of leaves Totalleafarea/
plot

Plotyield

X1 x2 *3 _ x4 *5 *6 x8 *9 X

*1 1 0.052 0;213 -0.150/ 0.049 0.191 0,166 0,265 0.260 0,209
*2 1 0.132 0.015 0.093 0,217 0,239 0,447* 0,426* 0.247

*5 1 0.254 0.797* -0,120 0,009 0,076 0.403* —0,064

*4 1 0.783* -0,090 -0,090 0,062 0,370* -0,007

*5 1 -0.177 -0,055 0,086 0,492* -0 i053
*6 1 0.649* 0,822* 0.635* 0,345*

1 0.620* 0,490* 0,197
se 1 0.899* 0,419*

*9
1 0.353*

y 1



Chara­cter Height Girth Width of 3rd leaf
length of 3rd leaf

Area of
3rdleaf

No .of canes No .of tillers
No .of 
leaves

Total
leafarea

Plotyield

X1 x2 *3 x4 *5 x6 *7 *e *9 Y

X1 1 0.650* 0,613* 0.510* 0.614* 0.212 0,187 0,387* 0,664* 0,673*
x2 1 0.450* .0.375* 0.357* 0.066 0.149 0,168 0.351* 0.484*
*3 1 0.590* 0.769* -0.071 0,185 -0,048 0.455* 0.318*

x4 1 .0.789* 0.124 0,372* 0,208 0.645* 0.459*
*5 1 0.053 0.033 0.066 0,681* 0.345*
*6 1 -0.053 0.752* 0.544* 0.692*

1 0.167 0,115 0,118

x8 1 0.759* 0.712*

*9 1 0.770*
Y 1



SI. 2No. Regression equations E
1. Y  = -378.855 + 0.064^ + 0.913X2 + 19.158X5 0.729**

+ 0.491x^ - 0.193xij + 0.2692^ - 0.017^
+ 0 .0002x q

2 . Y = -1 1 .5 5 6  + 0 .046s1 + 0 .834Xg * 0 .7 6 1  X5 0 .686**
♦ 0.312x0 + O.04IX7 (S)

3. Y a -6.716 * 0.046x1 + 0.81x2 ♦ 0.346x0 0.680**
+ 0.0001xQ (S)

4 . Y  a -9 .4 0 2  + 0 .0 7 0 x1 + 0 .9 6 1xg + 0 .1 4 4 x6 0 .6 29**
+ O.O82X7 (8)

5 . Y a -2,617 + 0 .0 3 3 X -, + 0.566xg + 0.0002xQ(S) 0.623**
6. Y  a -10.379 ♦ 0.072x1 + 1 . W X g  * 0.584x^ (S) 0.633**
7. Y = -6.258 + 0i064x1 + I.UIX5 + 0.593x6 (S) 0.633**
8. Y = 3 0 .7 9 2  + 0 .12 8x1 - 5 .7 2 9 Xg + 3.642X5 0 .509**

+ 0.643X0
a. Y = -144.855 + 0.992x1 + 2.355Xg + IOI.386X5 0.647**

+101.145X4 - 3646.429x5 + 1 .491X0 
-3545.109X7 + 3546.395xQ 

h. Y a -5.855 -237.035x1 - 36.368x2 + 184.532X5 0.655**
+ 7454.087x4 - 24752.439x5 - 2.01220
-  38 . 176x 7 -  10 15 .287xq

c. Y a -287.579 ♦ 0.964x1 + 4.906x2 + 141.549X5 0.718**
+ 22.646x4 - 14.992X5+ 1 .768x0 - 2.047X7 
+ 0.147xQ

d. ZogY = -37.287 + 0.323x.j + O.SSOXg + 2Q.677X5 0.739**
+ 28.452x4 - 864.243X5 + 0.254x0
- 8 3 5 .493X7 + 8 3 5 .9 1 2 2 q



SI.No, Regression equations R
1.
2 .

3.
4.
5.
6.

7.
8 . 
9.
a.

b.

d.

I b -5 t281+0.0482^0.099X 2■*■3.332^-0.124s^ 
-0*018x^-0.144x^+0.07x^+0.0001x0 

T «  -3 *606+0 .050x1+0.022x2+1.999x^-0.027x4 
-0 .125  Xg+0.088Xy(S)

Y s 0.105+0.046x^+0.lOSXg-O.017xq+0.0002^(S)
Y a -3.606+0.091x ^ . 035X2+1 .308X5+0.158X0
Y = -12.886+0.099x^0.04x2+1.559x0
Y = -5.343+0 •04x1 +0.07Xg+1.717X5-0 .106^

+0*081^(3)
Y = -2.824+0.065x^0.271x2-0.077x0+0.0783^(3)
Y = -2835.002+0.08T7x1+1,.482x5+0.147x8
Y a 0 .396 +0.206x1 +0 .184X2^0 .0003Xg
Y  =  - 8 .1 1 3 + 0 . 7 0 4 x 1- 0 . 124x2+3.8O9X5- I  .4 1 4 x 4

+316.042^-0.757x0+319 .4 2 x ? -3 1 6 .6 3 1 X q

Y 3 33.312-75.118x^-2.52x2-15^18x5+708.432x4
-2780.9423^ *4 2.021X0-952.851x^ +148992.975xQ

Y a - 5 *134+0.634x^+0*484x2+10i677x5-0.389x4
-1.046X5-0.956x5+0.032x^+0.088X3

Log Y a -2.382+0.316x^+0.111x2+1.18OX5-0.319x^ 
+180.463X5-0.203x5 +181.59^-180 .734xq

0.799** 

0.794** 

0.778**
O.63O**
0.594**

0 .781** 
0.746** 
0.621** 
0.324**
O.767**

0.743**

0.784**

0.815**



91.
NO. - Regression equations R2

1 . Y = 9.008+0.045x1*1.401x2-8.127x^-0.14Qx^ 0.883**

2 *
+0 .O84X5 +0 •279xg +0.134x̂ -0,,00023Cq 

Y a - 11.552+p.024x1+1. 382x2+p.347x6+0 .058x7<S) 0.653**
5. Y = -9.058+0.028^ + 0.995X2+9.̂ 127(3) 0,847**
4, Y a -14.91::+0.027x1 +1 .935X2+0.743^ 0,837**
5. Y a -31639.711^0.O25x1 +2.291x2-O.226x6 

+0.808Xg
0.833**

6 . Y = - 16.594+0 .027^ + 2 . 194X2- 0 .95x^+0 .743^ ( 3) 0.840**
7. Y = - 14. 049*Oi026x1+1 .934x2+0 .742x^(S) 0 .837**
8. Y a -9.731+0.055x^1.439X5+0.758x5 . 0.770
a. Y a 349690.42+1.081x-, +5.507Xg-21. 279x5

-16.829xA+1493.285x(-+0.958x6+1477.113x7
-I4 7 4 .3 7 IX 5

0.847**

*>• Y =53, .02-171.733x^83.389x2-65.637X5-4387.421x4 
+91,14.868X5-3.853x6-622.0063̂ +69:27.738xQ

0 .780**

c . Y = 13.5 86+0.704x^8.344X2-39.832X5-4.71 x^ 
+4.3I7X5+I.58IX5+3;2393^-Q.092xq .

0.868**

d. Log Y a -17.120+0,439x^1.353x2+0.9953C5+1 .566x4 
♦28.01IX5+O.297x5+29.88X7-29.282x8

0.881**



si.
Ho. Regression equations R2

1. Y a -11.269+0.012x^0.012x2+1.744^+0.02x4 
+0.012x^ +0.063^ +0.133s^-0.0001 Xg

0.831**

2. Y a -2.6+0.014x^0.147x2+0.028x8+0.0004x6(S) 0.824**
3, Y ~ “1,05+0.133x1+0.139x2+0.0004x8<S) 0^623**
4* Y a -8.107+0.0l6x^-0.004xg+2.45x^*0.007xg 

+0.109Xy(S)
0.823**

5. Y = -4*769+0.034x^0.504X2-0.171 Xg+O.^Sx.^ 0i?66**
6. Y « -10 i901+0.0363^+0^111x2+2.901x^+0.722X0 0.746**
7* Y = -7.629+0.061x1 +0.763x2+0.629x6 0.666**
8, Y = -12.442+0.038x^3.002x^+0.723x0 0.748**

Y a -46.883+0.337x1+0.277x2-r6.416x^-6 .628x4 
-1335.279x5 +0.296x0-1342.104x^+1344 ;49xQ

0.815**

b. Y = 8.122-55.132x^-10.462x2+50.69IX5+I964.663x^ 
-5950.461X5-4.384x0-274.617X7+3904 *302xQ

0.781**

c. Y = 70.133+0.224x^0.232X2-4*663X5-1 .098x4 
+1 .538S5+0.435x0+1.8953^-0.021 Xq

0.824**

a.Log Y a -16.068+0.187x1+0.075x2-1.615xv-1*711x^
-1227.715x5 +0.163x5-1229.654x^+1230,324Xq

0.851**



SI.
No. Regression equations R2

1 . Y a -16.37+0.02x1 +0.702x2+4.353x3+0.083x4 
-0.026x3 tO * 312xg+0.146 Xy+0. 08Xq

0.878**

2. Y a -9 i668+0•028x1 +0,852x2+0.297X0*0.1312^ 
+0.059x8(S)

0.868**

3. Y a r8.044t0.014x.,+0.827x2+0.395x5+0.1743^ 
+0.0001Xg (S)

0,875**

V. Y = -10.985+0.03X.,+1.034X2+O.309X5+0.061 Xq (S) 0.859**
5. Y a -6.7-0.013x1 +0.837x2+0.00023^ 0.803**
6.i Y = -13.668+0.022x ^ 0.961X2+0.914X3+0.323x5 

+0.06323
0.866**

7. Y = -16.293+0.31x ^ 1 .349X2+0.760x^+0.781x5 0.822**
8. Y a -9.435+0.031x ^ 0.856x2+0.094X3 (S) , 0.843**
9. . Y = -15.346+0.045x^+1.51x2+0.867x5-0.0004xg 0.803**
10. Y = r21.517+0.128x^0.837x2+0.0002^ 0,803**
a. Y = -50.673+0♦717xl+2.123x2+12.33X3+IO.383X4 

-6 .415x3+1 .33IX5+0.295x^+6.427X3-4.2693̂
0.878**

0. Y a -118.439 +0 •409x,j +3 * 125 Xg+39«032X3+5 • 513x^ 
- 2 ,538X3 +1.89IX5+0.604Xy+?.95IX3-0.084X2

0.862**

d. log Y B -66.944+0.3232̂ +0*80522-2.284x,-2,421x4 0.897**
+2.45X3 +0.321X5+0,077x^+0.424X3+O•127Sg



Si. 2No. Regression equations R

1 . Y = 2 4 .431+0.052X,,+O.07X2-O.42X5-O.OI4X4,
-0 .024X5 +0 .0 11 1 Xg+0 . 143X7- 0 .086xq+0 .001Xg

0 .883 **

2. Y = - 6 .068*0 .055x.,+0.029x2+0.149X0+0,00023^ (S) 0 .836**

3 . Y = -6.268+0.056x^0.261x2+0.046x^0.139x0 
+0,059x^.(S) .

0 .835 **

4. Y a -2.811+0.056x1-0.095x2+0.0003x9 (S) 0 ,8 2 3 **

5 . Y a -5l.448+O,O53x1 <-O.249x2+O.423x0+O.165xg 0.79.6**

6, Y = -13.767+0.064x^+0.392x2^.413x0, 0 ,748**

7 . T = -3 .734+0.06X.J+0.172X2+1 .045X5 +0 . 232x0 
+0.033Xq.

0 .787**

8. Y = -8.168+0.061x^+0.237x2+0.804x^+0.437x0 0 ,756**

9.. Y a - 6 .086+0.067x^+O.346X2+O.051xq 0 ,7 5 3 **

a ; . Y a -54.103+2.112x^+0,604X2-0.966x5-0.884x4 
+5 436.343X5- 0 .005X0 +0.188x7+5 435.729XQ 
-5434.471X9

0 .8 4 3 **

c. Y a 14 . 26+1 .039X.,+0 . 924X2+1 . 095X5 *0 .022X4 
- 2 . 1 18 X5 +0 . 535X0+0 . 483X7- 3 .431X3 
+0 . 282x9 . .

0 .870 **

a. Log Y = -67209.6+0.785x--O.O3IX2-O.O33X5-O.OSTx̂ , 0 .883**
*1921.209X5 +0.042x0+0.081X7*1921,502xQ
- 1920 .8HX9



SI.No. Regression equations R2

1 . Y » -22.338+0.056x^+1.196x2+2.615^+0.049x^ 0.903**
■ -0.02IX5 +O.654X5+O.012x^+0 .001Xq+0 .00 Xg
2. Y a -15,661 +0.041x-| +1w444Xg+0.704x5 (S) 0.892**
5. Y = -15.265+0.042x^1 .329X2+0.647x5+0.0103^ 0.897**

+0*0103% (S)
4. Y = -15 .561+0.04x^1.429x2+O.698X5+0.021x7 (S) 0.892**
5* Y a -15.304+0.042x^1.334X2+0.650x5+0.01xQ(S) 0.897**
6. Y a -I6.4O6+O.O37XJ+I.I66X2+O.655X5+O.667X5 0.901**

+0.01Xq (S)
7? Y a -16*742+0.036x^1.282X2+0.639X5+0.723X5 (S) 0.896**
8. Y © -14.9 11+0*062^ + 1 .298x2+p.052xQ (S) 0.609**
9. Y = -5 .003+0.042x^1.624x2+0.779x5-0.003xg (S) 0.802**

10. Y a -11.354+0,049x^1.195x2+0.00013^ 0,613**
EL* Y = -29 *79+2.735x1+3.296x2-29.758X5-30.778x4 0.839**

+30.291 x̂  +2,647x5 +0.093X7 +0.105 Xq+O .376x5
C • Y = -85.515+0.975x^5.78X2+25.54X5+3 .69x4 0.878**

-2 .29IX5+4.2623C5+0,007X7+0.09 8x q+0 .005X5

d. Log Y = 99,759+0.832z1 +1;069x2-5.244X5-5.308x4 0.911**
+5.134X5+0.640X5+0.033X7+0.011X3
+ O .I5 I X 5



si*
Ko* Regression equations i. i S & I 

to

1. Y o 13 .09 +0 .047^-0. 460x2-5 .9 SOXjO -103 *4 0.035°*
♦0 *0425^ +0*1673^ +0 *148X7-0 *042xq+0 *0004Sg

2, Y == -13*99S+O*O54x1-0.O51;^+0.e78x~+0.126x> 
♦ O .Q ^

0,749**

3* Y o -4*241 +0 *047S| +0 .019 Kg *0 *2335> *0 *0001 0.753**
4* Y 3 -6,987+0*053x^-0.ISoXg+l .1553^+0.439^ (3) 0.767**
5 * Y a -5.7O7+O.065xt+0*O17xa+O.395x6 0,696**
6* Y a -14.969+O,O29x1 *0*5O83(g+O.(X32s-+0.O72x8 0.720**
7. Y a 1.297*0 •04'1x1+0.0743^+0 .00023^ 0.709**
0. Y a -6 *701 *0,0635^+0.286x2 + 0«039x^ 0.629**

a. Y e -37.369+2*318x1-2*043x2-5.462x5-6.213x4 
♦5 *7035̂ +0 .692sg*0 .231x7-^*415x3 
+1 *707X9

0.773**

c* Y 0 25 .933+1 *022X|-3*073^*16*03s^-2*8G3x^
+1.691x9 <0*734xg+0*594x7-0.443x0+0 .OSSXg

0 .806**

&* Log Y 0 1.231+O.920XJ-0.645S2-1.678X9-2 *055x4 
♦1 *963^^ *g46^+6*108x7-6.1 1 5 X0  
♦6*509^

0 ,6 2 2**

♦♦significant at 1 per cent level I? C <£_ .01)



Table 4.3(b)5*1. Regression equations fitted for 00-997 in ninth month of plant growth®

SI* 2No. Regression equations R

1* T = -44 *54+0.032s1+0.541 Sg+H.7652^+0 .348x4 0.253
-0.HlXg *0.086xg-0 • 12QSy-0.069Xg 
♦0.0002Sg

2. Y

3* Y
4- Y

a. Y

+0*046xQ
1 +0 .443X2-1.035X5-0  .0&23g 0.209

4x1 +0.93x2-0.504X5+0.23735 0.197
3x,+0.403x2+0.039x3 0.191
© 6x ^ . 963x2+274*451x5 0.131

+2?2 .406s4+160S56 .35 83^-0.33535 
-0.336^+161140. OTSxq-161140.186x^

Y a -175.097+0.771X-J+2.175X2+90.754X5 0.259
+15.691x^-10.61935+0.233x5-0.37^
-2.3^ X 3+0.14935

hog Y B -119.357+2.634^ + 0.5X2+54.306x5 0.O63
+53.375x^+40.902.303X5-0.OOTxg 
-0.091x +40956 .63x6-40956 .499Xg



SI.Ho. Regression equations Rfi

1.
2 .
3.

4,
5,
6. 
7.

c.

d.

Y = -3.747+0,0313^+0.412X2+0.269X2+0.632X4 
-0.032x5 +0.313x6+0.015Xy-0.056x8
+0,0004Xg

Y = -7.233+0,026x-j +0.575Xg+0.447x0+0.0001x^(S)
Y s -4.142+0.038x1+0*546x2“0.239X5+0.432^

+0.022x8 (S)
Y = -7 .319+0.046x ^ 0.532X2-0.639X5+0.5412^ (S)
Y = -3.156+0.015x^0.594x2+0.0002^
Y = -6.884+0.032x ^ 0.521X2+0.068X3

Y a -10.874+0.013x ^ . 7,63X2+0.02925.
+0.333xg+0.056x8 .

Y 3 -48.29+1.76x.,+1.41 x2+0.35IX5+1 .24x4
♦0.663^+1 .175x3+0.01x^+1 *659X3 
- O . 872X3

Y = -2.334+0,71 x-j + 2 .2 0 4 x 2+ 0 . 876x5 +O.605X4
-1 .654X5+1 .955x3+0.058x^-2,239X3 
+0.19x3

Log Y = -15.548+0.745x^+0.384X2+0.101X5+0.552X4 
+0.215X5+0.605x3+0.036x^+0.512X3 
-0 .345x3

0.834**

0 .8 0 8 * *

0.799**

0,790**
0,655**
0.713**
0 .602**

0,795**

0.829**

0,837**



of plant growth. Number of canes was found to be highly
correlated with plot yield in all stages of plant growth
for the two varieties. Number of tillers was also correlate*
with plot yield in the seventh month for both the varieties
and in ninth month only for CO-997,

The biometric characters were highly interrelated
among themselves. Height of the cane was correlated with
girth which was also correlated with width of third leaf.
Number of leaves was highly correlated w ith number of canes
which was highly correlated with number of tillers and so on.

■> '
This interrelationship among the characters introduced the
problem of multicollinearity in the data.

The prediction equations fitted using all the biometri<
characters studied were found to give sufficiently high 

2values of R - in different months. Maximum coefficient of' 
determination was noticed for the full model in the eighth 
month after planting (0.903) for CO-997* and in the seventh 
month in the case of CO-62175 (O'.883) *

In ninth month none of the fitted model gave a signi­
ficant in the case of variety CO-997. Predictability 
of the restricted models were compared with the full model 
using P test. Some of the simpler models were found to be 
equally efficient with the full linear model, these models 
have been indicated by the symbol (S).



Table 4.3(b)6. Regression equations selected in fifth and sixth months of plant growth.

Month Variety Constant Coeffi­cient of
*1

Estimates of parameters
Coeffi- Coeffi- Coeffi­cient of clent of cient of

Xg X^ Xg
Coeffi­cient of

*7

R2

V CO-997 -11,556 0,046 0,834 0,761 0,312 0,041 0*686**
CO-62175 -5.343 0.040 0.070 1.717 -0.106 0*081 0.781**

VI CO-997 -11,552 0,024 1 ,382 -0 *347 0.058 0*863**
CO-62175 -8.107 0.016 -0.004 2.450 0i007 0.1 09 0.823**

♦♦Significant at 1 per cent level P ( .01)

CO



Month Variety Constant Coeffi­cient of
*1

Coeffi­
cient of

*2

Estimates of parameters
Coeffici- Coeffi- Coeffi­cient of clent of oient of

*3 *6 *V
Coeffi­cient of

s8
R2

VII 00-997 -13*668 . 0*022 0*961 0.914 0.323 0.063 0.866**
00-62175 -6 *268 0.056 0*261 - 0*139 0.046 0.059 0.835**

-8*168 0.061 0.237 0.804 0,437 0.756**
VIII 00-997 -16 *406 0 *037 •1.166 0*655 0.667 0.010 0.901**

CO-62175 -6.987 0.053 -0.126 0.439 1.155 0.767**
IX C0-99|+

00-62175 -4*142 0*038 0*546 -Q.239 0*430 0.022 0.799**
-7.319 0.046 0.532 -0.639 0.541 0.790**

^Significant at 1$ level P ( ^.01)
+ Hone of the R2 values for the fitted models were significant (including the full model) and

hence prediction equations were not given.



2In moat of the months R values were found to be 
higher than 0.70* which indicated that more than 70 per cent 
variation in plot yield could be. explained by the linear 
model of biometric characters.

For convenience of prediction a set of equations 
was selected in different months which is presented in 
tables 4«3(h)6 and 4«3(b)7. All the equations selected 
in different months were at par with the full model with 
respect to predictability. The coefficients of determina­
tion of the equations were fairly high indicating that 
yield , of sugarcane can be successfully predicted with linear 
regression of yield on biometric characters.



4.4. Biometric characters influencing sugarcane yield - ETethod of path coefficients - Plant wise approach.

Path analysis was carried oat for both the varieties 
in each of the months of observation. The direct and indirect 
effects towards yield for variety CO-997 and.GO-62175 are 
given in tables 4.4(a) and 4.4(b) respectively. Path diagram 
was drawn only for the month having least residual variation.
The residual effect is represented by h. Underlined figures 
aenoue m e  direct, enacts.

Prom the various tables under 4.4(a) and 4.4(b) it 
can be seen that height of the plant and stalk girth showed 
high positive direct effects uniformly during the entire 
period of observation. The direct effect of height cm yield 
was slightly higher than that of girth in all the months 
except in the first month of observation for both the varie­
ties. These two characters had low or negligible indirect 
effects through other characters, The direct effects of 
height on yield was found to be maximum (0.520) in the 
seventh month for variety CO-997 and for the other variety 
in the ninth month (0.440). The direct effects of girth on 
yield was maximum (0.424) for variety CO-52175 and for the 
other variety (0.398) in the ninth month of plea.it growth.

Width ,of third leaf showed relatively high positive 
direct effect on yield during seventh month for CO-997 but 
it had high negative effect through area of third leaf.



Chara­
cter

Height

X1

Girth

*2

Width 
of 3rd 
leaf

*3

length 
of 3rd 
leaf

X4

Area 
of 3rd leaf

*5

No. of
leaves/cane

x6

Total
leafarea/cane
*7

Corre­lation
withyield

X1 0.264 0.162 0.111 -0.014 -0.067 0.012 0.003 0.472
*2 0.117 0.135 -0.003 -0.096 0.008 0.004 0.526

*3 0.115 0.190 0.254, -0.010 -0.173 0.009 0.006 0.394
-0.041 -0.014 -0.021 0.086 -0.054 -0.005 0.001 -0.0494 0.099 0.185 0,233 0.024 -0.189 0.007 0.006 0.361

^6 0.095 0.077 0.056 -0.012 -0.038 0.036 0.004 0.226

*7 0.126 0.194 0.216 0.015 -0.169 0.019 0.007 0.408

h s 0*803

Table 4»4(b)1. Direct and Indirect Effects for Variety 00-62175 in fifth month of Plant Growth.

Chara­cter Height Girth Width 
of 3rd leaf

length of 3rd 
leaf

Area 
of 3rd leaf

No. ofleaves/
cane

Totalleaf
area/cane

Corre­lation
withyield

X1 *2 *3 x4 *5 *6 *7
X1 0*222 0.152 -0.015 0.024 0.091 -0.085 0.156 0.545

0.109 0.311 -0.016 0.023 0.092 -0*048 0.119 0.590
X3 0.112 0.170 -0.029 0.026 0.150 -0.047 0.169 0.551

0.104 0.141 -0.015 0.051 0*122 -0.037 0.137 0.503
*5 0.125 0.178 -0.027 0.033 0.161 -0.050 0.178 0.600
*6 .0,158 0.125 -0.012 0.016 0.067 -0.012 0.169. 0.405
*7 0.165 0.177 -0.024 0.033 0.137 -0.096 0.209 0.602

h = 0.715



Chara­
cter

Height Girth Width 
of 3rd leaf

Length 
of 3rd 
leaf

Area of 3rd 
leaf

No.of
leaves/cane

Total
leafarea/cane

Corre­lation
withyield

*1 *2 *3 x4 *5. *7
S1
*2

0.303 0.001 0.056 -0.006 -0.142 -0.018 0.181 0.375
0.007 0.030 -0.004 0.007 -0.032 -0.008 0.005 0.055

x-5 0.065 -0.001 0.262 0.010 -0.784 -0.031 0.898 0.420
XA 0.029 0.003 0.040 0.065 -0.568 0.005 0.599 0.115
*5 0.046 0.001 0.221 0.040 -0.931 -0.022 1.032 0.387
*6 0.024 0.001 O.O36 -0.001 -0.091 -0.222 0.691 0.438
*7 0.046 0.001 0.197 0.033 -0.803 -0.128 1.197 0.543

h ;= 0.758

Table 4#4(b)2. Pirect and indirect effects for variety CO-62175 in sixth month of plant growth*

Chara­
cter

Height

X1

Girth

x2

Width of 3rd 
leaf

*5

Length of 3rd leaf

X4

Area of 3rd 
leaf

:*5

No. ofleaves/
cene

*6

Totalleaf
area/cane
*7

Corre­lation
withyield

S1 OjM . 0,151 0.021 0.038 -0,289 -0.211 0.557 O.63O
x2 0.178 0.307 0.027 0,050 -0.373 -0.152 0.584 0i620
*3 0.680 0.180 0.046 0.059 ' -0.586 -0.123 0.798 0.542
V 0.098 0,111 0.020 0.139 -0.456 -0.018 0.514 0.408
*5 0.166 0.162 0.043 0,100 -0.630 -0,099 0.812 0.575
s6 0.163 0.100 0.012 0,005 -0.132 -0.469 0.738 0.415
*7 0.200 0.178 0.004

i
0,071 -0.509 -0.344 1.006 0.639

h => 0.644



Table 4.4(a)3. Direct and indirect effects for CO-997 in seventh month of plant growth.

Chara­
cter

Height Girth Width . of 3rd 
leaf

Length of 3rd leaf
Area of 3rd leaf

No .ofleaves/cane
Totalleafarea/
cane

Correla­tion wit; yield

X1 *2 *3 x4 *5 *6 *7

S1 o ^ m 0,099 0,316 '-0,039 -0,274 0.004 0,082 0,525
*2 0.102 0.3.29, 0,572 0,113 -0,681 0,005 0.152 0,591
*3 0.052 0,091 2.062 0,222 -2,302 0,006 0,346 0.478

x4 -0.011 0,030 0,370 1.237 -1,690 -0,004 0,138 0.069

*5 0.035 0,085 1.793 0,789 -2.648 0.002 0,337 0.394
*6 0,061 0,087 0,618 -Q.,255 -0,321 0.020- 0.311 0,522

*7 0.064 0.115 1.641 0.392 -2 o049 0.014 0.435 0.612

h 0.568
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Chara­cter
■ Height Girth Width of 3rd 

leaf
length 
of 3rd leaf

Area 
of 3rd leaf

Ho. of
leaves/cane

Total
leafarea/
cane

Corre­
lationwithyield

*1 *2 *3 *4 Xpj *6 *7
S1 0.520 0.135 -0.061 -0.029 0.155 -0.001 0.042 0.761

*2 0.311 0.227 -0.086 -0.030 0.224 -0.001 0.077 0.721

*5 0.184 0.112 -O.I74 -0*065 0.397 -0.001 0.129 0.582
0.110 0.052 -0.083 -0.137 0.383 -0.002 0.128 0.450

*5 0.175 0.111 -0.150 -0.114 SL>J5SL -0.002 0.154 0.633
x6 0.032 0.037 -0.022 -0.032 0.102 -0.008 0.109 0.218
*7 0.125 0.100 -0.129 -0.101 0.406 .-0.005, 0.174 0.570

h ~ 0.465

Table 4..4(a)4.* month of plant
Direct and indirect effects for CO-997 in eighth 
growth

Chara­cter : Height 

*1

Girth

x2

Width of 3rd leaf

*3

length of 3rd leaf

x4

Area of 3rd leaf

'*5

No. ofleaves/cane
Total " leaf area/ 
cane
Sy

Corre­lationwith
yield

*1 0.404 0.082 -0.009 0.009 -0.048 -0.010 0.125 0.551
0.096 0.241 -0.011 -0.001 -0.060 -0.046 0.240 0.560
0.092 0.094 -0*022 -0*060 -0.246 -0*034 0*625 0.431
-0.016 0.001 -0.011 -0.225 -0.236 -0.023 0.550 0.040
0.063 0*067 -0.032 -0.172 -0j2oa -0.032 0.740 0*324

*6 0.020 0.075 -0.006 -0.025 -0.047 -0.210 0.610 0.408
0.056 0.092 -0.028 -rO.138 -0.255!, -0.141 0.895 0.481

h - 0.606



Chara- Height 
cter

Girth Width 
of 3rd 
leaf

length 
of 3rd leaf

Area of 3rd leaf
No. of
leaves/
cane

Total
leaf
area/câe

Corre­
lation
withyield

X1 .*2 X4 *5 *6 .*7-
Z1
*2

0*468 0*176 -0*028 -0.018 0*206 0*013 -0.073 0.743
0.248 0*332 0 *030 -0.016 0.098 0.015, -0.081 0.666

*3 0*202. 0*150 -0 *066 -0*028 0*117 0*071 , -0*017 0*429✓
x4 0*133 0*083 *0*030 -0*062 0.369 *0*024 *0.107 0.363
*5 0*206 0*141V -0.016 —0 *049 0.467 -0*006 -0.153 0.590
x6 0.037 0.030 -0*028 -0*009 -0.016 0.167 . -0.097 0 .101

0.181 0.096 HD.006 -0.035 0.378 0.085 -0.188 0.557

h = 0.543

Table 4*4(a)5. Direct and indirect effects for CO-997 in ninth month of plant growth.

Chara- Height 
cter

*1

Girth,

x2

Width 
of 3rd leaf

length 
of 3rd 
leaf

X4; .

Area 
of 3rd 
leaf

■ V

No. of Total 
leaves/ leaf cane area/ - cane
V *7

Corre­
lationwithyield

xi 0*440 0.337 -0.053 0.008 -0.002 *0*000 0*050 0.479
0*041 0*^8 -0.024 0*000 -0*003 *0*004 0.-139 0.547

X3 0*106 0.043 -0*222 -0*039 -0.009 -0.005 0*461 0.336.
H -0*032 -0 *00.2 -0*077; -0*112 -0*009 -0*003 0.377 0*143
*5 0.026 0*038 -0*059 tp *030 -0.033 -0*002. 0..186, 0.127.

0*008 0.099 -0*072 -0.033 -0*004 -0.014 0.519 0.512
2c7 0 *034 0.086 -0.158 -0*965 -0.009 -0.012 0.645 0.520

h = 0.581



Sable 4.4(b)5. direct and indirect effecto for CO-62175 in ninth month of plant growth.

Chara­
cter

Height Oirth Width 
of 3rd leaf

Length 
of 3rd leaf

Area 
of 3rd 
leaf

Ho.of Total 
leaves/leaf cane area/ cane

Corre­lation
withyield

X1 x2 x4 *5 *6 %

X1 0.485 0.238 -0.005 0,003 0,124 0,018 -0,055 0.808

x2 0.272 0.424 -0,005 0,004 0,113 0.020 -0,058 0,769
x? 0.246 0.193 -0.010 0,007 0.236 0,009 -0,096 0.585

x4 0.126 0.130 -0,006 0.012 0,222 -0,027 -0.075 0.384

*5 0.216 0.172 -0,009 0,010 0.277 -0,005 0.105 0,557
*6 0.052 0.049 -0,001 -0,002 -0,008 0.168 —0..085 0.173

*7 0.188 0.175 -0.007 0.007 0.208 0.102 -0.141 0.532

h => 0.418
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In the case of variety 00-997 area of third leaf showed 
a negative direct effect on all periods of study. But 
for the other variety in last three months of study area 
of third leaf exhibited a positive direct effect on yield. 
I*or the same variety, during the same period of time total 
leaf area showed negative direct effects on yield.

The direct effects of number of leaves on yield were 
either negative or negligibly small in all the months. 
Estimated total leaf area had a positive direct effect on 
yield in most of the months except for CO-997 in last three 
months»

Among the various plant characters the major 
contributors towards cane yield in all stages of plant 
growth were height of cane and girth of cane.



4.5. Pre-harvest forecasting of sugarcane .yield -
Brincl-pal component analysis - Plot wise approach.

The principal components and their loadings were 
calculated in each month separately, for hoth the varieties. 
In most of the months the first three principal components 
explained' as much as 75 per cent age variation in the 
original data. But far CO-62175, in the seventh month 
the first four components explained only 62 per cent varia­
tion. Component loadings and proportionate percentage 
contribution of each component are given in table 4«5(a) 
for CO-997 and CG-62175. Regression equations fitted 
using the principal components as the explanatoiy variables 
are given in table 4*5(b).



CO -997_________  CO-62175______
Component loedlngs Component loadings

Characters I II III I II III

Height 0*6646 -0.1908 -0.3096 0.8420 -0.0983 0.0627
Girth 0.6419 -0.4034 -0.0346 0*5521 -0,4418 0.6646
Width of 3rd leaf 0*7908 -0.4765 -0.1909 0.8546 -0.3197 -0.6673
length of 3rd leaf -0.0720 -0.3203 0*9214 0*7995 -0.1339 -0.3835
Area of 3rd leaf 0*7556 -0.5807 0.1451 0.8966 -0.3501 -O.I436
No. of canes/ tillers per plot 0*5860 0.7428 0.0671 0.5092 0.7052 0.2566
.No* of leaves/ plot

0*6838 0.6908 0.1408 0.7540 0.5658 -.0.0275

Total leaf area/ 
plot 0*9082 0.2930 0,2229 0.9351 0.2516 0.0847
Percentagecontribution 46.14 24-80 13-46 61.11 16.60 8.66
Totalcontribution 84.40 66.38

Table 4.5(b)! • Regression equations in fifth month of plant growth
i i , i

Variety Regression equations
CO-997

CO-62175

T a110.348 + 0.413x1 + 0.2642g + 0.350^ r 0.303x4 
+ 0 .24*5 + 0.783x6 + 0.82^ ♦ 9.776Xg

V, = 7.937 - 0.04x.| - 0.052Xg + 0.3 1X3 + 0.417x4 
+ O.342X5 + 0.302xg ♦ 0.008Xy + 0.37330

0.511

0.555



CO-997_________   CO-62175Component loadings Component loadings
Characters I II III I II III
Height 0*5641 0*2705 -0.7946 0*8342 0*1659 -0.0973
Girth 0*7940 -0*2758 -0.4033 0.7874 0.0227 -0.0204
Width of 3rd leaf 0*?880 -0*4077 -0.3743 0.8773 -0.1881 0*1886
length of 3rd leaf 0.2102 ,-0*6805 0.7676 0.5731 -0*5121 -0.2281
Area of leaf 0.7403 -0.6496 0.7105 0.9022 -0.3523 0.0893
Ho. of canes/ 
plot 0.6396 0.6501 0.4420 0.2189 0.9251 -0.0756
No*, of leaves/ . 
plot 0*7973 0.5275 0.3240 0*4804 0*8268 -0,0750
Total leaf area 0.9373 0.1866 0.3284 0.0358 0.1040 0.9673
Percentagecontribution 51.06 24.21 14.27 43.85 25.09 13.16
Total
contribution 89.54

'
82.09

Table 4.5(b)2. Regression equations in sixth month of plant growth

Variety Regression equations R2

CO-997 T u 9.779 -  0 .062x1 + 0.l63Xg + 0 .07^  -  0 .124x  ̂
+ 0 . 22^  + 0 . 148xg + 1.023^ + 0-85 x8

o.sTi

CO-62175 ‘ Y « 7.386 + 0 .34x1 + 0 .286x2 + 0 .307^  -  0 .272x^ 
* 0 .22x  ̂ -  0 .054^  + 0.4663^ + C .013xq

0.78s



ss

CO-997 CO-62175
Characters

Component loadings I II III
Component loadings 

I II III IV

Height 0.6642 0.2751 0.1800 0 i0372 0.1398 -0.5527 0.6620
Girth 0.5831 0.1401 0.6036 0.4698 -0.4453 -0.0435 0.4086
Width of 
3rd leaf 0.2040 0.8642 0.0717 0.5183 -0.2831 0.0730 -0.2844
Length of 
3rd leaf -0.0333 0.6503 -0.2373 -0.1101 0.-1190 —0.1418 0,6074
Area of 3rd 
leaf 0.2657 0.9203 -0.1073 -0.7238 0.3648 -0.1407 -0.0219
Ho.of canes/ plot 0.8178 -0.3363 -0*3680 -0.6332 0.5999 -0.1281 -0.0820
No.of tillers/ plot 0.5306 -0.2298 0.6116 -0.0892 -0.0197 -0.6369 0.2779
No.of leaves/ 
plot 0.9002 -0.3096 -0.2504 0.2595 0.7871 0.0176 -0;1444
Total leaf area 0.9411 0.0127 -0.2803 -0.3469 -0.1467 0.7571 -0.0994
Percentage
contribution 39.34 26.39 0.125 18.03 16.07 14.98 13.00
Total contri­bution 78.18 62.09

Table 4.5(b)3. Regression equations in seventh month of plant growth.

Variety Regression equations R2

CO-997 Y a 8.972+0 .561x.,+0.504x2*0.035x5-0.2x^+0.013X5 0.770**
+0.792xg+0.558X7+0.005x8+0.905Xg

CO-62175 Y  = 7 .162+0.7742^-0  .758x2-0 .579x5+0 .282x4+0.669315 0.540**
+0.319xg +0.6143^ +0.66x8-0.84IX5



CO-997________  CO-62175Component loadings Component loadings
Characters I II III I 11 III
Height 0.4519 0.1482 0.6058 0.8057 0.0669 0.1465
Girth 0.6372 0*1302 0.4256 0.6472 0.0927 0.4207
Width of 5rd leaf 0.5271 0.8744 0.2640 0.8540 -0.3038 -0.0545
length of 3rd leaf 0.4678 0i5964 -0.6453 0.7551 -0.4366 -0.2706
Area of 3rd leaf 0.6324 0.9428 -0.1908 0.8965 0.3724 -0.1761
No. of canes/plot 0.6002 -0.7582 -0.0748 0.2029 0.9382 -0.1932
No. of tillers/ 
plot 0.5459 0.3270 0.1480 0.3281 -0.0559 O .8463
No. of leaves/ 
plot 0.7059 -0.7303 -0.0536 0*2369 0.9460 -0.2160
Total leaf area 0.8668 -0.3874 -0.1143 0.7563 0.5461 -0.3271
Percentagecontribution 37.924 23.626 12.380 43.870 27.90 13.47
Total
contribution 73.95 ' 85.24

Table 4«5(b)4* Regression equations in eighth month of plant growth

Variety Regression equations R2

CO-997 Y = 10.205 ♦ 0.605x1 + 0.667^ - 0.014^ - 0.384^ 0.73§
- 0.228Xjj + 0.955xg + 0.7452^ + 1.034Xq
+ 0.9Xc,

CO-62175 Y = 7.254 + 0.220sn * O.226X2 + 0.054^ 0.709
- 0 . 1 1 5 x ^  + 0 .1 4 2 X e j  ♦ 0 . 0 6 2 x g  + 0 . 0 6 x y  
- 0.069xQ - 0.105Xg



________ C0*997___________________ 00*62175______
Component loadings Component loadings

Characters I IX III I II HI

Height
Girth
Width of 3rd leaf
Length of 3rd leaf
Area of 3rd leaf
No. of canes/plot
No. of tillers/ 
plot
No. of leaves/ 
plot
Total leaf area
Percentagecontribution
Totalcontribution

0.3359 -0.0668
0*5058 -0.0387
0.3281 0.7330
0.2485 0.7293
0.3664 0.9226
0.7445 -0.5194
O .6766 -0.3785
0.9272 -0.2545
0.9545 0.1686

38.39 27.03
77.62

0.83i7 0.7220
-0.0807 0 *7263
0.4063 0.8293
-0.4509 0.7281
-0.0167 0.8552
-0.1467 0.1626

-0.0355 0.5387

-0.0729 0.1770
-0.0553 0.7094

12.20 42.767

0.1957 0.4042
0*0244 0.3867
-0,3621 -0.1256
-0.4111 -0.3662
-0*3461 -0.2632

0.9206 0.1799
0,1290 0.5861

0,9544 -0.1330
0.5984 -0.3174
29,689 11.572

84.03

Table 4.5(b)5. Regression equations in ninth month of plant growth

Variety Regression equations R2

CO-997 Y = 9.584 + 0.330^ + O.SOIXg + 0.0073^
- 0.048x^ - 0*0243^ + 0-926xg + 0.802Xy 
♦ 0.992xq + 0.846xg

0.7ft

CO-62175 Y e 7.124 + 0.359x1 * 0.279x2 + 0.099^
+ 0.026x^ + O'.065 + 0.497Xg + 0.278Xy 
+ 0.499xQ + 0.496xg

—0.683



The coefficients of determination of the forecasting 
models using principal components ranges between 54 and 
81.4 per cent. The highest predictability was noticed in 
sixth month of plant growth for the two varieties. This 
equation in table 4.5(b) 2. can be used to forecast yield 
of sugarcane of the two varieties in sixth month with 
predictability 81.4 per cent for CO-997 and ?6 per cent 
for CO-62175.

During the ninth month for variety 00-997 principal
2component method gave a high and significant R value

o(0.751) when compared to a nonsignificant-R (0.255) by the 
regression analysis. Thus the regression equation through 
principal component analysis may be made use of for yield 
prediction in ninth month for variety CO-997.



DISCUSSION



Investigations on the pre-harvest forecasting of 
sugarcane yield on two popular varieties of sugarcane 
namely 00-997 and 00-62175 were made on the basis of periodi­
cal data on biometric characters gathered from the Sugarcane 
Research Station* Shiravails and the results obtained 
were discussed belows
5*1. Rra-harvest prediction of sugarcane yield - Method 

of multiple regression - plant-wise approach.

The simple correlation analysis revealed that height 
of the cane was positively and. significantly correlated 
t/ith yield in all stages if plant growth for the two 
varieties. The results are in agreement with the results 
of Eooda et, al. (1979)* Singh and Sangha (1970)* Singh and 
Sharma (1982) and Norman (1971). Girth of the cane was 
also positively and significantly correlated with yield in 
all the months except in the sixth month for variety 00-997* 
Singh and Sharma (1982) and Norman (1971) reported 
positive significant correlation between girth and yield. 
Width of third leaf showed a positive significant correla­
tion with yield in all periods of plant growth. Length 
of third leaf had a positive significant correlation with 
yield in the entire period of plant growth for 00-62175*
In the case of the other variety the relationship was



non-significant. The result is in contradiction with the 
findings of Hooda et al. (1979) who observed a positive 
significant correlation between length of third leaf and 
yield. Area of third leaf and estimated total leaf area were 
highly correlated with yield in different months. Number 
of leaves per cane had a positive significant correlation 
with yield in all stages of crop growth for CO-997 and only 
upto seventh month for CO-62175.

The coefficients of determination of the fitted 
regression equations were low but significant in the fifth 
end sixth months of plant growth. Prom the seventh month 
onwards the predictability increased considerably. A set 
of regression equations was selected for the pre-harvest 
prediction of yield and presented in table 4*2(b)6. The 
cane yield estimated from the equations multiplied by the 
number of canes in the plot will give an advance estimate 
of plot yield. Similar methodology was applied by Bohra 
et al. (1969) for the prediction of forage yield using bio­
metric characters and there was close agreement between 
predicted yield and actual yield.
5 .2. Pre-harvest •prediction of sugarcane yield - Method of multiple regression - Plot wise approach..

Prom the correlation analysis of per plot observations 
it was found that height of the cane and girth of the cane 
had high positive significant correlation with yield except



in the ninth month for variety 00-997 • The result is in 
partial agreement with those of Jh& et al. (1981) and 
Ghandrahas et. al. (1983). Width of third leaf had ah 
insignificant correlation with plot yield from the seventh 
month onwards for variety 00-997* The other variety showed 
significant correlations between width of third leaf and 
yield during the entire period of observation. But Jha 
et al. (1931) noticed significant correlation only in five 
to six months after planting. Humber of canes/tillers and 
number of leaves per plot showed high positive significant 
correlation with plot yield in all stages of plant growth. 
This result is in perfect agreement with those of Ghandrahas 
et ale (1983) and Jha et alc (1981).

Coefficient of determination of the forecasting 
models of the present study ranged between 72.9 and 90 

percentage when all the characters were taken into account. 
According to Jha et al. (1981) reliable forecasts can be 
made available only from the seventh month after 
planting onwards with an accuracy of about 68 percentage. 
All the statistical models developed in this study for 
yield prediction were more efficient than those proposed 
by Jha et. al. (1981). Further these models could be used 
for yield prediction as early as in the fifth month after 
planting with sufficiently high degree of precision. The 
coefficients of determination of the proposed models were



In the range from 68,6$ to 90.1$. The predictability of 
the equation was considerably increased at the later stages 
of plant growth and finally attained a maximum value of 90 

percentage for variety CO-997 in the seventh month aid 
88.6 percentage for variety CO-62175 in eighth month of plant 
growth. The results of the present study are also in 
confirmity with the findings of Chandrahas et al. (1985) 
who found that yield of sugarcane could be predicted from 
the fifth month onwards with satisfactory precision. But 
it is observed that the coefficient of determination of 
the models of the present study are higher than those 
reported by Chandrahas et al..(1985) and hence are more 
efficient for yield prediction. A possible reason for the

phigh value of E may be the inclusion of more characters 
in the model. Varietal differences might have also contri­
buted to this discrepancy. The forecasting models for the 
two varieties were not identical in nature which indicated 
that the varietal aspect is also to be taken into account 
in building up suitable forecasting models for sugaroane 
crop. Chandrahas et al. (1985) used five explanatory 
variables viz., height of the cane, girth of the cane, 
width of third leaf, length of third leaf and number of 
canes/tillers per plot in the linear model and observed 
coefficient of determinations in the range 60 to 72 
percentage. Whereas simpler models with the four



characters9 height of the cane, girth of the cane, width of 
third leaf and number of canes/tillers per plot developed in 
this study could explain about 63 to 89.6 percentage of 
variation.

It was found that the restricted models with five 
biometric characters, height of the cane, girth of the 
cane, width of third leaf, number of canes/tillers per plot 
and number of leaves per plot were sufficient to predict 
yield of variety 00-997 in all stages of the study. Yield 
of variety CO-62175 could effectively be predicted in fifth
and sixth months of plant growth using the above
mentioned five biometric characters. The informations on 
first four biometric characters are enough for the fore­
casting of yield of variety CO-62175 from seventh month of 
plant growth onwards.

The coefficient of determinations of none of the 
fitted models were found to be significant in the ninth 
month for variety CO-997. In this month plant-’wise 
observations can be efficiently used for yield prediction.

The first three types of transformations mentioned 
in section 3.2 were tried by Jha et al. (1981) and
Chandrahas et al. (1983)» and they found that these three
transformations were equally efficient as the original 
model. In this study also no significant gain was 
achieved by the square root, reciprocal end logarithemic



transformations over the original data* Ihe do ably
logarithemic transformation resulted in a slight increase

oin the value of E in some of the months* But this 
increase was negligibly small* So considering simplicity 
and convenience the linear models in the original non- 
transformed variables was used for yield prediction.
5*3* Biometric characters influencing sugarcane yield - 

Method of Bath Coefficients - Plant-wise approach.

Bath analysis was carried out in each month for 
the two varieties to identify the characters influencing 
the yield of sugarcane during different stages of plant 
growth.

Out of the seven characters studied only the height 
of the cane showed high positive direot effect on yield 
in all stages of plant growth for the two varieties and 
its influence on yield was higher in later stages of 
plant growth. She results are in agreement with the 
findings of Herman (1971)* Hboda et al. (1979) and. Singh 
and Sharma (1982)* who observed high positive direot 
path due to stalk height on cane yield. Girth of 
the cane also had positive direct effect towards cane 
yield in all periods of study. According to Horman 
(1971) and Singh and Sharma (1982) girth of the cane 
had a positive .direct effect^ but Eooda et al. (1979) 
reported a negative direct effect. Shis result of the 
present study is in perfect agreement isith that of



ZJorman (1971) and Singh and Sharma (1982) and 
contradictory to that of Hooda et al* (1979); Height 
and girth exerted very little indirect effects through 
other characters. The direct effects of width of third 
leaf were negative or negligible in all stages of plant 
growth for variety 00*̂ 62175* Khereas for other variety it 
showed high positive direct effects in early stages of 
study and negative effects in later stages. In the seventh 
month for variety CO-997 width of third leaf did show 
substantial positive direct effect, but its indirect 
effect through area of third leaf was negative and high, 
length of third leaf and negative or negligibly small 
direct effects in entire period of observation except 
for CO-997 in the seventh month where it had a positive 
direct effect. But the indirect effect through area of 
third leaf was higher and negative. This result is in 
partial agreement with those of Hooda et al. (1979)» who 
noticed a negative and low direct effect to leaf length 
on yield.

Area of third leaf had negative direct effeot in 
all stages for variety 00-997, whereas in the case of 
other variety positive direct effect in almost all 
months except in sixth month. Humber of leaves/cane had 
negative or negligible direct effects in all the months 
for the two varieties. Even though the number of



leavea/cane and leaf dimensions showed negligible direct 
effects, the estimated total leaf area/cane exhibited high 
positive direct effect towards yield in the entire period 
of study for variety CO-997. But for other variety it had 
a positive direct effect in early stages of plant growth 
and negative in later stages.

The residual effect was comparitively high for both 
the varieties varying in the range from 0.418 to 0.803*
The high, residual effect indicated that there may be some 
important characters which , could not be utilised in the 
present study. The residual effect was the least (0.568) 
for variety CO-997 in the seventh month of plant growth 
and for variety CO-52175 in the ninth month, of plant 
growth (0.418).

The results of this study revealed that height of 
the cane and girth of the cane were the most important 
yield contributing characters in all stages of plant 
growth for the two varieties.
5.4. Pre-harvest forecasting!: of .sugarcane yield -Principal component analysis - Plot wise approach.

On examining the values of the component loadings 
it was found that all of the explanatory variables exert 
their influence on the criterion variable through one or 
the other of the selected components. Hence elimination 
of variables is not advisable. Among the different



variables the least contributing variable appears to be 
length of third leaf which has comparitively lower loadings 
than others in most of the months, For farther screening 
of variables the axes ere to be rotated through the 
techniijue of varimax rotation.

The first three principal components that explain
more than 75 per cent variation in plot yield were used as
regressors in the multiple linear regression equation for
the two varieties in all the months except for variety
CO-62175 in seventh month for which the first four

2components were used as regressors. The E values are 
comparitively low for the prediction equations fitted 
using the method of principal components than the 
original equations by usual regression analysis. This 
may be due to the inclusion of only limited number of 
components in the regression model. It may be happen 
that some. of the principal components with small 
variance may be related \*ith the dependant variable. If 
more components were included, E values would have been 
higher. However the accuracy of the forecasting model 
obtained through principal component analysis was higher 
than that reported by (1983) in hybrid Jowar.



SUMMARY



A study was conducted to develop suitable statistical 
models for the pre-harvest .prediction of sugarcane yield 
using biometric characters* Data were collected periodi­
cally with a monthly interval from the Sugarcane Research 
Station, Thiruvalla on two sugarcane varieties namely 
CO-997 and CO-62175* The first observation was recorded 
in the fifth month after planting. Prediction equations 
were erolved by the method of multiple linear regression 
using plant wise and plot wise observations. The characters 
influencing different stages of plant growth were identified 
by path analysis. Principal component analysis was carried 
but using the plot wise observations in each month separately 
for the two varieties. Regression equations were fitted 
using the principal components as explanatory variables. The 
salient findings in the study are summarised belowi
6.1. The study revealed that yield of sugarcane per unit area 

could be successfully predicted with sufficient degree of 
accuracy in either case of utilising cane wise or
plot wise observations.

6.2. The developed models based on plant wise observations 
were able to explain moderately high degree of varia­
bility during later stages of plant growth. The 
different linear and transformed models fitted on the 
basis of per plant observations failed to serve as



efficient predictors of production during the early stages of plant 
growth* Some of the useful prediction models developed on the basis of 
per plant data are listed belows

Forecasting models selected for 00=997 and 0062175 in differentmonths

Estimates of parameters
Month Variety Coefficients of 2Constant Height Girth Width Area No .of Egtlma- R

of 3rd of leaves/tedleaf 3rd cane totalleaf leafarea

O O 997 78.712 5.312 90.389 0.109 0.642**
VII

00-62175 -4896,192 6.519 78,492 1.698 0 . -3 a\ * *

00997 -1479.500 5.622 100.881 76.044 43.961 0.619**
VIII

,0062175 -943.218 5.076 103*807 0.974 0.704**
CO-997 “1015.126 4.563 115.986 0.057 0.635**

IX
0062175 “1021.473 5.048 115.789 0.666 0.819**

^Significance at 1 per cent level P ( ^.01)

The cane yield determined on the basis of the prediction equation 
when multiplied by . the total number of canes/plot will give the 
expected plot yield.



6.3. Analysis of plot-wise observations revealed that prediction of
sugarcane yield could be effectively attempted as early as in the 
fifth month of plant growth with a sufficiently high degree of 
precision.

Maximum coefficient of variations (88.3$) was noticed in 
the seventh month for variety CO-62175 and 90.3 for variety 
CO-62175 in eighth month of plant growth. The selected models 
with corresponding coefficients of determination are tabulated 
below*

forecasting models selected Jbr CO-997 and CO-62175 in differentmonths

Estimates of -parametersCoefficients of
Month Variety constant Height Girth Width No .of No. of R‘

of 3rd canes/ leavesleaf tillers/ 
plot

CO-997 -11.556 0.046 0*834 0.761 0.312 0.041 0.686**
V CO-62175 -5.345 0.040 0.070 1.717 -0.106 0.081 0,781**

CO-997 -11*552 0*024 1.382 0.347 0.058 0.863**
VI CO-62175 -8.107 0,016 —0.004 2.450 0.007 0.109 0.823**

CO-997 -13*663 0.022 0.961 0*914 0.323 O.O63 0.866**
vii CO-62175 -8.168 0.061 0.237 0.804 0,437 0.756**

CO-997 -16*406 0*037 1.166 0.655 0.667 0.010 0.901**
VIII CO-62175 -6.987 0.053 -0.126 0.439 1.155 0.767**



6.4. Pour types of trensformati ons were applied in the 
experimental data, square root, reciprocal semi
, logarithemic end doubly logarithemic. It was found 
that none of the transformations resulted in a signi­
ficant improvement over the original model. However 
the doubly logarithemic transformation was found to 
yield slightly better results in certain oases.

6.5. Path analysis revealed that among the various biometrio 
characters the major contributors towards cane yield 
In all stages of plant growth were height of the cane
and girth of the cane, The direct influence of
number of leaves on cane yield were negligibly small
in all stages of plant growth.

6.6. The principal component analysis failed to earmark a 
sub set of important characters at the expense of 
others. The only finding is that the contribution of 
length of third leaf to the divergence was negligibly 
small. The first three principal components explained 
more than 75 per cent of variation in the original 
data in most of the months. Prom the prediction 
equations fitted using the principal components as 
explanatory variables yield could be predicted from 
the fifth month onwards with an accuracy ranging from 
54 to 81.4 percentage. Sixth month after planting 
was found to be the best for prediction using this



method with a predictability coefficient of 81.4 per cent 
for variety CO-997 and 76 per cent for variety CO-62175 •
The equations in the original form are given in table.

Forecasting models using principal components in sixth month of plant growth

Variety Regression equations I?

00-997 Yield * 9.775-0.062 (height) +0.163 ('girth) 0.814**
+6.07■(width of third leaf)-0.124 
(length of third leaf)+0.22 (area 
of third leaf)+0*148 (number of 
oanea/tillers)+1.02 (number of 
leaves)+0.852 (estimated total 
leaf area).

00-62175 Yield = 7-386+0.34 (height)+0,286 (girth) 0.760**
+0*307 (width of third leaf 
-0.272 (length of third leaf)
+0.227(area of third leaf)-0.054 
(number of canes/tillers)+0.466 
(number of leaves)+0.013 (esti­
mated total leaf area).
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Several yield prediction models were tried to 
examine their suitability for the pre-harvest prediction of 
yield of two varieties of sugarcane namely CO-997 and 
CO-62175 in different months of plant growth using biometric 
characters based on the data collected from the Sugarcane 
Research Station, Thiruvalla. The methods of multiple 
regression analysis, path coefficient analysis and principal 
component analysis were used for the above purpose.

Multiple regression analysis using plant biometric 
characters revealed that cane yield could be predicted on 
the basis of observations on height of the cane, girth of 
the cane find estimated total leaf area per cane or area of 
third leaf from the seventh month after planting onwards 
with an accuracy in the range of 59*5 to 81.9 per cent. The 
estimated cane yield when multiplied by the number of canes 
in the plot will give an advance estimate of the plot yield.

Linear models with five biometric characters viz., 
height of the cane, girth of the cane, width of the third 
leaf determined from the selected plants of each plot and 
number of canes/tillers and number of leaves determined on 
a whole plot basis were sufficient to predict the plot 
yield of the crop as early as in the fifth month of plant 
growth with an accuracy in the range 68 to 90 per cent.



Path analysis revealed that height of the cane and 
girth of the cane were the t wo important characters 
contributing towards cane yield in all stages of plant 
growth.

Using the forecasting models fitted with principal 
components as explanatory variables, yield could effectively 
be predicted with 81.4. per cent accuracy for variety CO-997 
and with 76 per cent accuracy for variety 00-62175 in the 
Sixth month of plant growth.


