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INTRODUCTION



CHAPTER I
INTRODUCTION

1.1, Genoral introducti

Qver the past decases, scientific rescarch into
crop=iieather models has received considorable attention
by the sclentists working in a varioty of disciplines such
as agrometeorology, plant phvsielqu. agronomy, plant ’
breeding, ecology, sgricultural economics and agriculiural
statistics among others, Numerous rosecarch projects and
publications on specifie aspocts of woathor and climatic
factors in relation to crop yiolds and yiold components
have been brought about. The reéligation of effects of
meteoroloplcal factors on crop production, and hence their
impact on world food supply, has 2130 led to ronewed interest
in a contlnuous world.wide watch of crop prospects and foreo-

cants,

The various mathcmatical/statistical models and toche
nigquos on crop=weathor relationship have been developed and
utilized, Many occiontists all oever the woxld have been
actively involved in various research projects on the dovee
lopment of crop=vieather models, Howevgr. the practical
exploitation of this knowledge and information on crope
woathor relationship for the assessment of crop yields from
weather data has not yet satisfactorily advanced and pro-

gressed to tho oxtent that might bo expectod,
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One reacon for this slow development in assescing the
crop yield based on cropeweathor relationshipse has boen
apparent lack of intercst by policy-naking and praduction-
planning bodies for realetimo crop assessment, This may
have been due to erop production policles which existed in
1950's and 1960's in the majJor food exporting countries and
to the large surpluses at that time in these countries as
well as on the world market, Under these conditicns of feod
glut, there seemed to be no need for monitoring the effect
of weather and climotic factors on erop yields. from meteorow
logical data on a realetime basis, since survey reports on
crops and stocks provided adoeguate and.plausible information.
However, agricultural moteorologists oand gtatisticians cone
tinued to develop such cropwweather models and demonstrated
the feasibllity and poitentiality of providing weather based

realwstime estimates of regicnal crop production,

Annusl fluctuations in crop production are accepted :
feature of regional or world focd supply, but usually these
fluctuations tend to offset one another onh a regional or
global scale. But bocause of the adverse weather conditions
oceurring in 1972 -simultancously over the major producing
areas of the world, it was then realized that o repetition
of this adverse wcather pattern over successive years would

have disastrouc offects on both developing and dowvaloped

countrices,



In addition to the effect of these annual weather
fluctuations, there was also evidencé that, during the
past one or twa decades, the seasonal weathor pattorns
did not show the disastrous variability or axtremes that
can be coxpected fron long term climatic recﬁrds for the
rogion of Indian subwcontinont, Eventhougﬁ the "good®
weather trend rosulted in a series of years with hich crop
vields in incia, it canngp be expected that the crop yields
of noxt several years will stay at those high levels, In
this regards, the cropswoathor models con be utilized as
useful ond important rescorch toole for the interpretation
of climatie fluctuatlons in termo of thoir impact on crop

production over large areas of the nation.

The new food situation of India, with its dependonceo
on weather variabiliﬁf} has led to renewed interest (1) in
the need to give more serious consideration to an analysis
of weather and climotlic c¢endition of Incia ao a natural
Tegource and {ii) in the noed for monitoring and interproe
ting curzent and immediate weather data in terms of expacted

crop conditions and crop yiclds,

Jther countrles, such as USA, USSR, Canada, lsrael,
Brazil, Iran, Turkey, Australia, FRG, GOR, ltaly, Japan
and Argintina among others are already using such crop=-
weather models and weather based estimaies for various

agricultuzal czrops on an experimontal or operational basia,



Intornational organizations such as World Metecorclegical
Ofganizatian (WMD)'and Food and Agriculture Organization
(FAO) have also substantially increosed their effort to
provide real=time informadion on weathezr and climate fluce
tuations and their impact on regional and global surpluses
and shortfalls in food production. The necd for more
rescarch into crop=weathor tcdels, development of operaw
tional erop vield asgessment models and thoirx importance in
national agricultural plamnings have been more and more

widely recognized in many countries of the world,

In this advent of worldewide recognition of 'importance!
and 'roncwed interest! in the effects of meteorological
factors on crop yields and development of Cropesweather
models for the assegsment of czOp'vields, as discugsed in
section 1,1, the present investigotion on the dovelopment
of statistical cropeweather models for the pre-harvest
foracast of egriculiural crops, with special reference to
coconut crop which is one of/the moét important sgricultural
crops of India, 1s cerricd out with the following views and
objectives: |

1. to develop a suitable and reliable statistical

methodology for the pre=harvest forecast of coconut
crop vields by evolving different empiricalestatis-
ticel crop~weather models using the original and

generatod weather variables as predictor variables.



2; to ﬁerform a comparative study of ralative_effi-
cicney, adequaecy and performance of each of theae‘
crap fbrecasting models evolved and to select the
“bast“, most promising and plausible crop forcecasting
models for the purpose of future use in predicting

the coconut erop yield reliably in advance of harvest.

3. to investigate the effect and influcnce of chianges
in weather variables on the yield of coconut crop
based on the crop forocesting models selected as
the “best® fitted models,
_ 4. to render suggestions and guidelines for‘further
deovelopnent of statistical cropeweather models,
eriteria for their selectlon and relevant statistical

analysis,

_ In the physical scionces, the term "model” is used

"to provide an explanation for cortain phonomena and %o
postulate underlying processes which give o rise to the
- observations ﬁndcr inspection? (Yarranton, 1971). The uso
of hiczh degroc polynomials to represent biological situae
tions should properly be dofined as a mathematical repre=
gsentation rather than a model (Mead, 1971). However, this
distinction botwoon a 'mathematical representation' as a
deseription of biological obsorvotions and 'a modcl"with

its normally acoeciated propectios in the physical scicences



has not yet been made in etology ond agrometeorologye.
focouse of the common use of the torm “modol”, it 45 esoen-
tial to identify the various models on the bsols of tho

approaches used in cropwwcather modols,

Negardless of the approach, "2 crop=veather model”
may be defined as "2 simplified representation of the come
',p;ex relationship between weather and climatdc factors on
'the one hand and c¢rop performance ouch ae growth, yield or
vicld components, on the othei hand by using established
mathomatical/btatisﬁical.theorv and techniquos® (Baior, 1972).

Cropewoather models cén be of the steady state type or
dynamic type., The latter usuzally include some sort of funCw
tion of time with & procedure which sumarizes, weighs. and
integrates the results from the steady state condition model
over periods of seconde, minuges, hours or daya, Other
crop=woather models use crop development ghases as time

baslisg,

MeQuigy (1976) deocribed two basic approaches to
modelling the impact of weathor varlability on crop yiclds:

i) the physiological or cousal approach which is
based on detalled knowledge of the biological
and physical processes and the immediate atmogs=

phoric and soil environmont of the plants and



i1) the statiotical or correlative approach which iec
baged on the application of some gort of statistical,
techniques, mostly regression analysis, to a sample
of crop yieid datg from an area and e ganmple of

weather or climatic data from the same ares,

in the present investigation, the second approach has
bean followed in developlng the cropewgather models for the

purpose of forecast of coconut crop vyields.

Nownan (1974) distinguished basically betwoen two

approachess

i) modelling based on mathematically formulatod
relationships with empirical constants vhen noCee

sgarys ond

. i1) modelling usually involving some typo of statise
' tical regression techniques for fittiing octatisti-
cally the “besct” possible empirical relationship
between climatological variables and crap-préduction

statiotlcg,

The former approach 1s called deterministic approach
and the latter stochastic approach. Therofore, according
to Newnen's definition of crop-weathqr models, the models
developed in the present investigation con be termed as
“gtochastic crop;weather models®s The deterministie nodels

uoing meteorological data taken over short periods are more



applicable to a specific c¢rop production system. Stochastic
models are more adaptablo to relating 'climatologlcal data!
to 'agricultural production' in a particular geographical

‘region.

Baler (1973) classified crop~weather models into three

als, defined as a

cétegorieas (1) crop gx¢ RN
simplified mathematical ropresentation of the complex phy;
sical, chemical and physiological mechanism underlying the
plant growth response; (11) grop viestheyx analvgis models,
providing a rumnning account of tho accumulated (daily) crop
roasponses to selected agrometeorological varlables as a
function of time or crop development; and (iii) empipical-
gtatietical models, in which one or several variables ropre-
senting weather or c¢limate, soll characteristics or a time
trend are statistically related mostly to a seasonol yleld
or other q:bp statistics. In the crop growth simulation
nodels, it 13 considexred that the impact of moteorslogilcal
variables such as temperature, rainfall, radiation, wind
velocity, relative humidity, etc, on specific procéases,
such as photoavnthesia. trangspiration or respiration, can
be adequately simulated by means of a set of mathemotical
aquations which are based on experimento or available

knowledge of patvticular proccss,

in erop-wieather analysis models, the variables such as

gsoil molisture or evapotranSpirétion and othexr dexrived or



abserved data on a day-by=day basis are used and these
variablesc are rolated, togethor with other information, to
moxrphological development,.vegetative growth or crop yields,
The standard climatic data are used as primary input; come
processes or crop response function, such as soil moisture
distribution or fertilizer rosponse, &re pre-progremmed but
conventional statistical 4echniques (e.g. muliiple lingar
regreasion analysis tochniqueos) are usually ueed'to gvaluate
the woighting coefficients in the final equations, Crope

- weathor models such as those proposed bnﬁgig;(1973) and
Haun (1974) belong to this category.

In empirical-gtatistical crop-weather models, a sample
of yield deta from an area (e.g. expérimantal station. or
ficld, crop district or region) and a sample of weather data
from the same area or from ancther area, which is nearost
to the area under study and hoving the woeathor conditions
which are identical to or almost tho same as that of tho
area under study, arae used to produce egstimates of regression
coefficients by some sort of linear or non-~lineer multiple
rogression techniques. The validity and potential applicee
tion of those umpiricalestatistical crop=weathoer medels
depends on the represcentativeness of the input weathor data,
the relation of weather variables and the design of the
nodel. The approach does not easily lead to an explanation

of causceand-cffoct relationship, Dut it is a foasible and
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patbntial procodure which makes use of ovallsble yield and
climatic data for weather based ovaluations of historical,
currént and to some extent expected crop yleld statistics.
Typical examplos here aze almost all the papors reviewad
in the Chapter IiI of “"Review of Literature” vherc almost
all tho papors omployed multiple linear or cu2vilinear

regression analysis techniques in one wa& or the other,

Therefore, according 4o Balor's classification of
crop-woather models, the cropwweather medels developed in
this investigation come under the category of empiricale

statistical crop=weather models,
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CHAPTER 11

REVIEW OF LITEAATURE

2+1. Intpoduction

Reocently there has boen an increased effort fo

develop and utilize statisticol cropeweather models, Among
other things, this effort hos boen stimulated by ithe dow
siress (1) to forocest crop yields from current weather
forecasts and cropewieathor models, and (2) to asscss the
inpact on food production of a hypothetical climatic change
whother inadvertent or intentional, as by weether medificow
tion, The statisticol crop-waather models predict crop
yields from climatic variables using erpirical relation
derived from substantial rocords of crop ylelds and weather

variables,

The “redigscovered” importence of the effect of woather
and ¢limate on crop yields and “renowed” intorest in the
developrent of crop=weathor models have brought about
nuUmerous réaeaxch projects and publications dealing with
crop=weather relationships and forecasting of crop yicids
therefroé, at different scales. Various gtatistical and
mathomatical tochnigues for analysing thesc cropeweather
relationships have been avolved ond the terminology, such
as ‘cropw=weather models' and *yield forccasting models?,
have encrged as popular oxpressions in this type of roscarch

WOS e



1.

The scientlsts involved in cropeweather modelling and
vleld forecast modelling ere not only agrometeoroleglsts
but also plont physiologists, agronomists, plant breodors,
ecologists, agricultural statisticlans, agricultural econo=-
mists, and many other experts, DBecause of their different
acadeﬁic backgrounds, they use different approaches and

interpretations in tholir rcoearch and applications. -

L£iecation

Crop yieldec depend to some extent upon a npmher of
factors such o8 quantlity of aceds, use of fertilizers, irrie
gotioh, area under high vielding varietlios, called agricule
tural inputs, weather variables and bilometrical characters,
Therefore, crop forecasting models can be divided into four

broad categories as follows:

1. Forecasting models using "weather varicbles! as

‘pradictor variables,

2+ Forecasting models using the 'blometrical characteors'

as predicter variablas,

. 3,  Foracasting models uging 'agriculiural inputs' as

predictor variables.

4. Forecasting models using 'combinations of éeather

: variablés. blometrical characters end agricultural
inputs! as predictor variables.

In‘%his literature review, only rescarch papers con-

cerning with empirical-statistical ecrop=weother models and
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vicld forecasting models using 'weather varilables! as pree

dictor variablas are revicwed in detall,

Since almost all the researeh papers censulted and
revioved here used multiple linear and curvilinoar regree
scion techniquecs in one way or the other, the papers
reviewed in this cheptor are in tholr cronolegical order,

but not in crop-wise or variableewiso.

In order to comprehend and gppreciate the traend and
direction in c¢rop forecasting in India today, a brief hice
tory of crop forecasting in Indie is presented bofore
elaborate reviow of literature on ercop forccasting models,
follovied by a short review of literature on weather foroe .
casting with special reference to rainfall, becauso roine
fall plays, both gualitatively and quantitatively, the most
1mpor§ant role in influencing the crop growth, hence the

vield components and yleld response of the crop.

Ne3e A hvga# hj st OXY

The systomatic application of statistical méthadm to

" prediction of natural phonomcna was begun in India in 1909
by Sir Gilbert Ualker, the Director-Cencral of Observatorios.
His investigations on the forecasting of scaconsl rainfall
in India from a knowledge of prior weather conditions ovor
those parts of the world which affect subseguont weather in

India have bacome classical.
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According to Ramdes and Kalarkar (1932), Jacob (1916)
was the firot sclentist in Indis to apply the statistical
mothods to the study of cropwweather rclationship with
particular reference to wheat crop of Puniab, Jaqob COYree
lated the areas of matured crop over the yeors 1837 to 1906
in 30 vil;ages.chosen from cach of © tahgils of Sialkot dige
trict with rainfall of tho preeceding six months, im the case
of autunn and spring harvosted erops respoctively., Rainfall
in Sgptember was found to he slightly beneficlal ¢o the
autuan crop and conslderably so to the spring crop. The-
yoar-tow=yaar variation of rainfall was examined by Ffitting
both Peagrsonian frequoncy curves and pericdic curves, The
’ effect of varying distribution of rainfall, treating the

more important crops seperately was also studied.

The valuo of systematic work on the subject of crope .
weather relatlonship was stressed by the 'Royal Commission
on Agriculture' in India. $ffect wag given to the recomienw
dations of the Commission in 1932 whean a section off Agricule
tural Meteorology was started at the fleteorological Offico,
Poona under tho auspices of the 'Imperial Counci; of Agrie

cultural Research'.

In 1945, the Indian Council of Agricultural Resesrch
(ItAR) launched an All-India Cowordinated Crop Weathor Schome
(AICUS). Under this ochemo, spocialised meteorological

observatories wore set up for the systematic recording of



. : cropeueather obgservations on paddy, wheat and jowar as a net
work 0f se1ected sxperinmental forms throughout the country.
These observations wore later extended to sugarcane and
cotton as weil, The objeétive of the scheme was to formue
late, in quantitative terms, the effect of difforent growth

factors on the growih and yleld of crops under observation,

Roviewing the status of AICHS, Sarker (1977) reported:

“Somé tentative crop-weather relationship have been
ostablished with regpect to tho crops at differeﬁt crop
weathor stations by applying statistical methods. Responso
of a few crops in yleld to distribution of rainfail during
the life cycle of the crop has alsco been obtainod. Sinilar

studies in relation to other moteorological paramatéra 1iko

maximum temporature, sunshine and humidity are in progress”,

After launching the section on Agricultural tleteorology,
rainfall and i%s impact on the yield of coconut crop ves
first investigated by Patel and Anandan (1936). The data
utilized for the study were collected at the Agricultural’
Research Station, Kasaragod on the Ylest Coast of India,

The number of ralny days, tho total rainfall for the diffc-
rent scasons and years were also collected, Tho yleld data
utilized iIn varlous correlation was collected from 105 reque

lar bear;ng palmss The trees were of the ordinary tall typo
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and they were obout &wentyfive yeors old in 1919, Patel
‘and Anandan obtained the correlation coefficients botween

the yield of coconut and different combination of rainfall,

i 1t was.reported that tho masirnum correlation of yicld
of coconut and different combination of rainfaoll was 00,8104,
The combination of rainfall for the moxioun eorrelation was
the total rainfall in January, Februory and March of tho
previous year of horvest ona tho sceond yoor provious to the
harvest, It was also reported that Jonuary to April roins
for two years provious to tho harvest had maximum correlation
with the yleld of coconut, The multiple regrossion equations
of tho yleld on the three predictor variables xi, X, and x3
was worked out, vwhere X, was the to£a1 rainfells in Januory,
February, March and April duzring the ycar of harveat, x2 was
total rainfall in the same months durlng the yaear previous
to harvest and X, stood for the total rainfalls in the
months Jduring the cecond year previous to harvest, Frém

the multiple rogression eguation, multiple correlation
coofficient of 0,792 was also obtoined. It was also found
that multiple correlation coefficient was very close to the
co=cfficiont of correlation for the total rainfall in three
years during Jonuary to April, Tho %totol as 1oll as the
pertial correlations woere not significant, thercby indl-
cating that the ralnfall of one year was not xolated.to tho

rainfall of another year for the observotions made, and
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| found that tho correlatlion, whercver significant, were not

spuricus.

Patol and Ananden (1936) grew the conclusion that the
crop yield in any year was influenced by January to April
rainfalls for two years previcus tc the harvest, together

with the rainfalls in January to April of the harvest yoar,

Palasubrananian (1996) conducted tﬁe investication of
influonce of rainfall - monthly as well as seasonal on the
bearing capaclty of coconuts, Tho yleld data were obtained
from Pilicode for 26 yoors and from Kasaraged for 29 years,
The monthly rainfall data were compiled from the station
records for the years for which the yield data were avaie
lable, Balasubramanian reported that (i) the rains received
in Januery influenced apparently the performance of coeconut
plentations, (ii) next to January ralns, the February roins
appeared %o be impdrtant et Kasaragod, whereas tho ralns of
March and April ascumed similer important influence at
Pilicode and (iii) xrains iﬁ Septembor vare ensentiasl for
coconute at Kasaragod. DBut at Pilicode rains in the months

of October and MNovemboer appeared tc be very necesaary.

The climatic requircments and qualitative effects of
weathor on the performonce of‘the coconut crop was reviewed
by Mavar and Pendalal (1937). It was found that the spaeonal
differonces did not affect the different characters of the

paln and that tho yield of a porticulor yoar was influenced
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by Jhﬂuaxy to April rainfalls for two yoars prior to hare
_vest together with the rains during similar period of hare
vost year, 1t was slso found that tho rains recelved in
the months of May, June, July, Augusﬁ and Deecember had no
marked influence on asconut plantationg in both the stations
and that the Influence of September railnfalls was felﬁ in
the erop viéld obtained in the next two yoars at Kasaragod
but tho effects are of different nature, At Pilicode they

had no significance on crop yield at all,

The joint effocts of rainfall and paxinum dajily tome .
#arature cn the yields of corn crop uere investigated by
Stacy et al. {1957). In thois work, theo maxlmun daily
temperature and rainfall averaged by Seday poried for 18
poriods during cach growlng ecason of a 3B-yoor span were
eelated to the corn y&eida using a set of second degres ortho-
gonal polynenmials as rzegression integrals., Rosulits indie
cated that high temperature nosr the end of growing scason
wore beneficial to crop ylelds if the rainfall was adequato,
When no rain eccurred hiph temperature causes great damagoe

to the crop yields in tho first of Junc.

[lallilk (1958a) oxamined mnino year's data for the érops
of wheat, jawaé and cotton at the Dhazwar Rescarch Stetion
and found that in two years when the wheat viold were very
low due to zust attack, the number of hours of sunshine days

during Novenber was abnogmally low. On the other hana, in
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Jowar, on the basis of canp&risan of rainfall during growing
soason in two yoars of vety good hazvest with wheat in: twe
yeara of Vexy poor hagvest, Mallilk arguqd that jowar crop

a% Dharwar 4s rother succeptible to coxecessive ralnfalls
dguring the growing period, 'Using‘similar approach it was
fux;her suggestad theo spoll of cloudy and zainy weather
ogtending over 3 consocutive wooks during growing scascn of
cotton appoarod to croata cgnditiona fFavourable to pests

1like shoot borer and red cotton bug.

In hic snother paper, Mallik (1958b) attemptod a more
elaborate analysis of ten yeoars! data relating $o jowar
from five statlons, I% waé postulated, partly for lack of
‘any other basis, that the optimum amount and distribution
of Tainfall duzing the orowing poriod of Lharif jowsr was
approximated by the amount of rainfall and its distribution
in ocach of 12 woeeks prior to caor emorgence, -HMallik then
estimated the corzelation coefficient between (1) hoight
and yiéld, (ii) the percentage of deviatlon of actual weekly
rainfall during the growing period in each year from the
rainfall iﬁ corresponding weoks of the optimum year (1.0.
© the year of maainqﬁ in sample) and ﬁercentage deviation
from the moximum helght, ond (1i1) deviation in rainfail
foxr the year of optimum yield and doviation fronm the optilum
vield using a similax procedure as in (4ii),

In a subsequent paper, Mallik ot al, (1960) attompted
.a rather coze elaborate analysis of data for %he cotion
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crop from som@'%g stations. Here .again, the statlons were
poolod into two groups on the basis of rainfall in théi
reproductive periéd to got a sufficient nunber of cobservaw
tions for eiudying correlation coofficients botween

(i) different growth features and yield.and (11) moteoorow

loglcal factors and some growth features.

This king of analysis which tried to scan the strengtﬁ
and pattern of relatlions beotween a variety of moteorological
variables which were expected on & priori grounds to affoct
the crop yield was valuable especlally vhen there was no
well-formulated hypotheses on the precise nature of crope
weather relationship, The problem pesed by poeling of
observations could be overcome cnce sufficient number of

observatlons were available for a particular variety.

Pillal and Satyébalaﬁ {1960) studied the seasonal
variation in yield, nut characters ond copra contents in a
feu erotle cultlvars of cogonuts growing at the Central
Coconut Research Station, Easaragod. Iﬁ was reported that
the variation in yleld was very high during dlfferent seasons.
In the majority of the cultivars, the highest yield was
- observed in summer and lowest during north cost monsoon
period, 1In the case of wegst coapt tall variety, it was
during summexr that lazge nut an& maximum copra content ware
obtained, Tho rolationship botweoon the volume of husked

nut and welght of copra was found only in same. cultivars,



It was concluded that tho seasahal variations obsorved

nicht be a peculiarity of the axotic coconut cultivars,

Gangopadhyaya and Sarhker (19&4) applied the t@cbnléu@e
of curvilinear correlation study im investigating the effect
of woather variables on the growth of sugar cane., It has
been found that at Poona, of all weather variablos, the
maxinun and mininun tomperaturcs influscnced elongatien most
and that their optimum values were equal to 87,5°F and legs
than or caual %0 68°F rospoctively. Ralnfall had slight
offoct as the crop was irrigated. Thoy reported that curvie
lincar study could be satisfactorily used to bring out a
saorieg of crop weathgr relationship which w%falnot ehoervoble
on the surface and to préﬁide a basls of estimating the
prdbable effoct of new combinations of indepondent factors

upon the dgpendent one,

Lakohmanachar (1965} fitted erthegonal polynomial
curvas of tho fousth degroo to the distribution of raianfall
at Kasaragod durdng $926=-1930 for cach yoar, It was found
that {i) avaecage weelly rainfall had a tendency o Inecrcase
as tho lincar component was positive, (ii) 75 per cent of
rainfall from the middle of May to the middle of Septembor,
{111} tho romoining quantity was distributed over other
8 monthe and (iv) there was every cortainty of the occuw
rronce of roinfall during the weeks 23rd to 30th while
during the first 14 wéeks, probabllity was very low.



Sarker (1065) suggested the use of method.of successive
graphic approximations to examine the influonce of prevaile
ing weathor on yiold of sugarcane crop at Poona, It was
found that the weather during the ti;ling phase accounto

for 50 per cent of the variations in the yiold.

Sen ot al., (1966) investigetsed the influsnce of weathor
variables on the ylelds of tea crop in the Assam Valley in
India, Mean velues of reinfall, relative humidity, sunshine
hours, diurnal temperatuwe wore tried as predictor variables,
A separate analysis'was undertaken for cach of tho oarly,
main and late crops {April=June, July=September and Octobore
December). In their study, time variable wes added as proe

dictor for changes in growth rate of tca plant as it aged,

After some initial trials, Sen ot al, (1966) used the
logarithm of ralnfall in placo of rainfall itself, an
increase in precipitation proving to be more beneficial
vhen rainfall was low than when it was hich, It was found
that for the carly crop, the significant predictors wore
mean tooperature and logarithm of rzainfall, cach with a lag
of 3 months: the yield was greater than warm ond wet weather
(upto sbout 12 em of rainfoll) than after cool and ¢ry CORe
dition,

Ramamuzti and Danerjee (1966) carried out a curvilinear
regresslion analysis of weathor variables with the yieclds of

wheat crop at tho region of Dharwar, India using succesgsive
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approximation taechnique developed by Ezolkiel and Fox (1959).
Various woather factors were tried in their etud?. Théy
raported that an optimum of about 16%C maxinum tenperature
and 22%C to 23°C moan temperature with 60 to 65 hours of
bright sunshine per week and 50 to 60 por cont humidity
appeazed to be the most favéurable condition for wheat in

Dharwar.

Aboywardona (1963) endeavoufed to develop the relation=-
_ehip batugen rainfsli and coconut crép_using nultiple rogrow
sslon tochnique. It was found that the influcnce of a
particular spell of rainfall on the yleld of most fruit
Crops wags dépendent on the moisture sensitivity of the stage
of development of the czop during the opell of rainfall, It
wes confirmed from the study that the poriod May to August
with a longer day length was more rmoisture censitive, The
sub=poriods of January to April and Soptember to December
were not only less moistuxe sensitive but also differed
widely in their moisture sensltivities in spite of the fact
that theoir day-length wero idenikical, |

Theopoon (1969) employcd multiple curvilinoar regroe
asion analysis in order to investigate the Influence of
weather vazicbles on corn violde in UeS.As In his study,
the influence of weaother was separated from the influence
of fechnology on the yicld of corn by tho use of tims trends

for technology and multiple curvilinear ragression for
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woather variables in flve corn belt states of Usl.As The
veather variables employed wero totel rainfall from Seoptember
thréugb June, June tomperature, July rainfall, July tompe-

rature and August temperaturae,

Thompson (1970} conducted another invostigation of
influcnce of weather and technology in the prosuction of
soybean in the Central United States. In his study Thompson
used multiple curvilinear regression analysis, Time trend
was introduced to measure the influence of tochnology as im
his provious study (Thompson, 1569). It was concluded
that (1) the highest yleld has been assoclated with wasmer
than normal temperature in July and August end-(ii) the
hisheot yleld has been associated with normal precipitation
from Septembor through June and with above normal rainfall

in July and August,

Suryanarayana et al. (1971) studied the relationskip
between the groundnut yleld and rainfall pattern at Hebal
and Bangalore for the peried from 1957 to 1966, The various
aspects of-rainﬁall; both quantitative as woll as qualitative,
were taken intoc account to explain variation in the yield.
The qualitative aspects of ralnfall wore studied through
the parameters namely co-efficient of variation of rainfall,
percentage number of rainy days and severity of dry spell,
Simple correlations of those parameters with the crop yield

revealed importance of cualitative aspects rainfall also,



1t wag found that the multiple corrclation of thesgo quali“
tative parameters with yleld revealed that vield variaeion
to the extont of 50 per cent was attributable to the variae
tion in these four factors. It wao concluded that the
vield of groundnut dependéd not only to a smaller degreo
on the amount of rainfall but clso {o & highor degree on
the pattorn and distributlon of rainfsll ond tho stage at
which the dry spcoll cccurred and that any attempt to rolato
rainfall with the yield of crops in general and groundnut
in particular should take into consideration along with tho -
quantity of rainfall, qualitative aspects ond stoge of crop
growth to obtain a comprehénsive picture of the several

inteinsic factors.

Das, llehra and Madhani (197%) evolved prediction
equations for forecasting the yleld of sutumn paddy rice
in Mysore State using weather veriables with the help of
nultiple lincar regression analysis, In coastal Mysore
restrictad rainy dayé Juzdng July to 15 September and
frequency of occasions of drcught and Flosdes in Auguét and
September wore principal vwoother factors having significant
‘effect on vield, In the Interior Mysore South, June and
Septexber rainfall had signlficant effect on yicld, 8y
testing the formulas for tho yields for 1965 to 1968, it wae
found that they agreed well with the roported yields, Ail '
the correlation coefficionts obtoinod wore also significant

at 0.1 per cent loevel,



carr (1972) roviowed recoarch ond obsozvetions on the
woather variables affacting the growth and yicld of ¢oa
plent and attempted to define quantltatively the climatic
conditions necded $0 maintain geowth retes at a high lovel
dospite differences in tho type of fea grown ond cultural
techniques practised in tho different tea orses. It was
found that long sunshihe hours were probaobly egssential for
maxinun yleld if the nutriont statue of the tes (with
particular roferenco to nitrogon) was adequate.—énd 86 long
as other factors such as oxcessive alr ond leof temperatures

and low alz humidity did not im turn bocome 1limiting.

Séeen&vasan {1972) carried out comparetive enalysic of
rolative performonce of tﬁe two otatistical Metﬁ?EE brings
out tho slow continuous chanae in the z&ap@ﬁsé of ©rop
yield o the woather pattorh cupsrienced by the cultivated
cedl ond czop and (44) régzessian function In vhich the
wasther patfarn viag subjected to continususc scroening to
obtain a fow woll defined weather pericds of significance
to tho soll and crops IT wao also found that in the case
of wheat crop at Jalgaon ongd MNiphad reglions, the regrossion
function had netier muléiple correlation co-afficiont than
the regrecsion integral. Sreenlvasen concluded that &t
pisht be due €0 the diffcrontinl méapans& of sozae of adjam
cent bypothesos of erop and changing soil characteristic

%0 the weather variables,
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sreonivasan and Danerjee (1973) analysed systematically
crop and weathor obgservations twic@-a-day on rabi. Jewar
at Ralechur Agremeteorological Observatory during 194867
using multiple curvilinear yegressiocn techniques and cone
cluded that the pettern end magnitude of responses of the
erop to the weathar factors, viz., mean maximum temperature,
total rainfall, number of rainy days and mean mindmum tenpoe
rature differed among themselﬁea, teoporature showing greater
influence than reinfall., It was also found that tho two
variotios of wheat ! 35-1 and PJ=4R showad e range of weather
factorse Tho study also confirmed advantage of applying
curvilinear rultiple correlastions ae fn the behaviour of
the crop-wgather relotlions as postulated by Gangopadhyaya
and Sarker (1965).

In his another papor, Sreecnivasen (1974) employed
regression integral techniques of Fisher (1924) to ecvaluate
the influcnce of rainfeall on the wheat grown at Jalgoaon ond
Miphad (Maharashtra State) for a poriod of 22 years, It was
found that the pattern of response was similar at these two
gstations and the two ﬁarietica in cach station but the
magnitude of responses of wheat crop growm in the heavy
black soils of HNiphad, Those studics supportod the currcent

views of physiocloglots and aggonomists,

Coomans {(1975) draw the conclusiens, basad on rocults

from four countries, that the available water, temperature
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and sunshine have an influence on seoasonal fluctuatlons in

coconut ylelda, Their action lntervened at various moments
in the development of the infiorascence and the fruit, It

was found that water deficit played the main role in the

fiuvctuations in the ylold of coconuts.

Devanathan (1975) advocated the use of the product of
rainfall per oonth (R) and average daily hours of ounchine
por month (S) as predictor variable in relating yield of
tea crop to wieather variables. It was found that the best
fittod vegrossion equation of yield on (RS) for the previoﬁs
month was linear giving the correlation co-efficient of
0,972, Therefore, it was c¢cncluded that the emplrical weathor
paremoeter (RS) could provide a good quantitative estimate of
interaction of .maln climatic factors, which promoted plant
growth, at least for yleolds of tea crop undor constant

treatnent,

Hurata (1973) rovicwed statistical cnd simulation
studies as to the eoffecet of climaéic factors on rice yielad
in Japan and carried out correlation studies at various
locations in the past half century. It was concluded that
the most inportant and lipiting climatic factors for rice
yield was solar raciation or sunshire hours, while it was
mean air-teﬁperature during the samo perlod in northern
roglons of Japan., Several regrossion models were postulated

to oxpross the structural relationship which were supported



by various physiological knowledge snd cxperimental data

go far collected,.

Bridge (1976) rolaeted Kharkev winter wheat yiclds at
four locations, spanning over 92° 1atitude on the Great
Plains to climatic parameters. For each locations, a stepw
wise multiple regrossion technlques was used to relate winter
vields to climatic paramotexrs generated by a congtant rust
zone (QRZ) water budgot and.expanding root zone (ERZ) water
budget. It was found that (1) compared to'those for CRZ
model, the multiplo regrossion using ERZ moﬁallparamefers
explained an éverage of 12 per cent more of tho total
veriation in winter wheat yleld and (ii) the regression
employing only potential ovapotranspiration and precipita=
tion variablos explained an average of 63 per c¢ent leoss of
the variation in winter wheat yleld eompared to tho regree=

ssion formed with ERZ model parameters.

Dyeor and Gillooly (1977) omployed a stopewise linear
regression technique to describe hay yield with nitrogen
application, last years' yleld, meen warm gseacon and cold
goason tomporature, The study set ﬁut to show that the
useful structural equations could be obtained for a crop in
Icolond, a morginal rogion of earth's surface. It was found
that tho turpent yoesr's hay yield had a significant structu-
ral relationship with mean cold scason temporaturces, applie

cation of nitrogen and moan warm geason tomporature in that
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order, It was also found that when the previous year's
vield was added as a predictor, nitrogen epplication and
mean warm season temperature make no significant contribue

tion to the relatiocnship.

_ Baﬁeéar et ale (1977) carczicd out forecasting the
vield of whoat in India from weather parameters, Rogree
ssion equations were developed to forecast rabi wheat yleld
for the moteorological subwdivisions: Madhya Maharashtra,
Rajasthan. (east), Gujarat region and Himachal Pradesh..
First, the mean erop yleld for a particular subedivision
was lincarly cﬁrrelated with . different weather eolements for
different overlapping spells ranging from 7 to 60 days,
Those spells which gave high correlation and called 'sensi=-
tive pericds! wore selacte&. Different combinations of tho
sonsitive periods for difforent weather variables wore '
gelocted and subJected to multiple correlation analysis,
with yield as dependent varichles, After numeréus pPOTmMUe
tations and combinations, the combination of neteorological
parameters were sSelected which gave high and significant
multiple corrclation and thereby explained a very large

percentage of total variation of crop yioeld,

~ Rao et al. (1978) attempted to develop the prediction
equatlion for the forecasting of the rice vield for the
ragions of lMarathwada, Rayalasecma, CGujerat and Himachal
Pradesh, The method of 2nalysis was tho sam2 as the method

ugsed by Bedekar et al, (1977). Theoy all used 6 variables
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including the verisble of technological trend because
rocent advances in tho field of agricultural technology
1ike increased use'of chomical fertilisers (N,P,K), botter
irrigation and drainage facilitios, control of poste and
diccases, better scedo, improved agricultuéal practices,
atc., have resulted in sharp rice in crop yield, This
increase for all these factors 15 called tho technological
trond, ©n plotting yleld versus years, technological trend
was notlced in the yield figuros of Marathwada from 1975<76,
for Rayalaseema from 1960-61, for {limachal Pradesh from
190152, and for CGujarat from 195253,

. Katz (1979) performed o seﬂsitivity.analysis 0f statise
t£ical crop weathor models, Thé models in hic study were
of the type vhich predicted yields from climatic variables
using empirical relationships derived from historical vields
and weather, Ridge regression technigues wore used to pore
faré'the scngitivity anslysis. The results indicated that
the estimates of regreasion coofficlents could he quite:
variable due to multicollineerity of the predicter weathor
variables, HKatz roported that the sensitivity results had
significent implications conceraing (i) the eppropriate
gtatistical nmethodology for develobing vielid models (i1} the
limitations inhorent in using these models in order te
agscsg the impact of climatic variability or change on food

production.
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Other attempts for foreccasting of the crops using
i@g—normal diffusion procegs were méﬂe by Saraswathy and
Thomas {1975, 1976).

In thoir firot paper, Ssraswathy end Thomas used
log-normol diffusion process in oxder to forecast somo
important crops of Korala Stote. The forecasted crops were
rice, teploca, coconud, arecanut, pepper, toa, coffee,
rubbor and cashewnut. Tintrer and Patel (1965) applied
log=normal diffusion modei to ithe data on naticnal income
of Indla, using tho government expenditure aé the oxogenous
variable; Tintner and Patel (1969) also utilized the same
model 1o explain the trend in por hectere yicld of erops,
viz. rico, wheat and suasxzcane in India, taking the pro=-
portion of irrigated area ﬁndaz the crop ag exogenous

variablo,.

In their socond paper, Soraswathy and Thomas (19?6)
adopted the same method to explain the txendg_in praoduction
of the crops cited above, talking the arca under the crep as
the exngenaua.variable. The base ysar was taken as the
year 1932-53, 1t was found that coefficient of deterninae
tion roported by Saraswathy and Thomas were very high and
forccant valuog wore.very catisfactorys Thoy reported that
tho stochapntic model used, namoly, tho logenormal diffusion
. medel offersd a reasonably closc f£it to the data and hence
thooso models could forecast the pro-harvest production of

gxops for tho perlods which were not very far removed from
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. the year 1972-74, tho data upto which have been used in
.the construction of éhe models to forecast the production
of CTONS. ‘

Runge (1968) studied the effocts of rainfall and manie
mumn tomperatuze interactions on the yleld of cogn czop
during the grdwiné scason, It was found that Loinfoll ond
tomporatures ducing the growing scason were correlated
with é@rn yield under constant manageﬁent for the 54 yoars
poriod 1903=-1956, It was found that moxlmum daily tempe-
ratures and rainfalls had & lerge offoeet on corn yield from
2% days bofore to 15 days after anthesis, That corrcsponded
ta‘ﬁh@ average calendar interzval of June 30 through August 8
at Urbana, U.S.A. Maximuﬁ offect of tempezature and raine-
fall on corn yield occurzed approximately one weol: before
anthoods and remained at a'high level ona week bafore |
anthosls and remained at a high levei one vieak bofore 4o
eithor solide of maximunm, ?hé mbﬁels developed in th}s invege
tigaﬁi@n indicated tha; high temporatures botween 32,2 and
37.8°C could bo benoficial to corn yleld if moisture avai-
lable to c@rﬁ plant ic adequate. Fishor's bolyncm&al toche
niques, medified by Harcrichks and Scholl (1943), were used
to study interacitlion of‘bainfall and temperatures on the
cozn yvield, In his study, Runge used fourth degree multlple
roqeoosion equation hayiﬂg nine generatéd variables, BRunge
and Odell (1938) invoestigated the relation between preciple

tation, tam@erétuge and the yield of corn using thé same
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fourth degree multiple rogression oquations. In their
prodiction models, the following assumptions viere intrg-

 dueed,

1) A unit of maximum tomperature or a unit of rain-
fall has the sone offect on crop yield for the
ayerage tomporature or total rainfoll above and

bolow average, but in gpposite directions;

' 311) The tohal offect on yiold is directly ﬁropor-
tional to the number of units of maximumn tempes
rature or units of total rainfasll above and

- below average.

114) The offoet on crop yield in each perioﬂ'ig indeo=
pendent of the effect in any othor tlme period,

Bhorgava ot ale, (1978) investigated influence of
moist days ond humid days om the yiocld of jowsr crop in
Jalgoon district portaining to 1950-1971, It was reported
that the yield has linear rcletionship with the number of
moist days and numbex-ef humid days, ‘It was found that thé
gpan of humid poriod extended beﬁween the 3rd week of Juno
+o 2nd woolk of Soptember vwhile that of the moist period

oxtendod botwoon 2nd woek of June to the end of September,.

Rao (1920} studied the offocts of roinfall and maximun
tomporatuze on yiolds of tossa judae crop, In his study,
the maximum delly temperotuze and roinfall averaged for

20 weekly poricds during growing season of 1660-1977 were



relatod to fibre ylelds of tossa Jute. As in the invostie
aation conducted by Stacy et ale {1937), socond degree
polynomials were used as regrossion integrals., It was found
that thoge weathor variables explalned €73 of the total
varlotion in fibro yields. Tho maxiloum effect of tempero-
ture and zainfall on\the vields of jJute was observed at
about 79 days after germination, It was aloo reported that
tomperature highor than 36% gave_positive vield response
at all leveis of rainfalls and that rainfall betwoen 45 end
100 days of erop age was benoficial to exop ?1elds.

 Agrawal ot al. (1920) made an attempt to dovelop &
forocasting model of rice yleld using weather veriables
in Raipur district of Madhya Pradesh. The weather pera-
maters used in the forecasting models were weakly wéatﬁer
variables, viz,, makimum temparature, relative humidity,
total rainfall and number of rainy days. Two motels wers
found suitable to forecast the =ice yield. In the first
model, welghted averages of uaeklf weather variables and
thelr interactions usingApaweré of weck numbers as welightso
were used. The respective corrclation coefficlents with
vield in p;ace of wock number were token in the second models
The stepwise regression technique was used to select signie-
flcant generatod variasbles, Further analysis woro carried
out using significant generated variables, To study the

consistency of the forecasting models, simulated forecosts
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of subsequont ycars, not included for obtaining regrossion

equation, were worked out.

mﬁstafi ond Chaudhuri (19581) developed a stochastic
process madel for the monthly tea crop production as
function of stochastic varilables like poast value of monthly
toa crop production and also of both past end curzent
valuog of weather paramolexs of rainfall and Ponman's
cveporation records. The study lunvelved generstion of
regression polynomisls of optimal complexitv through theo
use of a houristic methed called multilayor group method
of data handling (GrDH)., It was found that the mothod of
GMDH provided a prediction of tea crop production s menth
ahead of the czo@'s picking. It was reported that optinum
level of precipitation noeded for a possible desized level
of tea crop produciion could be determined with the help
of GYUH mothod,

In their another paper, Agrewal and Jain (1982) pro=
posed a composite model for forecasting of the yiélﬁ of
rice crop in Ralpur district using the weather parameters
of maximum tomperatura, rolative humidity, Sotal ralnfall,
number of rainy doys, fertilizez consumption, percentage
arca undor HYY and irrigation and fertllizer:rice price
ratis, Two welghted weatheor indices wore constructed to
reduce tho numboer of weather variables for inciusion in the

composite model, Forccast models based on weather indices
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aﬁd agricultural inpute along with time trend were worked
cut. It was also found that the additional contribution

of agricultural 1nputé over the trend as a variable in the
forecasting model was negligible, suggesting that inclusion
of trond as & predictor variablo in the forecaoting model
took care of agricultural inputs and change'in technology.
Agrawal and Jain reported that woafher variables along with
trond could explain more than 70 per cont of the total
variation in yicld at sbout 2 montho and a half before hare
vest, sugaesting that the zilce yield could be forecast fronm
westher variables alones The adjusted coefficlent of dotore
mination was usad to remove ﬁpward bias when based on small

nunber of observations,

Jonos (1982) roviewed some of the methodology employed
for investigating aggregete crop-weaihex relationship,
together with fhe problems encountcered in the process. it
wag supported by an sttompt to ostimate such & relationship
from o short date sories for the control Nexfolk region
of UK, Chi-square tosts were used to determine the seasonal
slgnificence of weather varisbles which then subjocted to
analysis of principal components. Employiag the compononts
ag explanatory wariables im multiple regrossion, the utility
of the.approach for explering the economics of the agro-
climatlie factors were asgessed,

Ong (1982a) -introduced exploratory ldentification
onalysis (EIA) os a systematic end objective method of
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d@termining the relationchip between oil palm bunch yielﬂs
and changes in rainfalls apd dry spelis. Monthly oll palm
bunch yzeida were reiated with monthly rainfall and dry
spell as far back as 42 nonths before hegvost (L.c. LAG 42)
through o series of simple co:relétiens and then reeevaluated
ghrough a sories of partlal correlations, It was found that
oll palm ylelds wore associated with rainfall at LAG 5«7,
16=19, 22-23, 20=30 and dry spoll ot LAG 5=6, 9-12, 16=~18,
22=24 and 29=30,

Ong (1932b} continued cxploratory idantificaﬁien
analysis (ETA) in determining the relationships between
0il palm monthly bunch yleld to iemperatura end supshline of
variocus months (or LAG) bofoxre harvest. It was found thet
oll polm bunch yields had relatlonship with &iurnal tenpo=-
rature range at LAG 7-9, 13-15, {9=23 rospectively. | |

Rao (1984) made an attempt to ctudy the relationohip
betioen the annual coconut crap-yie;ds (llcst Coast Tail) ‘
and annual rainfall trends using 20 years moving averages
for the region of Pilicode, Northern Kerala. The onset of
effective monsoon was determined on tho basis of Reman (1978)
eritoria which stipulate that the first dav's'rain in a
period of 7 days should be at least 5 mm with total raim -
of 35 mn with 4 rainy days in that period. The 20 yeers
moving averages of annual rainfall and coconut yiclds were

used to analyse the relationship betwcen thems It was
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found that both high rainfail during the months of Juno,
July and August, os woll as the absence ef post and proe

monsocn showers adversoly affect the subsoquent yoors’

coconut yields in the Pilicodo repion.

_In ozxder to otudy the cgfop=westher relaticnship we
rmust acknowledge the high role played by the zainfall and

i1¢s quentitative and qualitative aspects. IHeny studles

of distribution and forecast of :a&nfgll have begen made in
the recent past. Among them were Gabriel and Neumenn (1957},
1962),.Medﬁi (1976), Thomas (1977), Nguyen and Roussclie
{1981), Nguyen (1982), Krishnan ond Suryanarayana (1902)

and Manochar and Siddappa (1924). '

Gabriel and loumann (1957, 1962) employed & Markove

~ chain modol for daily reinfell occurrence at ToleAviv,
Israsls They deseribed the eecurronces and hon-aécurreaces
of vainfall of TelwAviv by a two=state Markovechaln, A
dry date was denoted by otate O and a wet date by state 1,

Mechi (1976) utilizod thé same two state Markovechain
model as in Gabriol ang Neumann (1957, 1962) in his study -
of occurrence and nonm=occurrence of rainfall in Gauhati,
India. The statistical hypothesis teosting on the ordor of
chain, zZero or onc, was also carrled out using the statige
tical inforence technigques for lMarksve—chains developed by
* Anderson and Goodman (1937},
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Thomas (1977) predicted tﬁe monthly end gnnual amount
of precipitation en2 also number of rainy days at Pattambi
Rice Reosoarch Station, The point estimate, viz,. arithmetic
mean of monthlv‘and annual preocipitation have been worlked
outs It was found that the mean annuel precipitatlon at
Pattonbl was 2606.3 mm and the standerd deviation of amcunt
of procipitation vias 536,05 mn, The mean nuzber of raliny
days pér vear ic 118,24 days and the standard deviation
was 13,52 days. .

Nguyen and Roussolle (1931) proscented a stochastic
" charscterization of temporal storm pattern ond proposed a
model to detormine probability distributions of rainfall
accunulated at the end of cach timo unit within a total
storm duration. It was found that probablility of any given
numbér of consecutive rainy hours was dotermined by first
and secondeorder Markov chains. Statistical tosts wore
porformed to test the £it of the Markev modol to the saquonee
of wot hours, | '

Nguyen (1982) reported that there was agreement bet--
ween the observetions and theléroposed model, and concluded
that the methodology in their study was more flewible end
more genersl than those that have bsen used in previous
investigations, Dy using the stochestic model developed
hy Noguyen and Roussolle, a storm pﬁofile could be charace
terized in terms of the time of oeccurrconce of a storm which

" vas defined as an interrupted sequence of consecutive hourly
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roinfalls, the total storm depth, and the probability
cotimatoes of accumulatad rainfells at the ond of each time

und® within tho total stoxm duration.

trishnan and Sucyanarayana (1932) enalysed theoroe
tical distribution of rainfail accumulated during 2 woeks,
4 vieoks, 6 weeks, otc., upto 30 weecks from the commencement
weelis of growing season for oach indlividual yeer at
Bangalore reglon, during the period of 1907 to 1977. It wae
found that osccumulated rainfall was not normal for sccond
and fourth wecks, 8o also, none-normality was found for 10
week and 14 to 28 wooks respectively, |

Hanohar and Siddappa (1984) also carricd out a study
of woathor spells and weothes cycles at Ralchur district
using £irot order Markov chain madel, The deily rainfall
data for 99 years from 17 Lo 1975 for tho monsoon months
(Juno to October) at Raichur were used to fit the first
order Markov chain model, It was reported that-the first
oréer Markov chain model seomed to fit better for the wet

spells than dry spells es judged by the chiesguare testo,

The reliebility analysis of rainfells during crop
growing seacon in Bangalore ond Kolar districts in Kernataka
was conducted by Rao and Rao (1968). Application of cone
ditional reinfall probablility gstimatos to agriculture and |
plenning was reviewsd by $Singh and Pavate (1968),

Basu (1971) conducted fitting of a Markov chain model
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for dally rainfall date at Calcutta. The ctudy of cecu-
rrence of rainfall in Ralpur district was made by Bhargava
ot al, (1973) using first order llarkov chain model, lMathge
matical distribution of rainfall in arid and semiearid zones
of Rajasthan State were developed and analysed by Krishna
end Kushwaha (1972). .

tieather conditinn.at Tomil Nedu Agricultural Unie
veraitv, Coimbatore was analysed by Kulandaivelu et,al.
(1279). Analvsié of rainfoll pattorn and cropping syotom
in Kinathakadavu Dlock, Coimhatore district was carried out
by Kulandaivelu et al, (197%).

Prediction Oé'NOZtH Eaot Monsoon rainfall at Coimbatore
was done by Raj (1973) and scasonal rgiﬂfall in Pondichorry
was analysed by Raju ot al. (19923). Dahagavamdoss and
Remalingam (1963) investigated monthly and annual rainfall
pattérn at Pondichorry.

The nature of the freguency distribution of Indien
rainfoll (Monsoon ond annual) was investigated by Rao
et al., {(1974). Victor and Sastry (1979) analysed the pro-
babllity of dry spell wusing the first order Markov chain
models and theoreby dry spoll probabilitics wore applied to
the study of crop dovelopment stages offectively,

2.6. L.

ihe above literature review isc obviously far froo

complete in its coverago of the work done im India and
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other foreign scientific boiles on statistical crop-iweathor
models., But in so far as tho papers covered and rovisved
herc form a fairly reprosentative cross=gscction of the '
worlk done in this arca of cropeiicather models, we could,

at some risk, attenpt to surmarisc thoe otate of Enowledge

they reflect.

The forecasting modols bhased on macro data, being'
highly empirical in their approach, are of doubtful value
for understanding crop=weather relationships, but gecems to
bo quite good for statistical prodictions of yicld, given
the volucs of woathet parvamotors. Therefore, it would be
usceful to examine the forecasting power or prodictive
power of these cmpiricalwstatistical cropeweathor models
in the case of other crops end vregions for vhich they have

been developed and attempted.
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CHAPTER 111
MATERIALS AND METHODS

3.1, [atepials

In order to develop o statisticol crop-wcather model
for the purpose of forecasting the yields of .a crop, it is
inevitably necded to colloct a sample of vield dota from
an ares under study as well as a sanple of weather dota
from the same area or from a gtation which is nearest to
the aroca and having identical climatic conditions, if the
original weathor data is not available wifh the area under
study. This fact is no exception to the present investiga-
tion since crop-weathor models éeveloped in this investiga=
tion come into the category of empiricolestatistical crope
weather models in which onc or several weather variables
are gtatistically related to crop yields as responso or

predicted variable,

The present study of cmpiricalestatistical crop=wieathoxr
madels for the §1elds of coconut crop was earried out for
the region of Pilicode, Hosdurg Taluk in Kasaraged district,
which i situated at 13° and 75°E latitude and longitude
regpectively ot an clevation of 01.40=121,86 metres above
mean. sea level (MSL), Pilicode region is about 98 km north
of Gannanore Town on the ocastern sido of the Uest Coost Road,
HH 17,

=G
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The meximum tomporature of this region ranges from
26450%C to 33.929C with a mean of 31.03°C and tho minimum
temperature ranéea from 18.429C to 27.41°C with a mean of
22,50%c, During the south west monsoon periocd of June to
September an average preecipitation of 250 cu is received
at Pilicoda, The north east monsoon usually ctarted in
October andkcontinues upto January, During this peried,
- 43 cm of rain on an average is received in Pilicode. The

soil in Pilicode region is a laterite soil, i.e., a fairly

heavy loam containing laterite sand or gravel.

The required coconut yield data utilized in the pre-
gent study were collected from the coconut Research Station
(Nileshwar i), Regional Agricultural Rescarch Station,
Pilicode, under Kerala Agricultural University, The $1 palms
(from palm No.86 to 176) were selected from Block I of
1+19 hectare in area, one of 24 blocks maintained by the
Regearch Stotion, Thoe data cn'monthly coconut yields of
the trces for 13 yeers from 1868 to 1980 were eollected
from the nonthly yield register books maintained at the
Station. The treoes wore of ordinary liest Coast.Tall (NiCT)
type and reserved for the purpose of control in oxperimone
tations conducted by the Staﬁions. Thoy had not kecn given
any spocial treatment or irrigation in the course of timo

under study., Some trees (palm numbers) vhich were dead and
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cut wore deliberately excluded from the otudy. Based on
monthly coconut yield data collectad from tho Statlion,
average yiold of nuts pér bearing tree por half célendar
year, toking first halfeycer as from January to June and
second hélf-year as from July to Deoctember, wore computed
excluding those trees which were not boaring fomale floviers
and giving any nut for tho yeer as e whole, being treated

~ ag abnormal trees for that yocar. Thus, for the span of

13 years from 1968 to 1980, 26 values of average ylold of
coconuts per bearing {rees per half ycar were obtained,

The average yleld of nuts per bearing troe per holf yeor
wag used as recponse (predicted) variable in our statisticsl

erop-wwoather nodels for tho ylolds of coconut,

The annual reinfall of Pilicode region are abundant.,
flowever, the crop yioclds are low due to its unovdn iotrie
bution of rainfall and high intensity during rmonsoon. The
region also oxperiences soil moisture deficit from October
to lay due to lachk of rain, which inhibits the growth of

coconud crop and production

3.‘.2. ti [5) daﬁa on_ ea a9
formation of saaggns

Folleowing Marer ond Pondalai (1957), the noteorological
variablos utilizod in our statistlcal cropeticather models
for the ylelds of coconut crop wore the total reinfall,
hours of bright sunshine, wind velocity, relative humidity

per cent and maximum Iemporaturce., Since the required data
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on all these five weather variables for the span of 13
vears from 1063 to 1930 were not available with the Filicode
Coconut Research Stotion, we had resorted to the Central
Plantation Crop Rescarch Institute (CPCRI) at Kasaragoed for
collecticn of required weathor data on flve vieather parae
metors stated above, From the station records at CPCRI,
the weather data on weekly totel rainfall in millimetre,
weoekly moan of daily sunshine hours, weekly mean of daily
wind velocity in km/hr, woekly mean of relative humidity

in porcentage at forenoon and afternoon and weckdy mean of
dally maxinum temperature in centiérade at forenoon were
collected.s The roason for collecting the required weather
data from CPCRI is as followss

In the light of study of rainfall data at the two.
staticns (Pilicode and Kasoragod) based on 26 years weather
data (from 1529-1954), conducted by Balasubramanian (195G),
" 4% was found that the patiorn of rainfall were similar in
these two stations. In the first flve months of the year,
forming the Dry Woather and lot Veather pericds the total
. rain rede;ved at two stations wore C.8% of the annual raine
fall for Pilicode and 8.7 of the annual rainfall ot
Kaseragod, During the remalning seven months, constituting
the south weot ond north east monsoon period, the_rain
recoived woxe 91,25 and 91,37 of the annual rainfall) for
Piliecde and Rasaragod respectively. It was also found that

the amount of rainfall raceived at the twe Stations for the
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year ag a whole was almost the same. In both places,

south wost monsoon was importent than north cast monsosn.

Since the weather pattern of tho tuwo stations are alnmost
the samo it 1s concluded that the data on five vwcather varlaw
bles aforementioned can be undoubtedly and fruitfully
employed in developing the enpiricalestatistical crop-ueather

nodels for the yields of coconul in the zeglon of Plilicode,

Based on the veekly woather Qata collected from CHORI,
the monthly <data for these five weather variahles were formed
using the “‘steondord weels for a year’, set by Indian Meteoroe
logical Dopaertmont, Then, following Marar and Pandalai (1937),
the weather data for Jjifforent months of the year viere reduced
to the following Zenonth and S-months seasons having more
unifornity in environmental effeet on the crop for the pur=
pose of their'applicaﬁicn as 'poriois' in our crop forge

casting models doveloped in this investigotion,

V. Z=month ocagon formation

1) Decombor, January ond Fobzuary

i3) lMareh, April ond oy
$ii) June, July snd August

iv) Soptombor, Detober and lovenmbor

24 gémaﬁth'seagan formoation

1) Decembor, Jonuary, Februezy, March, April and Day

i) June, July, Auguct, Soptombor, Cetober and Hovember.
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Monthly data for total roinfall, monthly reans of
doily bright sunshine hours, wind velocity. mean rolative
humldity for foronoon and afternoon, and maximum temperature
were converted into seasonal (3-month and Gemonth)weather
dota on total raﬁnfall in cm, seasonal moan of daily bricht
sunshine hours, scasonal mean of daily wind velocity, scaw
sonal mean of daily mean relative humidity percentage and
seasonal nean of daily maximum temperature respectively,
Thus, the above seagsonal {32=month and é=month) weathor data
on these five weaﬁher variables ware employed as orgginal
predictor weather variables in our cropewoather models for

the ylelds of coeonut crop.

Since tho'data on relative humidiﬁy were oupressed in
percentages, they were transformed into arc=-sine root pro-
partions so that the distribution of transformed relative
humidi}? percentis would follow normal distribution with a
stabilized and censtant .variance in our forecasting modelg

for the yields of coconut crop.

" The weathor variables affoct the crop differently
during its Jifferent stages of davelopment. Therefore, the
offect of weather variables at different growth stages of
the crop may help in understanding the response in termc of

final ylolds and also provide a forecast of crop vield in

advance of harvest,



50

’"Thé axteont of influcnce of weathor variablos on crop
yields depends not only on the magnitude of weather voriablos
thengolves but also on the distributlon pattern of theso
weathor variasblos ocver the crop season cvhich, as such, calls
for the fiecoosity of dividing the whole erop séason into
£ine intervals. Thie will increase the numbor of pradictor
variables in tho model and in turn a large numbor of cone
stants have to bo estimoted from tho data collected, This
will zequire a long serics of data for procise cstimation of
-these constants, which may not be aveilable in practice,
Further, scince environmental factors, including weather
variables, ere intorsrelated to each other, tho serious

problem of multicollinecarity may olso creep in.

3.2.!—. '__3 L=

The problem of large number of predictor variables,
discussed in the abdvé'section, can be tackled by the

following wayss

1) Increasing the sample sizo,

14) Decreasing the numbor of variables

Tho samplo oize 1o gencrolly incroaced astificially
through the application of crose sectional method., In this
nothod several set of weathor vorioblos are taken in the

geographically homogencous region ond those are motched with



the yields of the reglen. The increase in degrees of froe=
dom due to this method beconps fictitious as soveral asets
of weathor data are natched with the sano yicld, Further
there is strong correlation betwoen weather variskbles moa-
sured at the neighbouring locationec which contradlets the
assunotion of statisticolly indopeondent voxriables in -crope
weather models,., Joslides that, the statlstical value of

~ information contolned in such o sample does not increase
proportionally to the increasc in number of obgervation in
the sample. The cotimated constonis in the models based on
this mothoed would have infloted sampling exrors. Therefore,
this is not an cofficlent way of tackling the problom of lorge

pusbor of variablies in the medels,.

i1) Desrozeing the sayaher of prodicior vaglohlog

The other alternative appzoach to tho problem of
lorge number of variatles is to decrease the number of the
variables in the Torecasting nedel by toking weather variae
bles Jurdng sone lntorvals cnly whon these voriables show
the gignificont cozrelation with yioclds, But in this nethod
informaticn cver complote crop season is not utilized in the
madel which as such does not roprecent the distribution of
the weather variobles over tho crop scason. Fishor (1924)
tackled thin problom by fitting distribuiion constants. It
was assumed that tho effeet of change in weathor variables

in suecessive paoriods would not bo an abrupt or orratic
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chango but an orderly one vhich follows gome mathematical

lavi,

Lot (0,M) be the crop season of a ¢rop, over which the
offect of a weather vorlable X is reguired to be invostie
gated to bulld a statiotical crop=weather model for the pur-
- posc of forecasting the yiolds of the crop. The crop soason
period (0,l1) is divided into n equal parts, then the multiplo
regrassion oquation of yloldd response Y upon the diffcerent
magnitude of woather variable X at wﬁh period (or) intcrval,

denoted by Kw (vei, 2, cessasas n) is given by

1]
Y = Ao + E AW XW + e | (34244)
w=1

where A0 is constant, Aw is the lincay c¢ffoct of one unit

change in weather variable X on the crop vield at wth

poriod
or interval within the crop soason (0,1) and A, (v™1,2, «een)
arc constants to be estiﬁated by the wmethod of ordinary
least squere (OLS) based on Gaugs-Mazkov Theorem, and xw's

th

are the values of weather variable X at w" period.

In tho limiting caso, vhon the longth of peried inm
crxop=season (O,M) is made infinitesimally very small (1.c.,
nunber of ‘perieds, n, is infinitely large) forocasting

cquation (3,2.1) becomos
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M

YeA + S A(t) X(e) dt + o (3.242)
0

whéra A(t)at is the amount or velue of weather varladie X
in tho infinitesimally small interval of time dt and A(%)
ic a continuous function of time t and ropresents the
average effect or benefit to the crop corr@sponding to an
additlonsl unit of woather variable X(t)dt at any point of
timo ¢t during thé crop seasoﬁ (0,4) under study. This
function (A(%) is called regression function and lts graph

is called Fishor's Response Curva.

Now, lot Pe(t), Po(t)y eenuss P(t) be a set of poly-
nonials functions of time ¢, which are orthonormal to each
other within the crop season (D,). It means that

£ ¥ for hk=§
P, (t)P,(t)dt =
i k o 0 for k £ 3

where k and m are any two positive integers.

Assuming further that the valucs of weather variablé

th

at w” poriod can be oxpressed in torms of orthonormal fune

ction of tirme ¢ as follows:

0
X(t) = > b, P,(t) (3.244)
' li=0

whore bk's are congtants, calloed meteorolonical distribue
tion constants (MDC) in Pichor's torminology. If the effect

of change in weather varicble in suecessivo periods could
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not be an abrupt or orratic chonge but an ordorly one
, @hich followed some mathematical law and it was asgumed
that the woather effact A(t) could be oxpressed in term of

a polynomial function of time ¢, w0 havo

3
Alt) = E ay, Pp(t) (3.25%)
: k=0
where a's are also constants.
‘Substituting the equations (3.2.4) end (3.2.8) in
equation (3.2.2) and using the property of orthonormal

trénéformations in equation (3.2.3), we have

Br m m L
Yo ag+ | [Z az«"x:“”“%{; kak(t):ldt + e
0 .

0 L k=0

18

5] 4
Yo a +Z a, by S p(t)at +%;hkaj é) P (£)P (8}t + e

ke=0

Y oA+ ’ ‘ayby, + @ (34246)

k=0 -

The statistical cropeweoather model given by the
above equation (3,2.6) was developed by Fisher (1924) for
exanining the influence of roinfall 6n the wheat crop at
Rothaﬁstead, England., This model takes into account not
“only total rainfall during a cerﬁain period bud also the

manner in which rainfall was distributed over the crop seaeson
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(0,M) undex consideration, 'Fisher-auggested touwsom= 5%
for moot of the practical situations. In fitting statice
© $icol crop-weafhor model of cquation (3,2.6) for m=H, tﬁe
ndﬁber of zegression coefficlents to be ogstimated by OLS
will remain soven only, no matter how finely Cropescason
(C,M} is sub=divided, '

in the ahove crop-weather model (3.2.6), the two assumne
ptions of expressibility of X{t), the magnitude of weather
variable, and A(t), its effect on the crop yleld in terms
of polynomial functions Pk(t) of time t wore introduced
by Fisher. |

'

Eventhough the two agsumptions may be satisficd in
case of annual crops like rice, whest, sugarcaono, groungnuis,
etc, whose cropescasons arce rolatively chart, tho fipst
asaumption of expressibility of vicather varial:le X{t) in
term of polynemial function would not be satisfied for the
perennial crop like coconut bacause (1) the magnitude of
weather variables ag far back as ono or two years more from
the year of harvesi has influence the crop yicld and (31) the
épan of two yoars back contains the critical poriod from the
endogenous point of view as it covers tho setting of female
flowers and the young stages of all bunches of coconut

maturing in a given harvest year (Abeywardena, 1968),

In case of coconut, the critical period during whiech
its woather variables significantly influence on the crop

vield is fairly long, covering one or two years more;
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extreme changes in weathor voriables do occur and ﬁheée
changes do influonco on tho ylelds of coconut crops Thore=
fore, the firet assumption of oxpresoibility of X(t) in’
torms of polynomial functions discussed above would not be

satisfied for the coconut crop,

We, thorofore, would not follow Flsher's method of
decroasing tho number of pre@ictar variables in our forge
casting modelds for the yiolds of coconut, Instead, we
would follow the method suggested by Hendricks and Scholl
(1943) in whick the crop=seasen (O,M) is divided into a
finito numbor of intervals or perieds and 1t 4o assumed
that only effect of weathor variable on the crop=yicld at

woh poriod c¢an be axpressed in terms of polynomial functlons

of some variables such as interval or poriod humber We

Hendeicks ond Scholl (1943) modified Fisher's teche
niques of docrzeasing numbeor of predictor variables in the
srop~weather modol. In thelr ncthod, the cropeseacon (0Q,M)
was equally divided into n perieds or intervals ond it was
agsumed that a polynomial of degree k in the variable of
period or interval number w would be sufficicntly flexible
to express the linoar effoct A, in the linear regrescion

equation (3,2.1) as £011owss
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K
Al’-'J EZ akw (3.2.7)
ke ‘

whore ak's are also constants

Substituting equation (3.2,7) in equation (3.2.1) the
crop=woather model beacomes

Lottin . Kk
9 Z, = E WX,

e got another type of forecasting equation:

m
¥ == Ao + kg - Bk ?.'k + e (30209)
=

For m=2 in cguation (3.,2.9} the number of prodictor
variables Zk reduces to 4, lrrespactive of the number of

periods, n, within the crop-season (0,H).

The crop woathor model (3,2.8) can be oxiended strsight-
forward for two weather varlables, éay rainfall (X1) and
maximun temperature (XQ), to gtudy thelr joint or intorac-

tion effects,

Modifying crop=woather modol given by oquation (3.2.1)
" for two woather variables K‘ and Xg, taking into econsiderae
tion their interaction effects, we obtain the basie lincar

i

nodel as followss
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Vi *Z Aw x‘iw Z b){‘i’w chxiwxzw

e | ve (9.¢.~.10)

whore xm and xnw are the megnitude of weather variables

th
x, and XQ at w

(0,M).

period or interval within the crop season

As in crop-weather model (3.2.8), assuning that the

effects A., B, and Cw can bo expressod in polynomial of w
ag followss

m
\ k
Cy = > o

k=0
and puttihg thom in equation (3,2.10) to get

Y oA "'Z 8y Z WRXW + Z by Z”LXQH

we=1 k=0 e

«»E - E W Ry o [+ € (3.3.11)

v

Herdsiciis and Scholl (1943), Rﬁnge and Odell (1959),
Stacy (1997) and Rao (1980) employad the above crop-weather
model (342411), taking m=2 as quadractic polynomial in period
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numbor w in their studiecs of offects of rainfall, maximum.

. tomperature and their interaction on the crop ylelds.

For the purpose of developing cropswvaather models in

ordor to forecast the ylelds of coconut ¢rop using many
weather variables, the basic forocasting model (3,2,10) was
modifled and the complete secondeorder response surfaceo
type crop-iweather model was doveloped using p weather varia-
bles gith a view to achiove a wider scope and description
of the sttem of generated predictor variables which are
influencing the yields of coconut crop at various periods

within the crop~-scason {0,M).

The original statlstical linear model adopted for our

erop forecasting medels is as follows:

o, b n
Yedge > > MKt > By,

p _n ) |
*Z Z G(ij)w xiwxjw + hQT + o

<j w=t

where Aiw.=~11noar effoct of ith woather variable xiw at

woh

pexiod on tho cocenut crop yield. B, . = guadratic

iw
affect of iﬁh weather variable xiw at wth period on the
coconut crop yleld, G(ij)w = offect of two factor inter-

action of gth and jgh‘weaﬁher varlables X3y @nd ij at weh
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poriod within the cropeseason (0,M)s T = half year number
or observation number of coconut harvest, included to
corzect for the long term upward and dovmward trend, 1f any,
in the yields of coconut, and ¢ is random error or disture
bance,

hssuming that 1t would be sufficlently flexible to
oxpress the offocte A, D4y @nd G(ij)w in teorms of the
polynomials of degree m In the veriables of functions
n‘(w), HQ(w) and Hatw) of period number ﬁ, we have the
following relations. '

Aggy = E ,%:, Hy(w) (3.2.13)
k=0 ;

By "’Z byy H (W) (3.2.14)
k=0

4]

wh@re B4 1e0 bik and g(ij)k are econstants in tho polynomiala
of H,(w) and Hsz) and H.(w) vecpoctively. Substituting

eduations (3.2413), (3.,2.14) and (3,2.13) 1n equation (3.2.12)
to obtain

YA +Z Z 44 Z H,(w)xg_u "'Y ;——bm‘>_‘ o ("")xiw

i=f k=0 . i=q k=0 et

+Z Z g(ij)l\ Z Hg(w) xj_vng‘q + ho.r + 0 (302016)

1<% =0 Yol
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n
Letting Zap & g H%(w) .

w=y -

’ = It 2
2 = HS(u) X
w1t
. n .
and Q(ij)k = E 1'”3(W)xi@xjw (1 3)
5.

Equation (3.2.16) becomes as follows:

S 3w w3 2
Yohyt Ay Zgy ¥ Z"m 24y,
=y =0 . = =0
’ (302017)

P m :
"’Z Zg(ij)k Qrag)p * hot *+ ©

1<3 k=0

tJ4thin tho class of complote seccond-0rder resSponsCe

surface type éﬁatietical crop=iicather models, the gbove
crop-waather model (3.,2.97) is the most ¢eneral form of

crop=weather model from which meny forecasting models for
the ylelds of coconut crop can be derived and brought out
for different values of the paromaters Ps My B and for
different forns of the gencrated predictor variables dppond=-
ing upon the various functional forms of Hi(w), Hz(w) and

Hs(wJ rogpectivoly,

The forccasting model (3,2,17) for tho yiclds of coco-
nut crop with the first-ordor generated variable Zyy, and

the gecondsorder gencrated variable zik and Q(ij)k is more



goneral than all the ompiricalestatistical crop=iicathor

madols racently developed and employed in forecasting the

grop yiclds, in tho context of second=-order reosponse gure

1)

2)

3)

4)

- face type crop-uwgather model,

If we tale H?(w) = Hg(w) = Hg(w) 2 wk, z=2 and By, = 0
for all i and &, our forocasting model (3.2,17) reduces
to the crop-woather moﬁalﬁ uscd by Hendricks and Scholl
(1943), Stacy ot al. (1947) and Rao (19080),

If wo take Hi(w) = Hi(w) = Hi(w) = v, o4 and by, = 0
for all 1 and k, our foracasting model (3.2,17) reduces
to tho forecasting models employed by Runge anq Odel
(1957), ﬁﬁnge (§968). .

If we toke in our model (3.2.17) as

N
1) Hg(w) = wk Zwk for v = 1,2,3.
]
1) by, = 0 for all 1 and B,

thon forceasting model (3,2.17) roduces to the forow
casting Model I of Agrawal et al, (1950).

If we tako in our nmodel (3.2.17) as

n
1) 1) = 25 (1) 21 ry (1)
: =

3i) bgy = 0 for i and &

L1}
141) u3() = 214, Z1r%i‘1 e
KL

.where z, (1) is corrclotion coofficiont of Y with Kywr
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2(ij)w(3) is corrclation coefficiont of ¥ with the produet
of xlw and xjw at wth
{342.17) xoducos to the forecasting Model II of Agrawal

ot al, (1980} and Jain ot al, (1920). Thorefore, our fore-

period, then our forecasting model

gasting model (3.2.17) is more genera) than those models
recéntlv_considefed and it can be consequontly expected
that our forecasting model (3.2.17) would rendsr a wider
geope and structure of the.@ystem of generated predictor |

variables vhich are influencing the ylolds of ‘coconut erop

than these models doa

The gonaral férm of the forecasting models enployed &
the prescnt investigation ic given by the cquation (3.2.17)
from wvhich different forecasting models are derived for
different valuos of parameters and predictor variables céﬁ-
taincd in the model.

34341, Hodol L

In this clase of Model I, we take the generated proe

dictor veriebles in tho general forocesting mwde) (3.2,17)
ags followss - '

n
| . K, .
. 2y = > HE () Xy,
B ‘F“' .

o P
24y, =2 _H3() X,
vy



&4

n
Qean “Z- 1 Hg(wmmxjw for 1§
W

Hodel T(1)
In this modeld I(1), we tale the generated predictor
" vapisbles in the gencral ferecasting model (3,2.17) as

followne
n }
3
Zey “Z“" Xew
W
Zis “Z WXy
vt
Usswe = Z“ 1 g FOF 1<
- ey
Hedel 1(2)

in this Model 1{2), we take the generated prediclor
voriables in the general forecasting model (3,2417) as

followss

Zin BZW 'xlw ZW

=l
23, = E ukxi? ':i" N
=y
L
Qi QZ” x*vf‘jw

w1 im:‘l
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Model I(3)

In this model I(3), we take tho generated prodictor
voriables in our gencral forecasting model (3.2.,17) as
folloug:

n R
E I E Iz
z_i!c = :iw(”xzw r:lw(”

v vt
25.!: = Zriu( 2) xiw Zr 1&*:( 2)
= =g

’ n n
Iz k
sk © E :"(13)9:‘3’ Xs o gu Z“uj)w“’"
A wes vest

where r,,(1), £,,(2) and (13 yu{3) eze the correlation
coefficlonts of coconut crop yield Y with (4) Ry {11) xfw
and ($38) X Xy, (4<]) respectively,

SeJe2e ‘ & s Il

In this class of Model 1II, we take the gencrated pro=

dictor variables in the genoral f‘orecastﬂ.ng‘ nodel (3.2.17)
as foll-awéa

“ﬁ.{i = ZH (w)xﬁ.w

g, = E Hk(w) x Hid

Q(ij n{ QZH (W) ‘{iw xyﬁ for- 143

w=1
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in this Model L1(1), we take the genorated prodictor

. yariables in the genoral forocasting model (3,2.17) as

followo:
d !
E R
Zs.!{ = ) ‘{i?\’
vt
Zik “‘Z % :m
w=1
V2
U(13)k =§ :“R){ iw xjw (i<
U'C'J
4 ) Ii{2

In this model 11{2), we taoke the gonerated predictor

variables ip the genoral forecesting models (3.2.,17) as

followss
n n
zik = E nglw E wk
weef wr=d
23k “’Z kam Z w
Gt | ved
E N 4 ?2 E :
Q("j)k = v {iu X W
vl

In this model IX(3), wo take the genoroted prodictor
variables in the genoral forecasting model (3.2.17) as

follows:
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31!?. "’me‘” Xy Z”iu(”

vi=y
n /R o .
- wu1 wesg -

2
Q(i:j)!r azr(ij)u(s’ xg.w xju E:r(zj)u

w=d

where riw(1)p riu(4) and r(ij)w(s) are the correlation
coefficients of yleld rosponse Y with (1) X, (ii) iw'

(133) Xiv g; :cspoctivelv.

Hora the cffective crop season is defined as length
of time interval in which tho velues of weather variables
in that interval are considered to have actual and olgnifie

cant influence on the crop yield,

Fipstly, for cach of six different crop forccasting
modols proposed above, the effective crop season ig token
to bo as far bacl as three years (36 months) from the first
month just bofore a particular Gemonth harvest (l.c. total
coconut production for 6 months perlods)s The effective
crop season of 3 years back Ls taken and congidered as an
oxtonsion and further exploration of rescarch findings of
Patel and Anandan (1936) on the influence of rainfasll on the

coconut crop yiclds.



68

Then, in order to cuit our forecasting models, this
offective crop scason of 3 years is equally divided into
12 periods, cach having an interval of 3 months so as to
be in confofﬁity with tho formation of climatic soasono
following Marer and Pandalal (1987), as discuased in soction
3.1.24 Therofore, for this effgctive crop season of 3 years
with 12 equally divided periods, we con deovelop six different
crop forecasting modelo denoted by 1(1}), I{2), 1(3), 1I{%),
II(2) and 1I(3) respectively as in section 3,3,1 and’3.3.2.

, Further, all tho six difforont crop forecasting models
are developecd under the givbn cffective crop season of
3 years which i3 equally divided into six periods each having
an interval 6f 6 months {G=month season). Therefore, for
this effoctive erop scason of 3 years with six equally
divided perieds, we can develop six gifforent crop Forom
casting models denoted by I(1), 1(2), 1(3), 11(1), I1(2) and
I1{(3) respectively as in section 3.3.1 and 3,3.2. Formation
of 3-month and Gemonth seasons (periods) are carried out as

.discussed in section 3,12

Thereforo, totally 12 crop forocasting models are
fittod in tho proscnt investigation using fgve weather
variables, viz., total rainfall (x )s duration of bright
sunshine hours (xE), wind velocity (xa). transformed relaw
tive humidity (X,) and maximum diurnel temperature (X5)
respectively.
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_ Under éhe offoctive erop scason of 3 years cqually di- '
vided into twelve 3=month periods, the values of the parae
éeters in the 6509 forecasting models fitted are p=3, m=2
and n=12 respectively, ‘implying! that 4 = 1,2,3,4,5;
k= 0.1,2; and W e 1,2,3;4,9969798,7,10,11 and 12 respecs=
tively..

Similarly, under the offective ecrop season of 3 years
equally divided into six G-month periods, the valuos of tho
paramoters in the crop forecasting models fitted arefééﬁf‘
=2 and n=6 respectively, implying that i = 1,2,3,4,9;
k= 0,1,23 and w = 1,2,3,4,9,0 rospectively,

* From here onwards, thegse forecosting models will be
designated and referred as Model I(1) (3Y,34), IModel 1X{3)
(3Y,6M) ond so on. Here, Model I(1) (3¥,31) standsfor the
forecast}ng Model I(1) which is devcloped and fitied under
the effective crop ceason of 3 years with J-month period
(season), and Model 11(3) (3v,6M) stands for the forecasting
todel II(3) which is developad under the effective crop

aeason of 3 ycars with 6-month period (season) and so on.

= yariables for the forecasting

Firstly wo gonerate fizrct ond sccond=order prodictor
variables denoted by Zik' Zik and Q(ij)& for 2 j vhorce
'§ j=1,2,3,4,5 and k © 0,1,2, Thevefore, 15 different
predictor variableg are generated for zik' 15 diffeorent
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ps@dicﬁof variaﬁles are generated for the veriable Zik and
20 different eecoﬁd-order predictor variables are gensrated
for the variable Q(ij)k for £ J. Then time variable“f;is
alse ineluded as a predictor variable for the purpose of
checlking dounward or upword trend in coconut production,
Therefore, totally 61 predictor variablos are consldored

for each forecasting models proposed above.

Then 6% correlation coefficients of yleld response Y,
average nuts per boaring tree per half year, with each of
61 predictor varlables aroe worked out and twenty predictor
vaﬁiablea having the-high@st~corrélation coefficient with
vield responge ¥ are selected as 'proliminary celected proe
dictor variablesf. Then, the most plausible candidate
variables to be included in fhe £inal crop ?arécasting models
are selected from those 20 preliminary predictor variaebles
thseugh éhé application of otepewisc rogression technique
using forward seleoction procedure as edplained by Drapor
and Smith (1981), for each crop forecasting models proposaed

above,

3404

in order %o selcct tho significant and plausible genow-

rated weather predictor vanlables from the proliminary
var&gb%es Zipe Zik and Q(ij)k of twelve crop foreeasting

modols, step-wise regression tochnique with forwers selection
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procedure io employed for all the models. Further analysis
ig carried out using these predictor variebles selected

through stopswise regression procedurg.

A brief noto and sélient features of stopewico regro-~
ssion technique using the forward selection procedure 1o
prosented in the context of ¢rop forecasting models proposoed

above,

As a first step we solect a prodictor veriable which
4o moot highly correlated with yield response Y from all the
generated variablos donoted by &g, Zik and Q(ij)k for 4 J
and let this variable be Eec' Then, the fivstworder lincar
regression equatien Y=€(Z,,) i worked out and the siognifi-
¢cance of regroscion cocfficient of the variable Z4, is
chocked, If it 18 not, we quit ond adopt the medol Y=y as
the bost model, wheie'? is the average of obsorved yield
rosponse Y. If tho regreession coefficient of tbe variahle
zm is significantly diffcrent from zéro, the varlable zw
i3 retoined in the rogrossion eguation, ccefficlent of
multiple determination A2 and adjusted RZ denoted by RZ, are

noted along with improvement in B®

» Ond then & gcazch for a
second candicato predictor variable to enter tho regression

io made as a second OEeP.

At the.agcona stap, the partial regression coefficlents
of all the prodictor variableos not includod in the first
rogression cquation (i.e. oxcept the variable 210) with vield
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rooponse Y are oxanined; that is ¥ and other predictor
variables Z;,, (481, k40), 2}, and Q3 9) 'are agjusted for
thoir straight line rolationchips with Zys3 and corxrolation
with %hose adjusted variablos are computed for i1 amd L#0
in cose of Z;. Thooretically, this %5 cguivalent to find-
ing corrclations betweon (1) reosidusls from the regression
equation Y::f(?.1 00 and {2) rosiduwals from cach of the rogree
solon “‘)-Z.‘ik#im(z‘lt)) for i#1 and L#0, (41) 2§, = fi!c(z‘m)
and (13ii) Yz © f(ﬁ.j)k(zm) (which we do not actually
perforred), The predictor variable having the highest
partial correletion with yleld response Y i now selected
at tho second step {suppose that this vaziaeble is Zi, and a
second regression equation ¥ = “210'2'12’2’ is fitted. The
overall regrossion is checked for the significance of zogre=-

Q 2
and Ra

gsion éaet‘fieienﬁs again, then corresponding R
are noted, nlong with improvesent. in R2 in the second atep.
If tho r;ég.':assi.on coefficiont of tho prodictor variable
which antors the ecuation at tho second step is significant,
" a goarch for the thirgd candldats predictor varisble is mado
in the sars fashion, The proceduro 18 terminated when the
last predictor variable entering the regression equation

has insignificant ragresclon coofficient or all the predictor

variab lps are included in the regrossion equation.

The significance of the rogression coefficient of the
latost prodictor variable to be intyoduced into tho equatlon
is judged by the stondord testatiotic computed from the
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latost zegrossion oquation. If the rogression equation
containe all the predictor variables, tho step at which

+he corxesPORding rogression oquation produces the highest
adjusted n2 is token ao optinun stop and the'regreasian
equation st this step ic taken as the Ybest? crop fcre-
capting mod@i for the given set of generated predictor)
woather variables_(ﬁrapez ond. Smith, 1981;'Banerje@ and
Price, 1977). The 'stepewlse regreeslon tochnique' using
the 'forward selection procedure! is usually reforred ito as
“gteopeup regresston technlque”. Therefore, in theo present
investigation, we shall use this terminology 'siepeup regree

seion technicue! from hero onwerds. .

Let the final functional form of a crop forecasting

model fitted through stepe-up rogression procedure be as

>

ca 42 g P3) I SN
Vo= Ay v A%y T TE Pax 2wt T Zk:ﬁ(ij);,{q(ij)gv"f hoT + e

Here the upper and lower limits of the indices i, Jond k
sre deliberately omitted because the fineclly eelocted forge
casting model through stopeup regroasion procodure is not
the some as the full term gemeral crop ferccasting models 1

and II formulated in~séction 3¢3ale oNd 343026

Assume that there arc o observations on Y and r porae-

meters in the fitted forecasting model (3.7.1), including
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constont intercopt term Ag. Since this forecasting model
is lincar in tho paramoters Ayge 8450 byy and 9(13)k* the
‘routine onalysis of veriance and statistical inference bagsed

on nornmality assumption can be carried cut,

Rewi:it.ingﬁ eq(aation (3.641) in convontional madrin and

~ veector notation we get the lincar model

YcXBeg (3.7.2)
whore ¥ is {ox1) vector of obgsezvailons on the yleld roee
ponse Y, }i is (oxe) potrix of obgervations on » predictor
" variables Zik' Zik and Q(i,‘])k and dummy variable Z.=1 for
constant A,, B is (rxt) vector of parsmeters to be estimated
in tho model (3.7.1) ond g is (ox1) vector of rendom digture

bances or errors with the following assumptionss

i) the random errors cre independently and identicolly
(normally) cﬂi_striéuiac! with moan zerse and constent varience
G‘Q, that is E(g)=g, Vig) = B{gg')} = 621.9, where Q end I
are null veetor of dimension (ox1) and identity motrix of
(sxs) respeetively.

il) the Zyyy %4y &nd Q(ij)l; are non=stsachastic and hence
independent of ran@om erzor e%s, that is E(X'g) = 0 ok

111) the 2yt Zﬁ, ang Q(ij)k aro lincazly 1ndependent.
Honce, rank (X'X) = rank (X) = = ond (x+x)" “1 oxists.

Ur‘xcier these asgumptiong, the best lincar unblased
A
astimator (BLUE) B of B 4o givon B = (x*3)™! XY ami its
dispersion matrix V(ﬁ,) is glven by V(ﬁ) o 2 (E}gi)"‘ and



unblased ostimate of G> ié cﬁ«uen by g? = (xﬁx.ﬁ_'g'g_-)/( S=2)
| respoctively, ' .

The classical ANWA (ﬁnalyaisl of var:laiaca.) table for
the lingar model 3.,7.2 19 as follmsu

AHJVA Table
- A af 55 A ) Feratio
Regrasslonfa (z-1). sshsfinery Bay'3v/e rone S5 PENGE 4
A A
Error (cmr) SSEY'Y-B'X'X L MSE= q‘;i:)
(Rosidual)
Total ' {e=1) SST=Y'YY'] ¥/s

In the above ANIVA Table, g'ie (exo) matrix with eloronts

8ll aqual te unity,

A numbor of criteria measures have boen proposad for
ae).gcﬁing and deelding on the most efflicient ond plaucibile
crop forocasting modelss These critoria are sitated in teorms
of the behaviour 6f certain functions as a functlion of the
‘predictor varieblns included in the different crop forecasting
mpdels solectad through stepeup vogression proceciux;e; fieny
of thege criterion functlons are simple functions of tho rosie
dual moan squaros (RES) for each crop forecosting models
vhich is ascumod to have » perancters including consgtant AO

and nunbor of obsorvations on ersp yicld rosponse: Y 0 Lo 5.
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An exhavoftive list of these critoria functions is found in
Hoeking (1976). In the precent invastigotion the following

criteria funetions ore employod,

1) Begidual gs

slRiz3)

RM5 is a noasure that is uvsed to Judge the adequacy

of a fitted regression equation, Hith a peparamoter regreoe

ssicn equation, the RS i dofined as followss

I35 = HSE = SSE/(swe)

Theil {1961) and Schaidt (1971 ) advecoted the usc of

pinigun RMS for predictivo purpoeses. Anong the seversl

reogression eguations, theo ore ﬁith the omallest value of
Af5 &5 usuolly preferzoed and.éé;ectod, if tho objective of
the regression analyslis ig ekttépolation and prodiction
(Danerjoe end Price, 1977).

. - 2
2) Sguaped nuitivlie correlation geofficionts(n®)
2

0% is an index of goondness of it of the model, nest

widely uscde I3 con be viowod as a measure of the sizongth
or adequacy of fi%, vhich io uscualily usod as sumnary measuwme

to Juwdge the fit c¢f the linecar model. to a given body of data.
It io dofined as follows:

ey iy 550

R™ = %é% = 1= gs%
Hioweover, Crocker (1972) sugposted that the statisticol
significance of 3? may not give a truc plcturoe of the ado=

quacy of the model fittced to a given body of dota, The

1]



redqm:endpygon‘of Crocker is thot, in gome cages, it may be
more,apprppriafe and reasonable to ¢onsidor the per cont
rreductgoh in éﬁaﬁdard deviation of the rooponse variable,
achieved bylthe model, Another limitation of &%, noted by
Barreﬂt {1974), is that for fixed residual sum of squarcs,

R% incredses with the stoepness of the regression surfaces.

2
o0t (%),

Ag an altermative o Ra, sone uscrs rocomend the
adjusted squared muitiple corrolation coefficient, denoted by
Rg, ahd suggest wing the wlue of z for vhich Qg 1c maximum,
This procodure is exactly equivaleont to looking for the nini-
nun KNS, as an adjustmant to remove upward bias. whon Based on

small nunber of observations, Here.-ﬂg is dofined as followss

2 12, (g
a2 & 1-(1%)-43=t)

This criterion funcilon (Rg) wag first formulated and pro=
posed by Ezekiol and Fox (1959),

, (3,

Jr 1s alco s critorion function vhich is simply related
to RMS, J: arises by computing the total prediction variance
over tho current data ?or a given subset of prodictor variaw

bles and then cstimoting varience by RIS, Jﬁ is defincd as
followss

J, = Q:r (SSE) = (et+r)(RMS)

lallow (1967), Rothman (1968) ond Hocking (1972) discussod

t
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ahﬂ‘recommandad the ueo of %his eritorion of total prodiCe
tion. Vaxiance_(dr) when the objectlive of regrossion equa=
tion is to prodict the futura rosponse. DBut theorotically
the cxiteriah function Jr hos the draubagk of ignozance of biss

in prediction,

SUSER)

" Tukey (1967) and Sciove (1971) advocated the use crie
torion of MSEP if the objéctive of'éeéressien analysis is

p:gdiction of a future regponso ond 2otimation of the meen
response for a given input,.  MSEP expressced in torm of RUS

is defined as follows: |
rsp o 8°21),, BHS

8 (owL=1)

Accopding to Hoecking (f??é), if the cooumption of multie
variato normolity of the yiold response Y and the predicior
‘variobles Z,,., Z'ik arad g(ij)k are accoptable, then the above
development suggests looking at sube~cets with values ¢f SEP
close to ninimuam MSEP ‘i€ the objective of regression analyels

is o use the rosulting oguation for prodiction purposcs,

ABY

Another eriterion function, called the averoge nstimated
variance (AEV), hoo been suggested by Holms (1974), In omo
vary spoclal ¢case, AEV was dofined as follovss
' AEV = z(RtS)/s

This cziterion involves averaging tho prediction

variance over the whole zegrossion region of interest, rothor
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than for juot tho data polmts glven, and using a weight fune
etion vhich attachos more welght fo the mare "importont”

points in the region (Seber, 1977).

Am@mivaljééa)idevelop@d a critorion messure (function)
baged on ppediction mean square error (MSEP) in order to
inclwde a considoration of the losses asscciebod with choose
ing an incozrect model, Aﬁemiya prodiction cxiterion (AFC)
function is defined iﬁ torms of R° and SST as follaws:

- o 2y 85T
APC = ont) (1-8%) =5

where 35T is taﬁﬁl sum of scuares shown in ANOVA Tablo,

Accérding to Judge ot al, (1980}, AP: critorion fuhction
has a hisher penalty for adding predictor variables thon the
adjusted p? (Rﬁ)cziteﬁion is, - It moans that AFC 1s more
senaitive to adding vaniables to forecasting models than'ﬁﬁ
is, Thorefore, APC is oclse a reasonable and satisfactory

critosion function to bo employad in selscting the 'bestt

fitted cxop forcecaoting nodels,

An informatien méasure'(criterion) secks to incorporate
in selecting the predictor vsriables the divergent considera-
tions of accuracy of cctimefion and ¢he 'best' approximation

to reality, Thus, inforamation criterion involves a actatistic
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that incarporatee a meacure of the preclision of the estiu
‘ 1mat9 and.- a meacure of th@ rule of: parsimon& lﬁ the param&-
trigation of a statistical cxap forecmuting model (Judge
ot als, 1980), '

Alaike (1978), using a Baveaian framo werl, pr@poseﬁ
& modified form of his originol AIC (Akaike, W?:a).
AIC function in tormo of ﬂ and 55T ig defined as follcwez

i . o
AIC = (ger)- m[ )°(ssr):|+ r+in I}- (~=~T):l

Akalike (1978) noted that tis criteszlon was nore parsimonious|
in solecting the predictor varigbles then his eriginal AIL
function, which waé really the smﬁc ag APC function vhen the
variante wac @stimated by'RMS of the fitted czop fareééating

medel e

From the abaﬁe discuosions on vorious criteria funce
tions {9 be employed in saiecting the "best” crop fore=
casting models, 4% 8 clear that the choice of critorion
deponds very nuch on hos the chosen nodol will bo used,
Boeause fur ther xeseawcﬁ iz obvicusly necded on the‘proper-
ties of the various criterla moasures, it is rocommendod that
several of the moasuzes chould always bo ealculated whon come

paring tho different crop forecasting models (Seber, 1977).

' Let the functional form of a crop forocasting model eon= .

etruetod through ctopwup regressien using foeword gsolection
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procedure bo as in ecuation (3.7.1). Hore the valubs of
Zir' ZiL and Q( 1)K are changing from o forecasting model
o another, The functlonal form of the predictor variables
are given in section 3.3.1 ond 3.3,2 regpactively, for each

foracaoting models peoposaed above.

From the point of view of mathemétical analysis, we can
carry out analysis of tho influence of each weather varlables
at each periad or éeas@a on the coconut crop yicld as
foliowas

The effect on the coconut crop ylelds of a change of

“one unit in 3% at W

weather variable xiu perled or season,

holding other weathoer vorigbles constant ad wth

period, can
be studied by portially diffcrentiating the reeulted rogre=
selon equation with respeet to xiw for im1,2,3 seesey p and

=g '2’:'3, snsonss D

The partial derivative of yleld rosponse Y with roge
N '
pect to X, is given as followss ‘

For gencral forecasting model I (aquere model)

Ay

dz,

gaﬂ,ﬂ“(w + 2ZE!2(w) Ry + 'Z Zg(ij)i. B(W)ij (3.9.1)

hore i¥i

For general forocasting model 1i (square root model)

v
’éxi Zﬂu z-a‘*(u) +(y2). Zbik B (w) / 2
. W K.

ZZGCMJ}R 1‘13(u) (Vju/‘{m)‘ma(iﬁj) (3+942)



llere also the Functional form of the functlons Hf(w),
Hg(w) and Hg(w) are chonoding fron a forecasting model 30

anothor as defined in soctions 3,3.1 and 3.3.2,
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CHAPTER 1V
ALSULTS

4.1+ intzoduction

The present invéatigation was corried out vdAth tho

following views and chjectivess:

$) To develep a suitable and‘reliable gtatistical
mothodology for the pre-harvest forecast of coconut
czop yields by evolving dif forent erpiriclal-statis-
ticol cropewoather modole using the original ond

genorated weathor variasblaes ag predicter variables.

© 2) To perform a compérétive study of relative effi-
ciency, adequacy and pgrformance of each o? thase
crop forocasting models evalved and to scleet the,
. 'poot', most promising ond plausiblo crop fore=-
casting models éox thé purpose of fgﬁpre use in
rredicting the coconud crop ylelds rellobly in

advance of harvest..

3) To investigate the offect and infiluence of changes
in weather variobles on the yield of coconut crop, .
bagsed on tho crop forecasting models selectad ag

the 'hest' fitted modols.

4) To ronder suggestions and guidelines for further
dovolopmont of gtatistiéai crop=teather models,
criteria for thely selection, ond zolevant Stodise

tical amalysis,



04

in order &0 gq;'a clearer plcture of cropwweather
relationship in the region of Pilicode and performance of
crop forecastinglmodels developed for thai region, a brief
ané felevaﬁt information on the weather variablaes lnvolved

in the forecosting models were presonted in section 4,2,

The important results from the step-up regrossion
analysis on each of the twelve differont crop forecasting
models prpposed in chapter Ii under the effective crop
soagon of 3 years (i.e., as far back as 36 months from the
first month just cefore a particular halfe~yoar harvest) with
3-mbnth and G=month seagonal pool of original weather

variables were presented in section 4.3 onwards,.

4,24 A Dricf statistical ag%lggis of weather condition with
gpecial g%ggggggg to fivo woather vorisbhles inclusiad
in thig gtudy

The period#er songon=wise average of total rainfall
(in ¢m) for the span of 15 yoars from 1969-1920 undor the
foroation of Jenonth ond G=nonth poriod or season was showun
in Table 1, along with standard deviation and coefficient
of variation in porcontago. From table 1, it was notéd that
averaéos of total radnfall on S-mcnfh aadﬁé-montﬁ poriod

basis wore 82,0056 em and 971.3316 co rospectively.

———

it was ?observoﬂ that tho averages of <oily bricht
sunchine hoitrs, wind velocity in lLm/hz, transformed relative

hunidity in porcentage and mastimug tengeratwe in centigrade

— == o

were the same but for the rounding error for the two diffe:eﬁt

————— - = -

—— s o -

., pools of weather
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Table 1. Woathor variables involved in ¢xop forocasting
models and their briof analysis for the segioﬂ of
Pilicode (1962-1980)

1) ﬁtﬁ&iﬁiLEQﬁéQQuLﬁQé&Qﬁl_ﬁQ£_§hﬁnxﬁﬁﬁﬁu£lﬂééziﬁﬁﬂl

Standard Coofficient

Woather varlabloe Mean - - gapiation of variation
1. Total rainfall 68,0058 109,8763  124,4447
2. Sunshine hours 7.3087 | 21810 29.841%
3. Wind velocity - 2,1237 0.9223 - 43,4289
4, Nelative humidity*® 62,2805 ~ 5,1348 08,2436

5, Moximum temperature 30,9065  1.4581 4,7178

the,. veazrs (1960=1030)

Standard Coefficient

Weather vorlables Hoan deviation of variation
t. Total zainfall 171.3216 - 149,0235 £56,5694
2. Sunshine hours 703723 1.7796 24,1386
3¢ Wind voloclity - 221790 0.8996 41,2249
4, Reolative humidity* 62,1771 444131 70976
8, Manimum teoperature 31,0057 1.3053 442098

¥ = Transformed into arcesine root proportion



g6

vaéiables of J=nonth and Gemonth period recpoctively. It
was further noted that the otandord deviation and coeffi-
ciont of variation worc alsd almest tho same for 4ve diffc-

rent peols,

443, tgh_jmg, ;ggis for ghg fopecasting Model £(1)(W.3)
fLoct: 20899n_of 1 yeare with Sononth period)

" This forecasting Hodel 1(1)(3Y 1) came under the
catogory of general forecaoting llodel I doveloped in scetion
3431 a5 a complete secondecrdor response surface type crop

~ forecasting model (square model),

The 20 prelimlinary selected variables having maximum
abgolute cerrelation coofficients with tho yicld response
*¥' for fitting this Model I(13(3Y,) wero Zagy Zpy Za¢0

- #510- L300 Boor 239, Zigr 23r Z'agr 2'320 2'500 Qqeg)0r
Y23)0* 23017 Y23)20 Y2a)0r Y34)1r Yas)2 @™ I(z5)4
ragpectively.

The eleven predictor varlables to be included in the |
final cxop forocasting model, selected through step-up
regrassion ggocedure, were Z4n9 232, 250' 22 Q(12)0,
U(23)0* Y23)10 Yz2s)2r Ya34)00 Yaa)2 274 Qrgg)y Toopece
tively. The estimated regression coefficients for these
correoponding predictor variables, along with thoir standard
doviation and computed testatistics, wefe rresented in
Table 2, TFrom table 2, it was geen thot all the rogrossion |
co-efficicnﬁa of sclectod gfedietor variables, except that

of the variable 250' were significant oven at 19 level of

Al
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Table 2.'Step-u§ regresslion analysis for the cxop forecasting
Model I(1) (3¥,28) (offective crop secacon of 8 youws
with 3=month poricd) .

ggiigﬁiﬁs Regression Stondopd  Somputod
Cocfficient [Estimate erTor tevalue
24 80 26145590 25,2000  10,37988
Zy Bgn ~2,4406 042374  =10,2805%%
2% by «0,0023 0.0037 = 0.6216°
AP Do L 0,1319  © 0.0330 3.6741%¢
Q2o 9(12)0 0,0011  0.0002  ©,5000%
Q(a3)o 9(23)0 ~5,2728 0.5148  =10,2404%%
Qn3)q (o)1 - 41269 0,125  =B8,0793%%
Qoa)o 9(a3)2 0.1543 0o 0164 9,5639%%
U34)0 3(34)0 ~3.2513 003113 =10.9427#%
Qa4)2 S(a4)2 040207 0,0029  10,2414%c
U 25)1 S 18)1 =0, 0034 0,0008  =4,2500%
o =26  R2 = 0,048 A2 = 0.9075 A © 11647730

$(0.025414) = 2,143 at 5% £(0.008,14) = 2,797 at %

¥ = Significant at 9%
% o Gignificant at iR
NS = Nonwsignificant
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-.significmce. it was also noted, on the basis ;)f az ond
sdjusted R? (denoted by B2) that the adequacy of fittod

| crop forecasting model was highly satisfactoxy, siﬁce Hg )
= 0.,9075 and R° = 0,0482, This showed that 94,82% of tho
total varience from the mean in the v#éld'EQSponsé Y was
éccounﬁad-fdr or exploincd by the predictor variobles in
tho fitted forecasting Medel L(7)(3¥,3). It was also found
that R wos highly oignificant even at 1% lovel of 5ignifi~
cance. | ’

2 2

Sinee R and A were satisfactorily hish and statisti-
cally significant, it Eould be conclubed that the.gtrength -
or adequacy of fit of a linear rogression model to the given
set of data on tho el@ven'pzedictof vﬁriables selocted
throuyh otep=up fcgredaiénfprocédure was'aléo highiy satice
factory and consequently it might alsa be expected that
reoidual mean. equare (GMS) of the selected forecosting model
would also be satisfactorily snoll so that the resulted ciop
forecacting model could be used to serva the future purpose
of prediction and forecast of coconut crop yiold in advance
of harvgst.

. The final functional form of crop forecasting Medel I(1)
(3v,34) developed through step-up regression proceduwre was

given as follows:



89

Y = 19647730 + 26,5500 Zyg= 244406 2,y = 040023 2'g,
+ 041319 24 + 00011 Quq0)g = 92728 Qrpa)y

= 141269 Qpagyq + 061343 Qragyn ~ 8:2913 Qqagg

+ 040297 Q(4)n = 020034 Qqagy :

The functional fornms of the predictor voriatles in-
cluled in the above crop ferecasting Model I(1) (3Y,3M) were
given in section 3,3.1.under the head of the general crop
forecasting Model 1, honce not reproduced here again,

4,4, Statintical analvsisc for the forccasting Modol T(2){(aV,3)
affective crop season of 3 vears with J-month neriodl

This forecasting Model I(2) (3v,3) belonged to the

same family of general foracasting Hodel I in section 3.3.1
of Chapter 1II,

The 20 preliminary solected veriables having meximum
absolute correlation cocfficients with tho yviold rocpaonse Y
for fitting the model were 230, 250, 231, 251, 232, 2529
2310 Z40 2320 Zor e2)00 A1z)2r Yasyor Y23)1r Y232
Uasyor Yaa)or Yaaytr Ysa)z 87 Ggag)y Tespectively,

The thirtcen predictor variablés to bo included in tho
final crop forecasting madel, seloeted through stepeup
regrossion technique, were Zg, oo 2340 Zdgs 2320 Qrqo)go
U(28)17 Y23)20 Yz25)00 V3a)00 V34)1° Yas)2 279 as)
recpectively, The estimatod reogrossion coafficients for
_ these corres;:orﬂing predictor variablos, clong with their
standard doviations and computod t-statistics were prosented
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forecasting

Model I(2) (3Y,a1) (effective crop seascn cf;s“yeara

with 3J=nonth pericd)

Vatiobles . lovroselon | Standazd Compited
selectod | coofficients Batimate h o
Zgg T agy T w362,8090 2293700 | 2.4524
Zgs 3 9041274 214500 4.10822%¢
2y by $8.0748 21,6630 4.,9273e
28, ey ~2,6224 043652 ~4,6300%#
Zh By ~63.3173 1047600  «3,77792%
gz 9140 0/0939  0.0407  2,3071%
%51 S(aa) 10,5116 14,4240 0, 7149
Qqas)2 O(aay  ~12:5098 10,6580  wi.1833°
Qus)o (oo - 146880 06301 - 2,6387¢
q(ﬁ@)ﬁ 9(34)0 ‘9,9241 3.3847 2'.-.&766‘*
Q341 G(aq)y  =125740 3.3075  «3.8017%%
Q34)2 9242 3.6116 1,614 3.7043%0
Q35)1 Gramyy . D402 3.4084  2,6961%
s =25 'R° 50,8320 R m 0.6800 A, =s520,2540 o
_ 5(0,025,12) = 2479 8t 8% £(0,005,12) = 3,098 at 13

* = Significant at B
*2 = Slondficant at %

N8 = Nonesignificant
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in Table 3. Emam tho Tab3@ 3, it wag geen that all the
regrosslion aoefficients of selocted pradicﬁar variables,
except that of tho vaziagles Q(2331 and Q(QS)E’ wore satise
factorily significant at O level. ‘Tha sguared multiple
cerraiation coefficiont kn23 was also highly sienificant

at 9% level and even at 15 lovel of significence. Since

RZ yaluo for this model was 0.8320, 93.20% of the total
varienco from the nean in the yield rosponse Y was oxplained
by the thirteon predictoxr variables in the fitted Eeéecasting
Model 1(2) (3¥,34), '

The final 'functiaﬁal form of crop forecasiting Model
i(z) (3¥,31) doveloped through stop-up regression technique
was glven as follows: '

Y = -5"?0.2540 - J62.50§30 a0 * 90,1274 252 28,0748 231

- 246224 Z1y = 63,3173 24, + 0.0939 Qoo 103116 Qroqyy

- 12,5008 Q(QG)Q + 1.6880 meg + 9.0241 Q(M)O

= 12,5740 Q(34)1 + 59,6116 Qrag)p + 904332 Qeagyq

The functlonal form of tho predictor variables inclwded
in the sbave crop foracasting fModol I(2) (3Y,34) were defined

in terms of original weather variables and tholr correspending

wolghts in section 3.3.1, hance not reproduced here agaisn.

4480 Stat

This cxop forecasting modal elso belonged to the fomily

of general forecasting todel I developed in scetion 3,.,3.1 as
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a complote seeondw=order response surface type crop fore-

casting medel (square model).

The 20 preliminaxy sclected varibbles having maxipum
absolute corrxelation coefficients with yiold response f‘fbr
fitting this model were 250, 23‘, 2515 222, 232, 252, 250,
2310 Ber Zioe 2520 o Ya2)0r Ye2)2e Y2a)er Yog)ar
‘Q(Qs)z' 0(34),. Q(34)2 and T regpectively,

The ten predictor variables to be included in the finasl
crop foreacasting made;, gelectod through stop=up rogression
techniaue, were Zogs Zpae Zpe Zor Z4ar 2520 Yqajor
Q(i?)ﬂ’ Q(QS)E and T respectively. The estimqted regression
coefficiants for these corresponding predictor variablos,
along with thelr standard deviations and computed t-statistics
viere prasented in Table 4. From Tabls 4 1t was scen that all
the zegrossion coefficlonto wore statistically clonificant

at 5 level and even at 1\ level of simificaence,

Lt was also noted from Table 4 that the R® and Rg wero
‘satisfactorily hich and otatist ically significant, Thorefore
1t could bo coacluded that the adequacy of £4t of o linear
regression model to the given set of data on these ton pro-
dictor variables was 2lso hiohly satisfactory and conse-
quently the cxop forocasting Model L(3)(3¥,3) chould be
uaed for future purpogse of prodicting the coconut crop yield

in advance of harveost.
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Table 4. Stepsup regrossion snalysis for the czop forecssting
Model £(3) (3¥,31) (effoctive crop cecgon of 3 years
'with 3J=month poricd)

.

Variahles Regression s Szgﬁggzd gggggﬁgd
solected coogpicient Estimote
65,0204 13,3980 4.9107%%
0 g
Zo LN ~29.7842 L 4,7072 ...5.:4:3274#
280" Pag -2426427 0,2965 ~7.5132%8
i ' S ST L
2y, by, «0,0008  0,0602 = o GO00**
BEs Ban - - =9+5624 0,9701 -0, 85718
Qqizj0 9(12)0 «0,0322 00586 =3a 74425
Ugo)e  Y(42)n  =00403 0,0114 34835104
Yogzyz  Y(oz)a  —0.2084 0.0176  =11.8409 %
T h, =1,4025 0.2407 =5, 82679%
o=26 8= 0,9408 B2 50,9013 A, = «9239,4700
£(0.023,15) = 2.181 et 33  £(0,005,15) = 2,947 at 1%

® = Significant at 3%
#® = Significont at 1%
NS ‘= Nop=significant
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The final functiocnal form of crop forecasting
Model I(3) (3Y,21) doveloped through sStopeup regression

technicues was given as followss

YV =« 9239,4700 + 63,0204 Zgy = 29.7842 Zpy + 60940960 Zg,
- 2024@7 Z?.JQ L 000008 2"2 - 9-5624 2'20 - 0.0322 Q(‘E)@
- 0,0403 Q(,Q)é - 0.2084 Q(gg)g'- 1.9025 T

The functional fozms of the prodlictor varlables ineludaed
in the above forcecasting Model I(3) (3V,34) were dofined in
section 3.3,1, hence not reéproduced here agaln.

yting Mode) I3 ﬁlgﬂ}

This forecasting Modol 13(9) (3¥,3) czme under the
category of gencral erop forocasting MNodel II {square root

model ).

The 20 preliminery selectod variables having maxinun .
abgsolufe correlation coefficients with the yield rosponse

Y for fitting this model LI(1) (3V,34) were Zg, Zygr Zggo

Z310 Zaar 2300 Zor 2'ats Zee Zi2e Zae Qqaye Yqoae
Y1zt U23)00 Ya3)00 Yz4)00 U3a)tr Yas)o ond T reo-
pectively,

The fourtoen prodictor variables to be inclouded in the
final crop forccagting model, selected through stepeup
gegressien techn;que. wer? Z5qgs 23’, Zeqy Zano 250,.250,

’ ¥ 15
Z39r 2590 Z{2r 320 Qrqa)er Yqs)re Yaq)r 278 Qpapyg Teoe
pectively, The cstimoted rogression eosfficients for thoce



corresponding predictor variables, along with their stone
.dord doviations and compubod 2estadtletics, were mesented
in Table 5. From the Table %, it wao geea that all the
rogroosion coefficients of predictor variéblee. axcopt the
coefficients of the two varinbles Z3, and 2{2, were statice
tically significant at 5% lovel. It woe also noted that 2
values (0,91%1) was also aatiafactor@ly hich and signifi-
cant at 97 and 15 level of significances On tho basis of
RQ. adoquacy and fit of the forocasting model was highly
satisfactory, but for the purposc of futwwe use of this
foracasting mxlol 'in prodicting tho coconut crop yiold in
advance of harvest, wo should examine othor criteria noge
sures corresponding to this mudel, Elaborate anolysis of

these measures were presented in Chepter V.

‘The final fuanctional form of crop forecasting Model
11(1) (3¥,31) devalopes through ctep-up reqression tochni-

gue was given as follows:

¥ © 1093,6000 + 234,7730 Z5g = 583.1940 Z,,
- 200,9230 Zgy + 216,4380 Z,, + 22,5327 24,
- 3,9563 Z§y ~ 12,4022 2, + 4.6030 28, - 0.0004 2§,
- 048356 28, = 040652 Qrqg)y = 04€003 Qryeyg
+ D.4714 Q(34)1 - 07599 Q(SE'})G

The functionsl form of the praedictor variables included
in the czop forocaating/ﬁadel I1(1) (3¢,31) were dofined in
section 3.3,2 under the hoad of tho general grop forecasting
Model 11, hence not reproduced here again.
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Table S, Stepe-up regrossion analysis for tho erop forocasting
Modeld LXI(9) {(3V,3) (effeoctive crop season of 3 vears
with Sementh period)

;ariablee Regzession Sﬁandérd Computed

50100tee  Cooficfont  Gotimate ot trvalue
7o 854 234,7730 7340620 3.2133%
Zyg figy =588, 1940 140,1200  =4,1976%
Zeg ey, =260,9230 106,7400  =2,4455%
Zan 85 296,4380 61,3370 3.5275%2
2V bgg 22,5327 10,1340 2,21919
280 brg -3.9563 1.1381  =3,4762%¢
284 Pay 12,4222 9.8320  wi.2634"
28 By 4,6030 1,7371 2,649G%
24, Bys =0,0004 0,0003  =9,3333"
28, By ~0,8356 0.1607  =4,92390%
Qya)1 O(ga)1  =0.0652 0,0293  -2,2283%
Q534 9(q3)y  =000003 0.0002  ~2.5006*
Q(34)1 I2)4 504714 1,6523 2,9535%
Q280 O(an)o <0759 0,867  =2,6508%
6= 2 R%=0,0151 RS = 0,8076 Ay = 1095,6000

2{0.,025,99) = 2,201 at 5% 1{0,005,11) = 3,106 at 1%

# = Significant at 5%
2R = Significant at 1%
N8 = Nonesignificant
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This crop forecasting Model II{2) (3V,31) nlco belonged
to the familv’of general foreeasting lodel Il defined in

soction 3¢3.2 (square root model)}.

- The 20 preliminary selected predicior variables haviny
maximum ebsolute correlation coefficlents with the yield
response Y for fitting this foroeasting Model II(2) (SY,SM)

wore Zgr “go0 Za90 Zaqe Zazv Zope 2300 Zor 210 Fas
(12)0r Y13y Yrzpar Q(Qﬁ)ﬁ' Q(aaxi' Q(23)2° Q(QB)O’

The six predictor verlablos to bo included in tho final
forecasting model, selected through stopmup rogrossion toche
nique, were 231, Zéo, Zéb, 9(23)0, Q(QB)G and 9‘34)9 LOSwm
pectively., The estimated regression coeffilclonts for these
corrosponding predictor variables, along with their standard
deviations and computod testatistics, were presented in

Table G. From Table 6, it wag socn that all tho régroscion

coefficlents of gsolected prodictor voriables wore statistically

significant at 5 and even at 1% level of .significence,

It was also noted from Table & that the values of Rﬁ

2 wore 0.9161 and 0.8896 respecﬁibelv and they were.

and R
satisfactordily hich ond statistically sigﬂi:icant at 95 end
1% levels. Therefore, 1% could be concluded that tho adequocy

of fit of a lincar regression model %o thé civen set of data
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Table 64 Stopeup ra?xeasian analysis for the crop forecasting

Model II(2
with Semonth peried)

{3, 28) (offective crop ceason of 3 yoaxrs

A0 -

Varighies Regression Standord Computed

selectod Coeofficlent Eotimate CETOX. t-value
Zq a4 37,5524 8,477 9,001 752
23, bag -2,1867 0.5341 «4,0044%
230 By -659,1850 47,8920  =13,7640%%
Qpa)0 U(oz)g ~177+4570 19,1610 =19,704g%0
Q(23)0 O(as)o 69292 648501 10, 11552%
Q240 O(zq)0  44.727 3.7604 11,80428%
s & 26 RY = 0,0161 RS = 0,806 . Ay = 2757.4610

$(0.025,19) = 2.003 at a%

'ﬁ(ﬂtﬁﬁﬁp?g) = 2,86% at 1?;;

WA

#% o= Significant at %
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on those six vagiable was also hichly satisfactory and con-
sequen&ly the crop forecasting Model 1X(2) (3Y,23M) chould
be used for fultwe purpose of preodicting the coconut crop

vield in advance of hazvast,

The final functionel form of crop forecasting Model
| 11(2) (3Y,3) dovelopod throuch stepeup regression tech=

nlgue was given as followas

Y & 27574610 + 37,3524 Zyy = 2,1867 2%,= 650.1850 2%,

The functional form of the prodictor varigbles included
‘in the above crop ferecasting Model IX(2) (3V,34) wore
deflned in terms of originel weather variebles in soctlon
3e3e2 under the head of general crop forecasting Model II,

hence not reproduced here again,

M)

e St & "J‘ N O3 L Beilan --!‘
factive croop seaoon of 3 yeare with

This fozccacting Moded II1(3) (3¥,31) come under tho
~catogory of gencral forecasting Model LI (square root model),

The 20 proliminory scleocted varichbles having mauinum
aboolute corrvelation coofficients with the yicld response

Y for fitting this model II{3) (3V,3) were Zagr Zyq0 233.

 Zgar Elape 23y 2390 2500 Hlos Qqg)20 Yoa)re Yoa)es

Qamyor Yasyzr Yag)zr Uasyer Yss)2r Yas)er Y(gs)z Bod
T respectively,.
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| The nine predictor voriablos to be included in the
final erop forecasting model, scloctod threugh'step-up
regression Procedure, Were Zgge Zngy Z8ge Ziar Zins Y19)ar
Q(23)2' Q(35)2 argd Q(45)1 roaspoctivelys The estimated
regression coefficiconts for these correspordiing predictor
variables, along viith thelr standard deviations ong campgted
t-statiotics, wcre'pr@m@nted in Table 7. From Table 7, 1t
was seen that all the regresslon coefficients of selocted’
predictor variables, axcept that of the variable tha)z,
were ptatistically significant at 9% level, The RQ and Eg
wore found to be 0.8249 ang 0.72&4 and the R® value wos also
significent at %9 level and even at to 1evel. But, on tho
basie of Hz. this croyp foracasting rodel wag net satisfacw
torily reliabio and adequate for future use in prodicting

coconut crop yield in advance of harvest,

Tho flnal‘functiénal form of crop forocasiting Model
I1(3) (3Y,24) fitted through stepe-up rogression technique
was given as {ollowss |

Y = 7820,3800 + 617530 ¢5Q + 498.8170 an ~ 1,7982 Zg

= 146836 25, = 749738 28 = 0,0322 Qgyny,
+ 0,0499 Q(QS)Q’ 0.4228 Q(SB)E + 0,0050 Q(4é)1

%0

The functional forms of the predictor variaslos ipne
cluded in the sbove crop forecasting Model II(3) (3¥,2M) wero
defined in torms of original weather vorichbles in section

343.2, hence not xeproduced here agaln.
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Table 7. Step=up regressicn analysis for tho crop forecasting
fioded 11(3)}(3¥,31) (effoctive crop ceacen of 3 years
with 3-month period)

Vaziables Regzaession Staondard Computed

selacted EomErTeTonT  Lotinnte BETOR t-value
Zeny 8ap 61,7530 22,1480 2,7902%
Za2 A 4988170 9443390 5, 2T
230 Beg 147962 0.4290  =4.1016wY
25z bao -1.6836 0.5147  =3,2710%*
3o b 749738 1.4083 3,377
Q(qg)g G(@g)g «,0322 0.0143 =2 1 TR7H
QUozyz  I(2a)2 0,6499 0.6073 §,0701°S
Qesm)a 9(a8)2 =044228 0,840  w2,2066%
Yasjr  4s)4 0.9080 0, 0021 2.,3809%

LD - o o .
5 = 26 A% = 0,8249 Ry = 0,7264 Ay = =7820,3300

£(0.025,16) = 2,120 at &% +(0.005,16) = 2,921 at 1Y

* = Sdgnificant at &%
## = Significant at
NS = Nonwgignificeant
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This forocasting model ceme under the category of

general foroecasting éodel I doveloped in section 343.1 as
complete secondwordor response surface type crop forecasting

model (square model),

Thé 20 preliminazy solected variables having maxinun
abgolute correlation coofficients with yiold xesponse Y for
fitting this Model I(1) (3Y,6M) wexre Z,4 Znas Zays Zaqe .
Zope 2590 2300 2800 Z3p0 2320 Zoe Q(q2)0* Y23)0r Y29)1°
Qaz)er as)t? Q(aa)z' QAass)e° Q(45’Q, and T respoctively.

The eight predictor vaziahlos to be included in the
final crop forecasting model, selectad through stop=up
rogrossion technique, were 250. 252, Zéﬁ' Z%‘. 2%2, Q(iz)O’
Q(23)‘ and Q(35)1 respoctivelys The least square cstimates
of regression coefficients for these corresponding prodictor
variables, along with thelr stendard doviations and conputed
t=statistics, wore prosented in Toble 8, From the Table 8,
it was socn that all tho regression coofficients were statis-
tically significant at S¥ level of significance. The R2 and

R§ were found to De 10,8394 and 0,7204 rospectively and the

A2 volue was also cignificant at 5% and 1} levels rospooti-
velys But, on tho basis of Hg, thls forecasting model was
not gatisfactorily adoquate ond reliable for future usce in

predieting coconut crop yleld in advonce of harvost,



Table 8, Stepeup regression analysl
Model I(1) (3Y,81) (effoctiv

with Semonth perlod)
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g for the crop foracasting

e crop season of 3 yearS

Variablas ‘ Rogroessicn Standard %Gmpgted
: areorT wyaine
selested gooeeiciont Botimate
2 Baq 44,7209 19,8260 22557
252 552 253,6790 53 .541 O 4,122]0%
Z%O bﬁ@ ={e 9240 0,3393 -2 3 72598
f
2%1 b51 00,0832 0,0372 2 2360%
2%2 b52 =2, 4421 0.9460 wd) g GODTH*
Q(32)0 Oyzyp  =0-0220° 0,012 =2.0375%
Q(23)1 9(23),9 "'0.5914 ] 0.1669 1-3?[5434%'5
3 = 26 A2 = 0.8349 R2 = 0,7638 Ay = =4115,1200

o *

o
2l

£{0,029,17) = 2.110 at

£(0,008,17) = 2,808 at 13

% = Significant at S
% = Significant ot '
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The final functisnal form of crop forceasting llodel
(1) (3¥,64) fitted through stop=up regression teechnique

was given ag followst

VY = - 4115.9200 + 44,7200 Zy + 253,6790 Zg,
- 0,028 Lo ¥ 0,0832 28, = 4,4421 2'g,

The functional forms of the predictor varlables inclu.ed
in the above crop Torccasting lodel I(1) (3V,&1) wore
defined in terms of originol veathor voriables and their
corresponding welghts in section 3.3.1, hence not reproduced

here agadn,

4,10, ﬁt&?tigf‘ {"E}}, £) g’gg the CEGD fﬂi 8 S;g:}f}f‘“”
Moded 42

) (3¥.67) Leffoctive crop soason of

This forecasting Modol I(2) (3V,€1) also belonged to

the family of general forecasting hModel 1 developed in
saction 3.3.1 a3 a complots socondeorder response surfacae

type crop forecasting modol (sguare model).

The 20 préliminarv secleocted variables having maxinum
absolute correlatlon coef’lcients with the yigld responsc ¥
for fitting this model I(2) (3¥,&4) were Zagr Zagr 2390 Zoqs
2320 “por Zipr Zho0 L340 Zder Zdpe Z4p0 Y2300 Yoz)0
0(33)1, Q(ES)O' Q(34)1, Q(34)2, Q(45)0 and T rogpectively.

The eight predictor variables to be includes in the

£innl croh forecasting nodol, selected through step-up
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rogression technique, were Zopy Zoor o0 2340 2800 Q92)0°

- Q(53)1 analqt45)o reopectively. The estimatos of regrossion
cocfficlonts for those gorzespnnding prodictozr varichles,
along with their standard deviatlono end computad twgtatis=
zics, were presented in Table 9. From Table 9, it was seen
that all) the regr@ssion coofficiont of the selected predictor
variables, axcepd that of ?he varlable z4 aqs vers obatisiically
significanit at &% level of aignificance. The R and H? weore
found to bo 0.8346 and 0,7568 recpectively end the 2 valiue
was also signifxcant at 5: and 1.7 lovols of significance
rospectively, But, on ﬁhe basis ef R*, thies forecasting
modal was qeﬁ satisfactorily adeqaate snd reliable for future

use in prodicting coconut ¢rop yleld in advance of harvest.

The finol functional form of crop forocasiing Model
1(2) (3v,6M) fitted throuch otopeup regression technique
was given as followss
Y = = 8169,0200 + 4446060 Zygy + 2574281 Zg5o = 0,9239 2,
+ 0.0837 231 - 445022 239.- 0,0327 Q(iﬁ)ﬁ
- 0,4653 6(23), + 0,00012 Q(45)G

The functignal forms of the prodictor vasiables
ineluded in the above crop ferecasting Model I{2) (3¥,&4)"
were dafined in tprés of origiﬁal weathor voriables and
thoir corraoponding woights in section 3.3.1, hence not

reproduced here again,
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Table 9. Step—ug regrogslion analyeis for tho crop ferecasting
: Model L{2) (3Y,6M) (offective crop scason of 3 years
with Gemonth poerled)

T3

Aegression Standard Conputed
Variasbles error tevalue

selected coopeieiont Lstimate

2 85 44,6960 20,1280 . 2,2006%
Zo s 2ap 57,2810 62,3160 © 4,9207%
Z8, Bag ~0,9259 0,3444 © w2,6804%
Z4y b 040857 040485  1,7670°%
28, by 5 -4,5022 049586 ' =d,69660%
Qeo)0  F(1z)o  —00327 0,0115 -2, 0435%
Quazyt  9(23)1 «C. 4658 0,1706 ' 2,7304%
4s)o  9(43)0 0400012 0,000049 = 2,4489%

g = 26 RZ = 0,8346 ﬂg = 0.7568 Ay = =4169,9200

£{0.023,17) = 2,110 at %5  £(0.00%,17) = 2,898 at 1%

* = Significant at 5%
¥t = Slgnificent at 1%
NS = Honwgignificant



ror the eron forecasting
LYD * agazon of 3 vonr

45

This forecasting Model 1{3){3V,64) come under the
- eategory of general forecacting lodel 1 doveloped in seCe
tion 3.3.1 ao a complete secondw-ordor rogsponse surface

sype crop forecasiing model (square model),

The 20 preliminary selected predictor variahles having
neximum absolute corrolation coefficionts with the yield
responge Y for fitting this Model 1(3) (3Y,64) werae 2500

Zgge Zgqr Zgoe Znpe Zhor Zhye P{oe Zi2e 2520 Y(12)2
Qa)2r Y1s)20 Y23)10 Y23)2° Y2s)2? Q("5)1' Q(ao)zv
Q(48)0? Q(45)2 raspoctively. ‘

The eighteen predictor vaﬁ&ablea to be included in tho
_ finsl erop forcecasting model, selocted through step-up
rogroosion technigques, wexroe 259P 231, 1, zsﬂ, 25@, 51'
Zyge Zha 2820 QQe2)20 Ysa2r A1s)2r W23)1e Yas)ze
_ Q(35)1._Q(35)2, ﬂ(45)0 and ﬁtdﬁ)z'rgspoctively. The least
square estimates of the regression coefficlents foxr these
cerresponﬂinﬁ predictor variables, along with their stendard
doviaticons and computed testatistics, were presented in
Table 10. From Table 10, it was scen that all the rogregsion
coofficicnts of the scecloctod predictor voriebles, except that
of throe prodicter variables, viz, ZéO? ?'12. Q(iQi?’ Q(Sﬁ)i'
and Q(45)2; vore etatistically significent at O level of
gignificance, The a2 and ﬂg woro found to be 079149 and
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0,6961 respectively end R? valuo was also significant ad
&% lovel and 1% lovel of significance, but not highly slge
nificant, But, on the basis of ﬂg,.this forocasting model
was not setisfactorily adequate and reliable for future use
. 4in predicting the coconut crop yleld in advance of ha;vest.
Therefore, the performance of thils féxecastimg model should

bo judged from the other cpiterion measures.

The final funciicnal forms of crop forecasting Model -
I{3) (3v,6M) fitted through steperegrosslon technique was

gilven as followss

Y = «1022,3600 + 85,2923 250 4+ 85,9060 Zsﬁ + 40,3168 251
+ 040006 2§, 4 4746328 ZYy = 0,6T13 Z8y = 0.0915 U409,
- 13,8868 Qrpqyp * 649058 Qqanyq = 704725 Qrony,
= 0,212 Qrgeyp + 001792 Qqgeyo
_Tho functicnol forno of the predictor verlables ineluded
in the above crop forecasting Model I(3) (3V,&l) were defined

in terms of original weathor varlables and thelr corresponding

wolghts in soction 3.3.1, henco not reproducsd here again,

Gei2e a&g&&ﬁ&% ol anniveds Yor the foracasting Moda!

This forecasting Model LL(1) (3Y 6éM) camo under the
categcxy of genezal forecasting Model II doveloped in
sestion 3.3.2 (oguare root rodel).



110

The 20 proliminary eelected variables having maximm
abgolute correlation coofficients with the yield reoponse
Y for fitting tho Model 1I{1) (3Y,6M) were Zgn0 Zgge 2340
Zage 23p0 Zpge 2390 ZBor 2810 Hee L2 Y1320 YU29)0°
Uaz)te Yas)or Ysa)1* Y(3a)zr Yas)ar Y(as)p 8nd T ros-
p@aﬁivelv.

The seven predictor voriables to be included in the
final crop forecasting modol, selected through ste#-up TeGre=-
soion technique, wore 352, Zéa. 250' 2%1, gég;.ﬂ(ggja ang
_Q(35)2 respoctively. The least square estimates of the
rogression coefficlents for these predictor variables, along
with their stondord deviations and computed testatistics,
wore presented in Table 11; From Teble i?. it was found that
all the ;egression coofficionts wéxe highly significant at

56 and 15 levels of significance respectively. The &2 and

a
a

ver# highly significant even et 13 level of gignificance.

RS wore found to he 0,8893 anz 0,99217 end R% values was
Theroforae, on the baslis of RQ and Rg, the adequacy of £it
of tho crop forecasting Model II(1) (3Y,60) is very highly
satisfactory and consequently this crop forecasting model
choulg be asclectod as the “best” crop forecasting model to
be uscd in predicting the ceoconut crop yicld in edvonce of
hazveost '
The final functional form of the crep forocasting

Hodel II{1) (3¥,Er) developed through step-up regrossian

procedure wag given os followss
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Table 11, $ﬁép-u?1f9;ressiﬂa analysis‘faz crop forecasting

Model
3 years with Gemonth poriod

1) (3v,60) (offective crop ecagon of

Variogbles Regresgion , Standard

Computed

selocted Coofficiont Eotimate CRLOY tevalue
240 oo 645,0530 24,1940  26.7086%%
249 bag 16,0323 0,7377  23.7320%%
z8o byq 142749 0.6385  -21.7932%%
Z beq ~0.1046 040131 =649272%%
zss be 16,1382 0,3600  =28,0014%%
Qa3)0 S(oa)g  =12eB148 0,5715  =22,4231%
U 28)2 9(3m)2 0.0015 0.0004 3275007

5= 26 B%=0,9893 Ao = 0,081 iﬁ@ = =G765.4000

£(0,035,18) = 2,101 at 3% : £{0.005,98) = 2,878 at 1%

2% = Significent at 4%



Y = - O765,4000 + 645,0530 252 + 16,0323 3'30
= 12749 Z's4 = 0,1046 28, = 10,1392 2§,
= 1248140 Qrpg)q + 040015 Upaeyy
The functional forms of tho prsdictor wvariables
included in the above crop forzecasting Sodel I1(1) (3V,64)
were defined in toxms of original weather variables and

thedr corresponding heighis, hence not reproduced hore again.

Thls forecasting model I1(2) (3Y,&1) belonged %o tho
femlly of general forecasiing Meodel Il devoloped in soce

tion 3.3.2 29 squore root model.

The 20 preliminory seleocted predictor variabloes hoving
marxinum absolute corrolation coefficlents with the yiold

rocponse Y for fitt*ng :his modol wore 530,’ 310 Zsqr 2509

Zoge Zoe Zhe Har Yagyer Ya3yre Yaaor Y1s)00 Yaa)er

Qeza)or “(23)00 Ya3)10 Y(ag)or Yasjor Yas)o ond T reoe
pectively. '

Tho five predictor veriables to beo included in the
finol crop forecasting model, selectod through step-up
regraesgion tochnigue, wore Zn“ 250 .52, Q(14}0 and u(45)0
Tecpectively. The least squaze estimotes of the regrossion
coefflclonts for thoe coerrosponding prosictor variables, along
with tholr stonderd deviasions and compuied t-gtatistics,

wore preosented in Table 12, From Table 12, 1t was seon that
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Table 12, step-u §ressian analyals for the crop forecasting

Maﬂel

(3v,a) (effoctive crop season of 3 years
with &-monﬁh p@riod)

Variablog Regresadon Stondepd  Computed

selected Coofeiciont Eotimate eTTOL t-value
z,,, ons 303,0749 71,8260 442106
Zéa b52 ) ~4,9425 1.1638 =d} o 2469
Q( $4)0 ﬂ( 14)0 - =0,0039 6.0014 -2 7T
Q48)0 (450 0.000906  0,000036  2,9444%
s © 26  R°= 0,6889  Ro = 0,6104 A = ~4177.6900

£{0.025,20) = 2,086 at 5%

ﬁ(ﬁqﬂﬂﬁ, 0) m 2,845 at 1

% o Significant at U 64
*% = aignificqnt at 1%



all theo regrassion coefficients of the selected predicter
variables were gtatistically signifiéént at &% levele The

R and Rg values were found to be 0.6883 end 0.6104¢ ﬁ2 value
wao aﬁgnificaht at 5 and 1% leyels of aiénﬁficance TOSHRC.
tivoly. But, on the baéis of A2 ond Rg, adequacy of fit

of this forecasting Model 1I(2) (3Y,64) was not satisfactorily
and thevefore, this model should not be selected as the thoot!
" model to be used in predicting the coconut czop yleld in

adyance of harveot.

The fincl functional form of ¢rop forecasting Model |
11(2) (3V,63) fitted through siopeup Tegrogssion technigue was
given ac foilawsc | |

¥ = = 4177.6900 + 303.0740 Z;, = 0,4233 z4,

| 4,9435 Z§y = 0,0039 Qrqayg + 040001 U gayg

The functional faré of the predictor variables included
in tho abhove crop forecasting Hodel II{2) (3Y,oM) were
defincd in toxms of the original weather wvarlables and their
corresponding welights in soetion 3+3.2, honce not roproduced

here again,

4.149 . !

" This crop forccasting Model II(3) (3¥,6M) come under
the genoral forocasting Model II devolopod in section 3.3.2
ag the sguare oot foroecasting model.

The 30 proliminary selocted varlebles hoving maximum



115

abigelute correlation coefficients with the yield response
© Y for fitting this Model 11(3) (3¥,6M) were Zggs Zugs Znge
Zaor Zgge Zhge 2810 2840 Z3p0 Zdae Qeq)ee S(23)10 Yo3)2
Qeasyar Yag)2e Ussyir Yasyer Y(az)or Y(4g3)2 ond T £oo-
pectivelys , ' ‘

The seven predictor variables to be included in the
final crop forccasting model, selected through stepe-up
pegrossion technigque, wore 250, 252, 250’ Zéi’ 2529 Q(ﬁﬁ)?
and Q(35)1 regpeetively. Tho loast square ostimatos of the
rogrossion cogfficients for those corresponding predictor
Avariables, along with th@ig standard deviations and computed
twsgtatistics, were presented in Table 13: From Table 13,
it wes seen that all the rogresslion coefficiants wére statice
tically significant at 55 level of cignificances The A® and
HQ

a
the R

values were found 20 be 0.7594 and 00,6698 respectively,

2 value was significant oven at 1% lovel of significance.

- _
2 and Rg,-adequacy and £it of this

But, on the basis of B
Hodel I1(3) (3?,&3) was not satisfaoctory and reliable end
thaereofare, this madel chould not he seclected as tho "best”
madel ¢o bo usod in pnedictimg'the coconut crop yleldd in
advaneg of harvest.

The final functional forn of the crop forocasting
ffode) I1I(3) (3¥,5M) develeped through stepeup rogression
tochnique was given as followes

Y = 3765.6200-§ 48,4009 350 + 2273370 252 - 0,9281 2'50

+ 061205 233 = 4,1367 28, = 044985 Qqpgyq + 040413 Qg4



116

Table 3. Stepeup rogression analysis for the crop farocasting
T Medel 11{3)} (3V,61) (effoctive crop seagon of 3 years
with G-nonth peried)

-

Vaziables Regression | Standerd  Computoed

gelected Coofficient Eotimato CLror tevalue
Zeo Oy 48,3005 20,3350 2.3002%
Zg By 227.3270 7265120 3.1307%%
Zéﬁ b50 =i}, 8281 0.4037 oy 2G00%
‘;1 bgy 0,1209 0, 0541 242274
Z'%s L wd} o $267 11214 =3 ST
2(23)1 I 23)1 -Q.4955 9.1946 -?.5&62*
Q(35)1 9¢35)1 0,043 0,0133 3, 10538

5 = 26 a2 =.0,7594 R2 = 0.,6658 Ay = 3768,6200
£(0,025,18) = 2,101 for 5% £(0,005,18) = 2,878 for 1%

¥ = Signdficant at 9%
&% o= Significant at 1%
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" The functional forms of the predictor veriables included
in the above crop foracasting Model II(3) (3Y,&1) were dofined
in terms of the original weather variables and their corzege
ponding woights in oection 3.3.2, hence not reproduced here

agaln,

. -Prom the above twolve crop forecastlng models, fltted

through stepeup rogression technique, the "best®, the most
efficient, adequate and promising crop forecasting models
which would serve our purpose of predicting the coconut crop
vield in advance of harvest woro selected on the basis of
criteria functions discusged in Ghapter'III. The criteria
measures employed in tho sglection, were mosn gguare error
(#SE) or residual rnean square (RMS), squared mﬁltiple corro-
lation coefficient tﬂg), adjusted pe (hg). total prediction
yapiance (Jx)' p;ediction mean square error (MSEP), average'
estimated variance {(ARV), Amomiya prediction critezien (APC},
and Alieike information criterion (AIC) defined in section 3.8
of Chapter 1IXi,

The cdombined ANJVA $obles for all the grop forecasting
nodelo to Lo selected on the bapis of (kean square errors (LISE)
and computed (observed) Faevalues were presented in Table 14.

Additionaliy. the tabular Fevalues at 5% and 17 levels of



Table 14. Coubined ANOVA Tebles for all the crop forocasting models Fitted through step=up
rogression procedure

7

Hodel Total Regraession | Raéiﬂﬁal(error)' Camputod Tabular F-value

af  SST df 5@ MSR af  oSE pgg  E=valu® ai 5 at 1R

1(1){av,34) o5 1290.1676 11 1156.0147 105.0923 14 63,9520  4,5109 23,2073 2,56  3.80
I(2)(F7,3:) o5 1212.1676 13 1014.3474 78.0267 12 204,8202 17.0683  4.5714 2.64 4.0
- I(8)(3t,am) 2% 1219,1676 10 1140.9929 194.6993 5 72,1947 4.8116  23.8378 2.55  3.80
I2(1)(3, 343 25 1219,1676 14 1115.8603 79.6900 111035073 9.4098 8,4689 2.70 4e21
1Z(2) (3, a4) 25 1219.1676 1116.8799 106.1466 19 102.2882  5.3836 34,9767 263 3.94
11(3)(3v,3) 25 1219, 1676 1003,6014 111.7435 16 213,4763 13.3423 8.3752 254 3,78
1(9) (av,en 2% 1219,1576- 1023,3699 129.9212 17 192.7977 11.5175 © 11,1066 2,55 3,79
I(2) (av,en) 25 1219.1670 1017.5173 1279897 17 201.6503. 11,8618 10,7226 2.35  3.79
1({3) (av,en) o5 1219,1676 18 1995.4164 61,9676 . 7 1037512 14.8216 4.4809 3,47  G.21
11(1){av,6M) 25 1219.91676 7 1200.1225 172,3032 18 13.0451 0.7247 237.3450 2.%8  3.85
LI(2)(50.@8) 25 1219.1676 &  839.1531 167.5306 20 380.0145 19.0008 | T 8.8329 2,71 4.10
1L(33{(3yY . 6e4) 25 1219.1676 925,8350 132,2622 203.,3317 16.2962 2.1161 2.98 2,85
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significance wore also provided in Toble 14 for haondy rofoe
rence in the test of overall significance of crop foreCagte

ing modiols and the significence of RQ respectively.

From Table 14, it woas seoen that the crop forecasting
models hoving the smallest values of MSE and the largest
valuos of computed (observed) Fevalues were tho Model I(1)
(3Y,3%), Model I(3) (3v¥,34), Hodol II(2) {QY,SM) and
tlodel II(1) (3V,0M) rospoctively. Finalliy, these four
. forecasting models were selected as tho 'host'® ones on the
basis of other criteria functions clso. The alebozate dige
cucsions on the selection ef forecasting models were pre.

sented in Chapter V.

Tho othor criteria measures computed for sall the crop
forecasting models fitted through otepeup rogrossion teche-
nique were prosented.in Table 19, Computed Fevalugs were
aléo included in the Table 13 for the puspose of convenilence
of the reader in selecting the 'hoest' and most 'officient'
cxdp forecasting models on the basis of all the criterion
functions and measures from the same table and for the cone
veni@ncé of comparing and judging simultancously the degree
of ell the eriteria meacuros on the same lino for @ particular
CTOop foxecaetiﬁg-medel. The elaborato discussidnc on the
selection of the 'best! forecagﬁing nodols on the basis of

" these eriteria moasures wezre given in Chapter V.



Teble $5. Computed eriteria messures for all the crop forecasting models fitted through stop-up

regrossion proceduce

—E&Geiel

315 F R2 ag S LISEP AEV AEC AIC
T(1)(3V,34) 4.330% 23,2073 0,9492  0.9075  171.4154  9.0084  2.0819 6.,5929 70.9049
T{2)(IY,31) 17.0683  4.5794  0.8320  0.6500 682.7314 40,2085  9.1906 26,2590 - 94.0079
T3SV, 38)  4.8116 23,8378  0,9408  0.9013 | 172,0298 . 8.9226 240357 6.8474 74,6825
IE(1)(3Y,31) 9.4098  8.,463%  0.9151 | 0.8070 . 395.8010 24,4203  5.4287 14.8395 89,9963
II{2)(3Y,3%) 5,3336 34,5767  0.916% . 048896 - 177.6080 7.7648  1.4494 6.8330 -67,4986:
TE(3)(357,3) 13,2423 2.3792 0,824 0.7264 4803214 23,0524  5.3317 18,4739 '8?.5@35_
E(1)(¥,60) 11.5175 11,1066  ©£,8394 . 0,7633  403.1118 18,6852  3.9868 15,5044 l8ﬂ.1@8ﬂ.
1{2)(N,64) 11.8618 10,7226  0.8346 . 0.7368  415.1628 19,2469  4.1060 12.9678 '84.3@69_
1(3)(aV,61) 14,8216  4.1809  0.0149  0.6061  666.0708 64,1318  10.8312 28,6528 9642309 |
IT(1)(5Y,6M) 0.7247 237.7490  0.9803  0.9651 54,6376  1.1067  0.2220  0.,9477 34,3298 |
IT(2)(av,61) 19,0009  8.83%4 0.6583 0.6108 - 403.0022 U5.9666 4.3848 23,3655 88.5324 |
II(3)(3V,E1) 16.2062  8.1161 0.7504  0.6638  S54.0704 24,8867  5.0142 21,3104 08,2468 '

(173 1
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Ag die::ussed in gection 3.9 of Chapter III, tho effoet
on the coconut crop yield of a change of one unit in gth
weather vaviable of wth peniod, denoted by x&w’ with any
agsumed level of other weother variables xjw {i¥3) could bo
atudied by the partial derivative of yleld response Y in
the coxrosponding crop forscasting medei with reopect to
Xy, £0r L= 1,2,3,4)5 80d W = 1y2,3, eesdsasas 12 TOSPOC-
tively,
de16e1e Z5EQ

At first theorotical {algebrals) functioﬁal fozm of
erop forscasting Modol I(1) (3¥,34) selected through step
up regzessi&n was worked out. The partial derivative of
vield rosponse ¥ with roespect to-xiw for 1 = 3.é,é.4,5 wore
obtainea ags followst

)’a‘i' g
axiw (12)0 *ow

n) &Y

C—— i 3 : 2
3"2::: = 9(12)0 tw {9(33)0 * Woag) W 9(23)2:1 Y

3) v
igz;;== agq * a32w + 2wb31 Koy + [é(gg)d* Wi(23)4
+ W'gtzs)aJ Xow ¥ [9(34)0"’ ¥ 9(3412] X aw

~
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) gy

— = gmc*“g 4%
. [( ) (38)

)d\' )
ax & 2bgq Ry +u ' 9(asyt Xaw
S

The perlod-ivise eoffects of change of one unit in weather
'baziables on the coconut crop yvield under the forccosting
Heded I{1) (3V,31), at tho assumed level of average of all
five weather voriables for - all the twelve 2-month perlods
(scasons) were depicted in Toble 16, Elaborate discussion

'was pr@oented in Chapter V.

4.16.2. Gifect of changes jin woather vapighlos op the ¢acor
LOR. o the crop foragastin Fodol 1(3) (3Y,31)

As in scection 4.16,1, the algebraic functional form of
the forecasting lodel I(3) (3¥,3) fitted through step-up
regression techﬁiqué was worked out., The partial derivatives
of vield response ¥ with zecspect to the original weather
variables 1nvo;ved in the foreecasting model wore obtained
as followss

n & ay _2b1 .:,u(:a)xm [ ) ” é) (sgg:lxg“’
”dxiw 1

2) oY

8
22 2 901230 , o 2
= o T{0) + [ + 519%9 :[
dxgw ﬁgﬁr 2& 10?5?‘ ¥1
+ 8(23)2 . #°(3) X,
%é;i%ﬁ“' (zagw 3




123

. Table 16, Porlod-wige effcet of change {increase) of onc unit
in o weather vorlable on the coconut crop yields
under the forecasting Medel I(1)(3¥,3M) at the avew
rage lovel of weather varlables

w oAk, Wk, Wk, Wk, Qy/élﬁw
K 0.,0079  =13,9673 13,3650  =6e8417 «0.1459
2 0.,0079 14,5773  7.3044  =6.65823 =0.15T71
3 0.0079 15,3319  2,3208  =6,3368 ~0.1643
4 0.0079  ~15,4300 ~1.5856  ~5,8949 =0,1714
5 00070  =14,8745 «d,4148  «D5.3260 =0,1786
6 000079  =13.6625 <6,1660  ~3,6326 «0,057
7 0,0070  =11,7930 =0,8419  «3.8121 =0,1929
8 0,0079 wDo2720  =0.4398  ~2,8634  ~0,2000
9 0,0079  =6,0036  =4,9606  =1,7923 =0,2072
10 040079 w2,2596 =2,4042  =0,5032 =0,2144
19 00079 242299 14,2203 0,7323 =0,2215
i2 0.0079 Te3T40 59399 2.1839 =0,2297




4) av

B 2
2 2 (2
o (2 "Tg{1) + Exaw]'%siﬁ)* g .n(v )
n n,
where D, (k) = E‘ rigi‘): Ry(k) = 21 reu(2)s
ws W

. n
T, (k) &>  £5(3
13 % .(1:jgw

The poriodwiso offects of change (increase) of one .

unit in cach of the weathor voriables Xiw' Kot Ko xﬁw on
the coconut crop yiolds at tho assumed lovels of avorages
of woather variables for all the twelve 3wmonth periods

. (seasons) were shown in Table 17, Elaborate interpretations

and discussions wore presented- in Chapter V.

4.16.3. .

Ag in scction 4.16.1, the partial derivativos of the
yield response ¥ with rospoct to the original weathor varioe
bles involved in the fitied foraecasting model were obtained
as fouowsz |

1) ks [(23)0 3w * 9(25)0 "5 J
3‘3‘4‘13{2; w

av
2 .
2 T gy .F'L 1 ¥ Eﬂ??'{ I:b:ao" 9(23)'0 Koy 9(34)0"3%]

3) i msggi— I(34)0 [.sw /x4wjlyﬂ
ax«m 0
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Teble 17. Porlodewise offcect of chamge (increase) of ong
unit in a weathor variakle en the coeconut cro
viclds under the forecasting [Model I(G)(S?,EM?
at the average level of athor woather verlables

v 185/axﬂw E%/%hﬁw jayq%Qﬂv dag/éxﬁw
15 0.0066  =3.3513 -1:0822  =3.4414
2°  =0.0275 ~2.0344 «0,8858  w6,0207
3 =0,09508 —2.9745 =0,0613 «3:1493
A =0.0008  =7.0131 -0, 0221 «0.5591
6 m0,9973 =3,0004  =1,1877  =3,7491
6 =0,0226  =1.4343 246723 w0 0547
7 =0,038% -4.,8@45 =0,0008 344549
5 ' «0.023 ~1.1{22 «0,0613 =5 o 0279
9 0,071 -3,2652: -1,5337  =2.7394
10 =0, 0716 | -5,3339 =2e 6723 Do 3414
11 =0, G706 -;.9393' -0.0613 i, 8323
12 =0, 0261 -ni.ﬁéﬁﬁl w(ly DOZD -3 4 6960
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Bv

"ax"'""a = bgg * 6(29)0 2 / 211 X
v

where ma'z By ml = n(n+1)/2 respectively,

The poriodwise offects of change (increase) of ene
unit in oach of the weather veriables Xowyo xsw’ xéw and KSW
on the coconut crop yields (averago nuts per bearing troe
- per half year) at the ascsumed lovel of averages of other
ﬁeather variablos as shown in Table 1 were presented in
Teble 18, Elaborate interpretations and discussions were

nade in Chapter V.

4e1644, Effo

As in gection 4,16.1, tho partial derivatives of the
vield response Y with recepect to the original weéther‘varia-
bleé involved in the fitted forecasting model were obtalnoed

as followa:

av | '
1 2
’ 3 Ly %(23)0 [Xau / xszw]y
. av .
2) 1 2
a"aw = mcaw;'z _b ot 9(23)0 "' 8 8(35)2 "‘y :l

H ¥ _ - ag” + | bgg + byg + Bgg W° "L't’ﬂ]

aKSW | - _ e

2 y2
+ % O(am)2 (Ray /o)

Tho poricdewise offects of change (increase) of ono

unlt in each of the weather variables, viz., xgw. xhw and

Aew On the coconuf crop yleld at the aasumea levels of avee

rages of all weather variables as shown in Table 1 wore prée
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Table §8. Doriod-viise effect of change (increase) of one

Cunit in weather varisblegs on the coconut crop
yield under forccasting Modeld II(2)(3y,34) ot
the average level of the weother variables

w e, Ny, '81'/3}1: " 33/35{55,
t 1.9514 =3,3030 03449 35365
2 1,9514 ~2,7236 043441 w3e 5365
3 .9514 -2 2422 003441 35365
4 1,9514 =1.7607 003441 =3,5365
5 1,5514 w1 42793 003441 =3e 5365
6 1.,9514 =0.7078 03441 = 305365
7 1.9514 =04 3164 043941 345365
G 1.9314 .8, 1650 043441 ~3.5363
9 1.9914 006463 0.3441 =3¢ 5360
10 1.9514 124279 0e3441 . w3,536D
11 1,9514 1.6094 043441 =3,5368
12 1.9514 2,0908 043441 =3:5368

W L T ot



ize

presented in Table 19, Elaborate interprotations and GlGe

cussions wore made in Chaptor V.

The relevant complete data pertaining to the yield
roaponse Y (average ylelds of nuis per bearing tree pey half
year) and selected prodictor varlables for cach of foree

casting models were presented in Appondix Tablec.
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Table 19. Perlodewise effect of change (increase of onc
unit in weather varlables on the coconut czop
zield under forecaoting Hode) IX(§)(3V,4M) at

he avorage level of the weathew variablos

w

T

éhygksw

1}%Z335w

1 649078 84069 040548
2 «649076 ~B40920 0.2592
3 =6,9078 -2,0672 0.5033
8 “6,9078 ~3,0324 1.0369
5 =6,9078 ~79877 1,6202
6 649078 - ~7.0320 2,3330
7 -640078 ~7.8633 31785
8 «6,5078' ~7.7939 4.1476
9 ~649078 =7,7092 5,2494
10 549078 726147 6,4807
11 619078 «75103 748447
- =60 0078 743959 9,3322

O Laty
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CHAPTER V
DI1SCUSSION

Se1, Introdyctien

)

2)

3)

4)

In the'preaent,investigation'attempts waro nmadoe $o08

to davelop & sultadble and reliasble-statistical metho-
dology for the pre-harvest forecast of coconut crop
violds by cvolving different cmpirical-statisctical
crop=~wgather models using the;orﬁggnal and generated

weather variables ag predictor variablas,

to perform & comparative otudy of rolative offlciency,
adeguacy and porformance of each of these crop forece
caating models evolved aﬁd to solect the *best!, most
promiging and plausible crop forecasting models for the
purpose of future use in predicting the coconut crop

vields meliably in advance of hazvest.

to investigate tho offect and influence of changes in
woather variables on the yicld of coconut crop, based
on the crop foracasting models selectsd as the 'best!
fitﬁed models. -

to render auggestiéna and guidelines for furthor devew-

. lopment of statistical crop=weather models, criteria

for tholr selection, and relevant stagistical analysis.

~130=
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- The twalve crop foracasting modols were develeoped

under the effective crep season of 3 years with 3emonth
period and Gemonth peziod respectively. The two general
forccasting moﬂals.wéxe of tho squerc moedel apd squere root
medel, Under the square moda;. the complete secondeoxder
response surface typé grop forecasting msdel was devéloped.
Furthaer, under each general forecasting model, three diffo=
ront crop forocasting models were davelqbed giving the
d&fferenﬁ.weighﬁs to the w%athoz cffects on the crop yieldé.
fherefora,'the oix basic erop forecasting models could bé
developod under tho two goneral forecasting medelo, denoted
by Model I ong Model 11 in scction 3.3.1 and 3.3.2 of
Ghaptor I1I, Again, the above six forecasting mudels.vere
developed under the effective czop seasen of 3 years with
demonth end Bemonth period, Therefoxe,'tﬁe twalve crop
fozecaating models were discussed one after anothez. Howe
ever, it should be mentioned here that thero uwere very faw
investigations in coeconut crap.'which attempted to develop
crop forecasting models using sevexal weather varisbles as
in the precent study. The forecasting models for tho viclds
of coconud, develqped.so fazr, havé takon inte consideration
lincor offcect of only onc or two weather vaziables 2t a
tine or simulﬁahecusly, ercluding the interaction effect

of these weé%her variables on the ¢rop. In this investi-

gation, we hove tokem into consideration the linear,
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quadratic and interaction effecis of five weather veriables
on the crop yields at cach and overy perlod (geason)., There=
fore, unfortunately, we could not perform a reasonable
comparative study botweoep the present crop forecasting
models and the othor ocnes, Instead, we could carry out

only comparative otudy withip our fitted crop forecasting

models

Under this model the linear functlional relationship
of yicld response Y {avezage viold of nuts poex kearing per
half yoor) with the gunoroted weather pradictor variables
solecied through stepwup regression tochniques was presented
40 section 4,3 of Chopter IV. o -

This model I(1)(3V,34) produced 22 value of 0,9482
and RZ value of 0.9073, Therafore, 94.8%Z5 of the total
variance fgcm the mean in tﬂe yield rosponse Y was oxplained
by the prodictor varisbles in tho medela Hére. the ﬁg values
was also highly significent therefore, the regresslon equa=~
tion (crop forecasting model) on the predictor variables
was ‘alse highly significont on &% and 1% levels.

?&e ag and ﬂg valuos por predictor variable were
0.0862 and 0.0825 respectivelys On the basis of A® and RZ,

this ferecasting model wag very satisfactory in the adeguacy
and goodness of £t of tho model to the given set of data
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on. the selocted predictor varlables. Thoerefore, this

modol should be considered one of the 'bast' crop fore-

casting models,

Under the model, the linocar functional relaticnchip of
vield feSponse Y with the geonerated predictor variables
- fitted throujh ostopeup regression technigues was presented
in section 4.4 of Chapter 1V,

This foxecasting modol produced R2 velue of 0.8320
anad Rg value of 0,6500 respectively, Therefore, the model
could explain only 83,207 of the total variance from tho

2
R

mean in the respongse variable Y. Here, value was signie-

ficent at 1% . lovel of signifilcance, but not highly. On the

]
2 and Rg, the model was not satisfactory in the

bagis. of &
adequacy. of f£fit of the.madel to the given set of déﬁa.,
Since mony preaictor variables were emﬁloyed in the model,
its ﬂg value decrcased sharply to tho level of 0,6500,
Therofore, the RQ andg ﬁg per predictor ﬁaxiable ware 0,064

‘and 04030 reapectivelg.

Comparing foracasting Model 1(1) (3¥,31) and
Model E(2) (3¥,3u), the Sormer was much more officient ond
adequate in the fit of linear ?elationship vith the crop
viold Y. Elaborote coﬁparlson of these forecasting models

vere made in soction Se3.
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Undor this model ¢he linear functional relationship
of yleld response Y with the generated prodictor variables
aclected through stepe-up regiossion technique was proséntod

in section 4.9 of Chaopter IV,

This forecasting model preduccd R2 valuge of 0.9408
and Rg valuo of 08,9013 respectively,  Therefore the force
casting model could oxplain 94.08% of the total varlation

2 valug was

from the moan in the response variable Y. The R
also highly significant. On the basis of R? ond Ri, the
foreccasting model was highly sotlisfactorxy in the adeguacy
and goodneos of fit of the model to tho glven set of date

on the solected predictor varisbles, But this model cmployed
only ten predictor vazlable, The R? and Rg Yalucs DEr Pree
dictor variable wore 0,004) and 0,0501 rospectively in thio

model. On the basis of R, this model could bo considercd

as one of the *bost! nodels..

Undér this model, the linsar functional relationship
of yleld zospense ¥ with the generated predlector variables
oelectod through stopeup regresslion techniques vag presented
in scetion 4,6 of Chapter IV,

This forocasting modsl produced R? value of 0.915% and
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2
RE

could oxuplain 91.91% of the totel varience from the moean

value of 0.,8070 zespectively. Therefore, the model

in the resgponse variable Y, RE value was significant even
at 19 level of eignificance. The R? and- Rz por predictor
varisble in this forscacsiing modol wore 0,00%4 and 0,0576
respectively; Thio medel had uéed meny predicitor vaeriebles:
honce the NSt (regression meen square) docreaged and conw
soquently the computed Fevalue aloo went down shorply to
8,4660 which was not commensurate to its high R value of

2 is sasisfactorily

0,911, Theoreforae, eventhoush the A
high, on the basis of adequacy and efficiency, this model
would not gerve our purpess of predicting the coconut erop

vield in advance of the harzveot.

224 3. Mo ;_wéﬂLul_mea“ﬂ (effoct:
Qf ; u@&zg with wu,

Under this model, the linsar functional reletionship

of yleld response ¥ with generated predlctor wvariahles
selectod through siepeup pegression technigue was prosented
in section 4.7 of Chapter IV,

This model produced R2 value of 0.9?61!and ﬁg value
of 0,8895 rospectively., Therefoze, 91.61% of the total
variance from the moan dn the response variable Y was
auplained by the px@ﬁictor varlables included in the foro-
casﬁing model, Here, = volue was also hinhly significant,
Theraefozre, the crop forecasting model on the selected six

predictor variables was highly officient.
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Ail the regressien coefficients of the selected pre-
dictor variables vere highly significent even at 13 level

2 and Rg per predictor variable were

of significent, The R
found to be 0,1527 and 0.1483 respectively., Therefore
'this forecasting model should be meintained for the future
use ip predicting the coconut crop viold in advance of

harvest,.

Under this model, the lincer functional relationchip

0§ Vi@iﬁ reoponsa Y with the peedictor variables solected
through stop=-up Tegresslon tochnligue was presented in
geection 4.8 of Chaptoer IV,

This model produced RZ value of G.8249 and Ri value

6f 0.7204 rospectively. Ther@fbre, the variables in tho
model explained only 82,49% of the totsl variance from the
mean in tho yield resgponse Y, Hero, Rg was also significant
both at 5% ard 1¥ levols, All the reorossion ceefficients
of the selscted variables, except that of variable 9(23)2'
was significant at S% level. The a% and Rg values per
proedictor varlable wore 9;091? and 9.0857|reapectivelv.

On the basls of g2 valué39 this model oﬁp&ain&d loss varige
tion in enmparison to the provious models, honce not bo
considered for furthexr use in predicting coconut ylelds in

advance of harveot.
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Undor this medel, the linear functional relationship
of yield response ¥ with the selected predictor varilablss

vas prosented in sacition 4,9 of Chapter IV,

This model produced a2 value of (.8364 and ﬁg volue
of 047639 respectivaly., Therefore, the predictor variables
in the model oxplained only 83,94% of the total varionco
from the mean in the response vorleble Y. loxe, RZ wap
also significant at 5% and 1% levels, All the ropression
coefflicients of the predictor variables, wore significeont
at %8 level ofhaignificange. The &% and Rg values per
predictor veriable viere 0,1049 and 0,0939 respectively.
Therefore, on the basls of R® and ﬂg, this model was not
satisfactorily adequate 1nlthe fit of lincar relationship
with the selected pr@d;ctar variables; honce not to be

considered and maintained for future use in predicting the

coconut yields in advance of harvest.

Under this model, the lincer functional relationship
od yleld response ¥ with the selected predictor varicsbles
was prescated Iln section 4,10 of Chapter IV,

This model produced ﬂ2 value of 0.8346 and Rg value
of 0,7565 respectively. Therefore, the predictor variazbles
in the model oxplained only 83,4658 of the total variance
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froa the meon in the rosponse variable Y, Horo, RQ wasg
"gignificant at S lovol of gignificance. All tho regreassion
cocfficlents, oxcept éhat of tho varlable Zéip woro cignie
flicant at 9% level. The R? and R per pred*cﬁov variablo
wore 0.1042 and 0,0940 respcctively. Tharefsza. on the
basis of R“ and ﬂg, this model was not“eatisfactoriiv adom
quate in the £it of linear relationship with the selectoed
predictor variables; hence not' to be considered and malne-

tained for future use in predicting the coconut ylelds in

advanee of hoarvest.

Under thio model, thé lincar functlonal relationship
of yiedd response Y with the selocted prodicter varilables

- was presented in section 4,11 of Chapter IV,

This model produced RQ value of 0,9149 and Hg value of
06,6911 regpectively, Therefors, the predictor variablos
in the model ofplained 91.49% of the total variance from
the mean in the responsa varioble Y Here, it was found
that R2 wag significant at &% lewel and but not significant
at 1% lovel eventhough the model had high R2 value of
00,9149, All tho regression coefiiclents of the predicior
variableF, axcept that of the variables, viz. 2, AP
Q(iz)z' Qaz)g and Q(45)2, were significent at 5% levol.
The RZ and Rz values per predzctor variable were 0,0508 and
00387 respectively.
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Therefé:e. en tho bapis of R and Rg. this model was

"not satisfactorily adequate in the fit of linear relatione
ahip’with the selectod prodictor variables, hence not to be
considered and maintained for future use in predicting the

coconut yields in advance of harvent.

Under this model, the linear functional relationship

of yleld response Y with the scleocted predictor variables
was preosented in section 4,12 of Chapter IV,

Thio model produced Ré velue of 0,9893 and Rg value of
049851 reapectiveif. Thoreforas, the predictor variables in
the model oxplained 98,933 of the total variation from the
mean in the rosponse variable Y. The pe and Rg valueg per
predictor variable were else as very satlsfactorily hiéh
ag 0,1407 and 0.1318 respoctively. Here it was found that
Ra§a1ues-was satisfactorily vory hich and statistically
highly significant oven at 1% ievel of significanca, ﬁll
the regression coefficients were also highly significant
oven at ¥ level, Therefore, this model should be meintained
énd used in future prodiction of coconut crop yileld in the
experimental fiolds and rescapch stations, .

Under this model, the linear functional relationship

of yield response Y with the sclectod predictor variables
was prosented in gection 4,13 of Chapter IV,
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This model produced R® value of 0.6893 and ﬂg value

of 0,604 respectively, Therefore, the predictor varlables
in the model oxplained only 68.,83% of the total variance
from the mean in the response variable Y, Here, it was -
found thet R? was significant at 3% and 1% lovels and all
the regression coefficients wore also significant at 3%
levels The R2 and.ng
01221 and 0.1065 raspactivelv.

- valuos per predictor vagiable were

2
at

patisfactorily adequate in, the fit of linear relatlonship

However, on the basis of 32 and R,, this model was not
with the selected predictor variables, hence not to be
eonsidered end meintained for futuze use in predicting the

coconut yields in advance of harvest.

Under this model, tho linear functional relationship

of vield g@sponée Y with the selected predictor varisgbles
wos prosented in section 4,14 of Chapter IV,

This model produced R? value of 0,7594 and Rﬁ value

of 0.6658. Therefore, 75,9475 of total variance from the
mean in the responce varilable Y was explained by the pre-
dletor variables in the model, RE value wags significant ot
55 and 453 levels respectively and all the regrcssion cooffie
clents vere slso significant at 3% level. The R2 and Rg
values por prodictor variable wore 0.1085 and 0.0931 roge

pectively.
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However, on the basie of Ra and Rg, this model wan
not satisfectorily adequate in tho fit of linear relation-
ghlp with the sclected predictor variablos, hence not o be
¢onsidored and maintained for future use in predicting the

coconut ylelds in advance of harvect.

In the above discussion, we have introducsd a now criw
terion, viZe, “RE and Rg valuos per predictor varlable™ %o
e used In smelocting the flited forecasting modoils, If the
32 and Rﬁ valuog of the two forecasting models, which meae
sured the strength of adequacv angd goodnaess of fit of the
models to thelr corrosponding dadta sots, waere the same, we
ghould seloct the forecasting model with higher valucs of
r2

that wo should solect the forecasting model having the

and Hg par predictér vaoriable, It amounted to tha fact

emaller numher of predictor variagbles because such selection
would save and economize time, cost and manpowsr required -
to éallact the roqulred weather deta and to compute the
generated prodictor variahies to subsgstantlal oxtent,

Therofore, the four crop foracasting models, vwiz.,
Model I(§) (3V,3M), Model I(3) (3Y,3M), Model 11(2) (ay,M)
and Moedel 11(4) (3Y,64}, should be considerad to bo the
'bost® models on the baois of (1) computed R® and ﬁg and
(11) computed RQ and ﬁg per pradictor voriable selected in
fitted forecasting models,
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Comparative investigation ofefficioncy, adagquacy and
perfarmancé of the crop forecasting models fitted through
stepeup regrossion procedure and thoir final aelection-fox
the "best™ fitted and most efficlent forecasting models to
be uaed'in future prediction of coconut crop yleld was
carried out in @he following sections based on comparisen
of their analysis of variance (ANOVA) and other cxiﬁexia
neasures computed from the criteric functlions defined dhd'
discuosed in éection 3.8 of Chapter 11I,

De3dite Compapigon and celoction of fitted erop forecasting

medels on the hasis of ANOVA ond its relatod messures

...... 4.7 AT

|  ANOVA Table for all the crop forecasting models fitted
through step-up regression procedure was presented in
Table 14,

From the msan square error (MSE) column of tho Table 14

for each of forecasting models, it would be zeen that theo
forocasting models having the smallect values of MSE wore
Model 1(1) (3v,34), Model I{3) (3V,3), Model 1I(2) (3¥,31)
~and Model I1{1) (3v,64) respoctiveliy.

The HSE in the ANOVA Table 14 was the peme as residual
moan squares (RM3) discussed in Chapter 1il as a sritorion
functlon to be used in selecting the "beot"” fitted regrow
selon equations, HMS 88 a measure for Judging adequacy
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“af‘ﬁié of a forecasting model, Therefore, on the basis of
the MGE or RS ¢ritorion, the above four crop forecasting
modele would be celected as the 'best' and méat promising
crop forecasting models foxr the purposo of future use in
predicting the coconut crop ylelds especially in the region
of Pilicode, Conaequently,'the 1linear functional form of
theag forecaating modols with their respeciive prodictor
varliables would be canéidezed to be satisfactorily adequate

to deseribse and explain on the response variabloe, coconut

czop yvield,

. conpyted Fevalue

In order to select the 'hest' ecrop forecasilng modols

_on the basis of criterion of computed (obeorved) Fevalues,
some ppactical guldelines In selection of regression equee
tione, as'explained in Appondixz 2C {How significant shonld
my regression bey) of Draper and Smith (1981) was reproduced

here for handy reference.

“Por a ygeful as distinct from a gignificant regression,
the observed F=value for regression should exnceed the usual
percentage point by @ muléiple seecess In summazy, it is
clear that an:observad Fevalue must be at least four o
Limes the usual percentage point for the minimum lavel of
proper representation®,

From Table 14, it could be seon that all the exop

forecasting models were statistically significant at 5% level
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of oignificance on the basis of overall FQValue. It was

algo clear from the Table 14 that the forecasting models
having the highest values of computed (observed) Fevaluc

were Moded 1(1) (3¥,3M), Hodel I(3) (3Y,34), Model 1I(2)
(3Y,34) and Model IL(1) (3V,6M) with thelr computed Fevolues
2342973, 23,8375, 34,9767 and 237.7490 respectively, Fur-
ther the ratio of these computed Fevalues to their correse
pending tabuler F-values were found to be 6,04, 6.27, 8,78 and
61,75 respectivoly at 1) level of significsnce and 9.10,

9439, 13,15 and 92,15 respectively st 5% level of signifi-

Canca,

Therefore, on the basis of 'ygsefulness' rather than
‘statistical eionificance® of crop forecasting models, as
expounded by Droper and Smith (1981) in the above paragraph,
these four forecasting models should be sclected as the most
ueéful (best) crop forecasting models for future purpoce of
predicting the coconut crop ylelds based on woather variae
bles in advence of harvest,

It was interssting to note that the crop foraeasting
models selocted as the 'best'! fitted models on the basis
of two criterla of mean square erzor (MSE) or residual
mean square (RMS) and computed (observed) F=values were

exactly tho same,’
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Eight difforont,ciiteria functions wore also made use

of In: comparing the twelve forecasting models to aeloct
the 'bost' mociels suited to the siiuatién, over and above

the comparison on the basis of ANJOVA,

| Table 15 showed the ¢ritoria measures computeq'for

each of crop forecasting models fitted thropgh stop-up
ragression procoeduras  The computed criteria meaehres sﬁown

in Table 13 were residuzl mean squares (R!53), square& nultiple
correlation coefficiont (82), adjusted squarod muliiple
correlation coefficient (Rg). total prediction variance (Jr}.‘
‘prediction mean square error (MSEP), average estimated
varisnce (AEV), Amemiya prediction'criterian'(APC) and

Akaito information criterion (AIC). '

1) Selc

On the basio of RMS criterion, the crep forecasting
models having the smallest values of RS wore the same as
the modele selected as the 'host' fitted modele based on
MSE criterion in section 5;3.1 because RMS and MS? were
equal in value, but only different in torminology. Thore-

fore, it was not discussed here again,.

11) Selection on the basis of A®

On the basis of criterion of gquared multiplo corree -

lation coafficient (RQJ. the crop forecasting models in
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Table {5, whose R® values wore satisfactorily high and
gréater than 90% werée the forecasting Model I(1) (3Y,3M),
Model I1(3) (3¥,31), Model II(1) (3Y,3M), Model IX(2)(3Y,34),
Model 1(3) (3V,6M) and Model II(1) (3Y,G4) with their
corresponding R2 values of 0,9482, 0,9408, 0,9151, 0,9161,
049149 and 0,9893 respectively. |

Therefore, on the basis of 52 critorion, the above
gix crop forecasting models chould bo selected as the 'best!
modele in tho sense tﬁat,they possossed the "highoet'strengtht
or ‘adequacy*® of fit to the given body of data, From Table 15,
it was also found that all the R2 values wore statistically
slgnificant at 5% level ond also at 1% level of significance,
with the excoeption of onlj'nne nodel, viz, Model I(3)(3Y,6M)
oventhough it had R2 value of 09149,

11i) Solect

‘Since the statistical significance of RZ would not
give a true picture of odequacy of the crop forecasting
modols, we should continue the search for the 'hest! and
most promising models on the basis of other e¢riteria moae
sures which were compatiblo ﬁiﬁh our objectivo of predié-
tion of crop yleld and appropriate to our system of‘diffe-
rent models with different sel of data éa praedictor variables,

On tho basis of Rg criterion, it was seen from Table 15

that the most promising crop forecasting models whieh wore
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having the higheét~va1ues of Rg wore the some as the four
models selected in section 5,3.1 as the *best! ones on the
basis of AMS criterion and computed Fevalue criterion,

In the criterion of RS, an adjustment has bean made for
the corresponding degrees of freedom of the two quantitles
55E and SST (correcﬁad), the idea being that the Rg noasure
¢an ba used to compare regression aquations fitted not only
to a opecific gset of data but also two or more entirely
different sot of data (Uraper and Smith, 1981}, Therefore,
selection of tho 'beat! crop forecasting models fitted to
the different sets of data on the different prodictor varia-
bles included in the differont form of crop forecasting
models on the bagis of 92 would bo more appropriate and

! compatible with our conditions of different modela ang data,

iv) §Eﬂ&uﬂLJHLJELiﬂELIRﬁﬂﬁLﬁi;Qr

On the basis of totel prediction variance, the crop

forecasting models 1n'Table 15 having the smalle§t values

of total pradictiosi varienge (J,) wore the Model I(1)(3Y,3),
Model I(3) (3V,3M), Model II(2) (3Y,34) and Model IL(1)(3Y,&M)
respectively, These forocasting modols wore the same as the
four models solected on tha basis of RMS criterion and Ra
criterion, Thorefora, celection on the basis of the total
prediction variance (J ) confirmed the previoua results with

respect to tho selection of forecasting modols,
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v) Selection o i HMSER

On the basis of prediction mean square error (LISEP),
tha 'best! c¢rop forecasting models selected from the
Table 13 were found to be the models having the sémallest
values of MSEP, viz, Model I(1) (3Y,3M), lodel I(3)(3v,31),
Hodes 1I(2) (3¥,34) and Model IZ(1) {(3v,eM) respectfvoly,
vhich were the same as the above four models solected on the
RMS, Re '

a
tives of developing crop forecasting models in the prosent

and Jr criterion, - Since ono of the primary objece

investigation was the prediction of coconut crop yleld 4&n
sdvance of harvest, selection for the 'best! ¢rop forecasting
on the basis of MSEP criterion would be more meaningful,
appropriate, reliable and éompatible with our objectives of
this atudy,

vi)

On the basis of average estimated verisnce, the c¢rop
forecasting models in Table 15 having the smallest values
of AEV wore the Model I{1) (3v,34) Model I(3) (aY,aM),
Model II(2) (3Y,3M) and Model II(1) (3Y,&4) respoctively,
Those models were the same as the four models selected on
the critoria of RMS, Ri,'Jx and MSEP respectivoly. There-
fore, the average estimated variance (AEV) confirmed tho
provious raesults,

vii) Salaction on the bnsis gf APC

On the basis of Amemlya prediction eriterion (ARC),
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tho forecasting models having the omallost volues of

avorage predliction variance were the same as tho models
solocted on the basis of above criteria functions, Thozo=
fore, selection on the basia of AFC also confirmed the pre-

vious results with rospoct to the selection of the fore-

casting models.
viii) Selection on the basio of AIu

On the basis of Akalike information criterion (AIC), it
was also gseen that the forecasting models having the smallest
values in the AlC column of Table 15 wore tho samc fore-
casting modols selected on the basls of other criteria fun=
ctions. Thorefore, the soloction on the basis of AIC alseo
confirmed the previous resulls with respect to the gseloction

of forecasting mcdels.

Here, 1t was found that the above four crop forecasting
models always overlapped in any selection based on eny crie-
torion measure dlscussed sbove. Therefore, it was finally
decided that those four crop forecasting models wera the
*best! and most 'promising,; plausible and officient'! fore-
casting models which highly satiasfied our objoctive of PLEw
diction of coconut crop yields in advance of harvest, It
was also highly recomnended to msintein and utilize those
crop forecasting models for the purpose of future uso in

prodicting the coconut crap yields in advance of harvaest
|
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oapecially for the reglon of Piliccde and to trv these -
forecasting models -in other different placea'in order to
investigate predictive power and valldity of the models,

De4e Effect of woathor changes on the coconut crop yield

nger the *beott ¢rop forecasting models nelgcted

Here the effect of chenge in a particular weather
variable on the coconut crop yleld was studied in term of
the rate of change in the coconut crop yicld for a change
of one unit in the woather variable when other variables
were kept constant at thelr average levels, Thorefore,l
mathematically, the effect of change in weathor variable on
the crop yicld 1s a partlal derivative of yleld response Y
with réspect to thé woather variable under study, The
pertial derivatives of Y with reepect to the woather variaw
blos included in the ;best' four models were shovn in
86Ct1ons 4,15, 1=4,15,4, '

Dedels

From the five partial derivatives computed in sec-
tion 4,15.1 of Chapter IV it was noted that offact of X,w

was constant which showed that the effect of change of one
contimetre in total ralnfoll on the coconut crop yield was
uniform over all the 12, 3=-month periods covering effective
cxop seascn of 3 yoars (36 months)., The offect of Ko Wae
& linear fupction of w, whilc. all the othor partial deri-
vatives viere parabolic function of w at assumed level of

other weathor variables,



151

| From Tsble 16, it was noted that the effoct of change
(increase) of ono ¢m in the total rainfall on the coconuﬁ
yleld was constant for s8ll the porleds w. For other three
variables viz., sunshine hours, wind velocity and transformed
rolative humidity, the effect of one unit change (increase)
in these weather varliables on the coconut yleld response wae
negétivv upfo 10th period or season, From 11th period
onwarde the effect of these woather variables ghowed positive
response, Dut, when thls was taken conversely, offoct of
unit changes (docrease) in these weathexr variables showed

positive response on the coconut crop yieid.

For example, an inercase of ong hour in bright cune
shine hour (xg) above its average at 11th perlod or season,
assuming other weather varisblas to be constant at their
average levels as shown in Table 1, increased the yield
rasponse Y of average nuts per bearing troo per half year
py 2,2299 3 nuts and similarly 7.37 8 nuts for 12th periocd.
Ho@err, it would be practically impossible to control and
kaep_other variasbles at tholr average level simultaeneously

for ocach and every period,

S ede e

From the partial derivatives computed in section 4.15.2,
it was noted that the effect of change in weather voriable
at each periocd were always changing because the corrclation

coofficients of ¥ with the weather variable were also
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chenging from one perlod {ssason) to aenothers Due to
diffcrence in formation of weight functlions given to the
weathor varisbles under this model, the partial derivatives

wore also independant of perlod aumber we

From Table 17, it was found that the effeet of change
(increase) of one unit in all the weather varisbles under
this model had negative response on the coconut crop yield
for all the porlods {seasons). It showed that the decrease
of one unlt in the weather vasiables had incroased the
cdconut czop vields by the amocunt of nuts shown regpectively
in Table 17,

54443,

From the partial derdvatives computed in section 4,15,3
of Chapter IV, it was seen that all the partial derivatives,
exceét that of ¥ with respect to x3w (wind velocity), were
constant for all pericds. From Table 18, it was found that
tho varisbles X,, ‘(sunshine hour) and X, (relative humidity)
has positive response on the crop yield Y while the variable
Xg (maximun temperature) had negative effect on the crop
yield, Upto the 7th perlod, the effect of - {wind velo-
city) has necgative effect on the crop yleld Y and from the
8th period onwards, 1t was found that it had incroased
the crop yield, by one nut at 10th poriod, by 2 nuts at 11th
pericd ond 2 nuts at 12th perloed, respoctively,
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From the partial derivatives computed in section

4,19.4 of Chapter IV, it wac scon that partial derivatives
of ¥ with respett to X, (sunshine hours) was constent for
all the perdods and honce the offect of thic weather variable
was alao uniform over all the pexiods, However, the parw=
tial derivotives of Y with respect to X,, (wind Yalocitv)

and Xz, (maximum tomporature) were parabolic functions of w.
Therefore, the effects on the crop yleld were always change

‘ing for all the perlods (eeasons).

Prom the Table 19, it was intezesting to note that the
cffect of L5, had negative zesponse oﬁ the yield while
effect of xﬁw had positive response on the eoconut crop
yield for all the periods (seasons) eonsidered within
gffective cxrop seésqn of 3 years with ée.manth peried or

85eaBMMNS.

Among the 'hest' four forecasting models selected
based on differont criteria functions, the Model II(2)(3Y,3M)
and Mode)l II1(1)(3Y,64) wore the 'bost? and the moat

‘convenient' (handy, sultable and essy to use) model on
the basls of Rg and Rg per predictor varlieble lnvolved in

the médele, bocauge only & and 7 variablos woro employed
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in theso two models. The R® and RS per predictor varieble
wore 0,1527 and 0,1483 for Model IX(2) (3Y,34) and 0,1413
and 0,1407 for Model IX(1) (3¥,64) respectively, The correse
ponding values for the rest two models vare 0.0862 and '
0;0825 fbr Model I(1) (3Y,3M) and 0,094%1 and 90,0901 for

Model I(3) (3Y,3%) respectively.

Therefore, by using the two models, vnz. Madel II{2)
(ay,am) and,Modal 11(1) (av,&1), we have to make collection
of the weather data and computation for only 6 and 7 variae
bles while the other 'best! two models conteined 11 and 13
preaictbr variabiee. Consequently, we can suﬁétantially
save and eeonomiza tine, manpo:er. ‘energy and cost, by the
adoption of the 'best!,most efficient end 'convenient® crop
forocasting models like Model 11(2) (3?,3&) and Model II(1)
(av,6m), | -

E’lﬁo LR e SUOGHI LLON ILAGE L0001 e (Ve A l‘
of statistical erop=weathop modetie Folovans & atﬂ. X
Snelyais and cyitepis for selaction of tho mod:

" The suggsstions and guidelines for further development
¢f empiricalestatistical crop=woother models with opeclal
refergnce to perennial crops, relevant statietzcal analyols
and criteria for selectlion of the models were propoaed in the

following sections,

%4641, Furthor developmani of

In this invastigation, the effective crop scason of
3 years (l.e, as far back os 36 months from the first month
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just bofore a halfw-yoar harvest) has boen ogqually divided
into 12 and 6 periods (seasons) tespe:tivelf. In the future
investigations, the perlods (seosons) chould be formed in
conformity with the different otages of development or
grovwth of céon bacauso the wasther paramoters affect the
crop yields and yield compenonts differently during the
difforont stages of dovelopment ox growth of €rop. in this
rogénd. we should consult and collaborate with plant phye
siologists and agronomioto.

In this investigation, a quadratic polynomial of

degrec 2 was takon for all the periods to approximate the
| linear,.quadratis and interaction offaoct of woather varlables
on the crop ylelds. In order to get o b@ttoﬁ and preclse
ectimate of woathor offocts on the ¢rop, the degree of poly~
nomial should be incrossed frem me2 to 6= in line with the
suggestion of Fisher (1924),

From tho puint_df view of 'econometricst, the crop
forecasting models developed in thic investigation were
actually tho 'multivarisble finite distributed lag modele!
using the ‘Almon polynomial lag® (Almon, 1963) in ell the
periods (scasons) within effoctive crop scasen of three
Yoars.,

Thore are some problems with the Almon lag spacifica-
tion, Filest, it is difficult to capturo any long tailed

affect of waather varisbles sproad over the whole effcctive
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exrop season by mean of a single second degree pelynomial

as in our crop forecasting modols. This problem can be
solved using a plocewlse polynomial or by some othor methods
using the 'Almon method! in conjunection wlith othor modols.
In this rogozrd, it is highly :ecommended apd suggoested that
the "lnfindt

3' in the future dovelops~
mont of crop=-foracasting models should be used because tho
infinite distributed lag approach 13 more appropriate to
our cropeforecasting models for the peorennielc liko coconut
Crop. .
Sinca 1t is very difficult to know the exact longth of
affective crop season of perennial erops, the following
infinite diotributed lag models were highly recommended to
be tried and used in the crop foracosting models for other
perenniai cropss
1) Geomotric lag
ii) Pascal lag
11i) Jorgenson's raticnal lag
iv) Gamma distributed lag
v) Ceometric polynomial lag
vi) Exponential lag, and

vii) Rovised Gamma lag.

A thorough treatment and illustration of those infinite
lags viere given in Johnston {1972) and Maddala (1977).
.After developing the appropriste theoretical crop
fogecasting models through tho above *'infinite distributed
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lag methods?, selaction of the candidate variables and
fitting of the model should be carried out through the
following statistical enalysis techniques.

54642 Statigtical analvels techniaue

In devGIOping and fitting the crop forecasting models,
we may Ccome across a asituation in vhich it bocomos difficult
to discntangle tho goparato offect of the prodictor variables
on the crep yleld (response variable) because of strong
inter-relationchip among tﬁe prodictor variables, 1t is
ieferfed to as mditicollinearitv problem. The question is
howt strong.these intor-relationships have to be to ¢ouse a
'problemt, Thus, with the multicollinearitv. the probleﬁ
is one, not of oxistencc or nonegxistenco, but of how sorious
or problematical it is. Ususlly, tho multicollincarity proe
blem ¢recps into the 1lleconditioned data, like data on
weather variablos included in the forecasting models, bocause
moot of the weather variables wore usually more or less inter-
related to eéch other, Thoerefeore, in future statistical
analysis for the crop-forccasting models developed through
infinite distributed lag metheds discussed above, tho f0llowe
ing statistical snalysis iechniques were highly recommended
to be used in ordor to detect and eliminate the multicollie
noarity problem vihich weakens tho efficiency, performance and
precision forecasting modelss '

1) Ridge regrossion

i1) Principal component regression
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141) step-wise regression ueing forword and downward
" selection procoduren
iv) Latent root regrossion
v) Stogoewise regrossion
i) Rebust rogression

vii) Weather index zegraession

The zegression procedures from {1) to (vi) were tho=

roughly troated in toxts by Banerjee and Price {1977),
Drapor end Smith (198%), Hocking (1976) and Vined and
Uliah (199%).

After fitting the crop forecasting models through the
variable seclection techniques discussed above, all the
criteria functions given in Chepter III are highly recommended
f@ ba used in aclecting the best, most proaising and plﬂu~.
sible erop forecasting models, Tho other two criteria func-
tions, competible with our prediective puxposés are glvon

as followas
1) Prodiciion sum of squares (PRESS)
33) NMallows?t C, statistic
. The computational procedures for thave criteria funce

tiono were thoroughly discussed by Hoching (1976},
Scber (1977) and Droper and Smith (1981).
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The-vield data of 91 coconut palms (ordinary West
Coast Tall iype). maintained at Coconut Research Siétioﬂ
(Nileshwar 1), Hegional Agzicultural Research Station,
Pilicode, under the Kerala Agricultural Univera&tv, and
the metaozological data for the region of Pilicede, collected
from the Central Flantation Crops Research Institute (CPCRI),
Kasaragod Bistrict,'ﬁezala were utilized in the piesenﬁ
atudy with the following ijectives:

1) to dovelop a suitoble apd rellable statistical
nethodology for the pre<horvest forecast of cocenut: crop
yields by evolving différeat emplricale-gtatistical crop-
weathef models usling tho ﬁ;iglnal snd generatod weather -

variables as predictor varisbles,

. 2) to perform a comparatlve ctudy of relative effi-
¢lency, adequacy and perfmrmance of each of thesc crope
forecasting modela evolveﬁ and to select the ‘*best', most
promiging and plausible crop forecasting models for the
purpose of future use in predicting the coconut crop yields
rellably in advance of harveots |

3) %o inveaﬁigate the effect and influence of changes
in weather qariabiea.on-the_yiald of coconut crop, based on
the crop forecasting-modeis sézected as the 'best' fitted
models.

«159= -
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"4) to render suggostion and guidollines for furthor
dovelapmont of statistical crop-vicather nodels, criteria

for their selection, and rolovant statiotical analysis.

The ceconut treoes under study wore reserved for the
purpose of cgﬁtrel in expeorimentations conducted by the
Station. They had ﬁot been given any speclal troatment
or irrigation during the course of otudy {1966=1980), Daged
on the monthly vield datay the average yleld of nuts per
bearing tzeo per halfeycar, taling first half-year as from
January to Juno end seccend holfwyear as from July to
Decomber, wore computed excluding those treos which vere
not bearing female flowers and not giving any nul for the
yeor as a whole, being treated as the abnormal tress for

that year.

The weekly data on tho weathor varilables, viz, tolal
rolnfall in om, bright sunchine hours, wind velocity in
km/hr, rolative humidity in porcentage and marimun LOMPeT A~
sure in cantigrade were converted into 3~manﬁﬁ and Semonth
seagonal weather data for the span of 16 yeors (1963=1980).
Gince the data on relative humidity were e¥pressed in pore
centages, theoy wore transformed into arc¢esine root propor—
tiongs '

At first tho two gonersl crop forecasting nodels wore
dovoloped: one is completo segoende=order response surface type

mode) (eqguare model} and the other is ccuare root model.
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Tine variable wag also included to correct the long tern

upﬁard and downward trend in the coconut crop ilelda,

In . the cf&p foieeasting models, avexrage yleld of nuts
peor boaring tree per half-ycar was taken 2s rasponese
{predicted) variaﬁle. Uhile tho gencrated firot and sccond-
order weather veriables were token as prodictor variablos,
Witﬁ the thres different welghts given to the éffect'of
wgather varlables, six different crop foracasting models vere
developed for‘the two'genoral forocasting m&déla. Further
these six models were considered under the effective crop
geason of 3 years (i.e, as far back as 36 months from the
first month Just before a halfeyear harvest) with 3emonth
and 6«month period (seagson) formation., Therefora, totally
twelve crop forecasting models for the ylelds of coconut
crop were developed and fitited. The second dagree polynomial
was used to gpproximate the lineor, gquadratic and interace
tion effects of weather variebles, Therefore, 61 predictor
variables, including the time variable, woare obtained for
¢ach forecasting model and 61 siople correlation cooffi.
clents of ylsld response Y with cach of predictoer veriables
were worked out, The 20 prelimlinary variables having the

maximum abgolutc correlation coofficients wore selectod,

Further, tha final crop forecasting models for the
yields of coconut crop wero fitted through step-wise regro=-

solon techniquo using tho forward selection procedure
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{ otepsup regression technique) based on the data for those
20 preliminary gelected variables, Comparative study of
efficiency and performance of the fitted foregasting models
wore carcied out and tho 'best!, most efficient énd promiae
Ang crop forccanting models were selected through the ¢ri-
teria functicna,v&z#!residwal moan square (RMS), computed
Fevaluc, sgquared multiple cozxslat&bn cocfficiont (82). |
adjusted Rg(ﬂg), total prediction variance (Jz), pradiction
mean oguare cxyor (MSEP), average estimated variance (AEV),
Amemiya prodiction cxiterion (APC) end Akalke iﬁfoxﬁation
eriterion (AIC) respectively.

The four erop f@recasﬁing models, gelected from all
the twelve fittod forecasting models and considercd to be
the ‘best', most efficlent and promising crop forecaoting
models on the basis of all the criteria functions stoted above,

were found to be as follows:

Y = 16,7730 + 261,5590 Zyq 24,4406 Z4, = 040023 2'g,
+ 01319 23, + 0,0011 Qyp) = 542728 Qrpnyg '
= 141269 Qppqyq + 041543 Q(23)2 - 3.2513 a(34i0
+ 0,0297 Q( q)z ™ 0.,0034 Q(3§)1

‘with  RMS = 4,5100, F = 23,2073, R% = 0,09482

| R2 = 0,9075, J = 171,4154, INSEP = 9,0084

ABV = 2,0819, AIC = 6,5929, AIC = 75,9049
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Y &= - 9230,4700 + 69,8204 250'- 29,7842 322 + 609,0960 252
- 039403 0(12)2 -~ 6.3084 Q(aa)g - 104025 T

with RMS = 4,816, F © 23,8378, R= o 0,5408
sng = 0,9013, J, = 178,0208, MSEP = 8,9226
ARV = 2,0339, ARC = 6,8474, AIC = 74,6820

37,5524 :»:31'_ - 2,1867 28, - 639,1850 24,

¥ @ 2757,4610 +
= 17744390 Q(pa)q + 0942921 Qponyg + 44e7274 Qaqyg

with RUS = 5,336, F = 34,5767, B° = 0,9161. RS o 0,0896
J. o 177,6080, MSEP = 7,7648, AEV = 1,4494,
APC = 6,8380, AIC = 67,4905 |
4) Exgy,ﬁ;;#*azir:; fodol :;Jf;,.gﬁ:iﬁ‘
Y o « B765,4000 + 645.0330 Zgp *+ 16,0323 24,
= 1.2749 28, « 0,1046 23, - 10,1382 24,
= 12:8148 Q(pgyg = 040015 g5y
with  RMS = 0,7247, F = 237,7490, R> = 0,9993
R2 & 0,9861, Jy, = 24,6376, MSEP = 1,1067
ARV = 0,2229, APC = 0,9477, AIC = 34,3208

The above four ¢rop-forosasting models could be uged
confidontly and prellably in ordor $o poedict tho coceonut
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grop yieold in advance of harvest, eepoeially for the roglon
of Pilicode.

Baged on the' *best’ four forecasting modele, offect
of weather. changes. on the coconut czop plelds wezs investie
gg#@de Suggestions and guidelines for further developmont
of crop-weétheﬁ models, selgétidn criﬁeria.functicns and

relevant statistical anclysis were also preseniode
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APPENDIX IIX

Data on yleld response Y (average nuts por boaring tree per half year) and ten gensrated
predictor variables selected through stepeup regression procedure under Model Z(3)(3v,3H)

1 1 4

Y Zyg  Zam ZLyy Z “12 230 Qizdo Yi2)2 Yoz)2 T
33,69 31430 7.16 30,70 985,04 14695,08 943,95 . 333,11 = 345,92 12,40 1
260,20 31,29 72806 . 31.94 - 981,07 20777.29 1021.20 372,61 526421 6430 2
34,81 3118 06493 320,19 972.34 21109,68 92,45 448,69 419,47 13.91 3
25402 31.18 7,81 31,99 074,38 32162.26 1025.,12 448,72 027,86 .15 4
22,295 3Y16 T35 30639 973.27 18073.17 924,95 472,00 - 373,82 18,00 5
19,05 31,10 7.79 31,97 965,32 26753,72 1023,75 486,08 746,51 = 10,37 ©
2792 30,93 Te22 30,04 989,26 23029.97 903,85 =~ 318.17 445,59 19463 7
3192 3077 6,79 - 29,79 949,25 19402,38 889.10 467,04 381427 18.13 9
24,23 3066 7.69 31.58 942,41 28756,68 998,538 462,80 622,41 9,09 10
JTe86 0,73 704 29,70 946,60 15253460 883,68 &= 466,68 420.89 16,87 11
36,96 30,80 7,69 31.43 950494 24937.65 988,86 448,79 644,17 8,95 12
28436 30485 Te81' 31,956 054,77 20001,50 997,82 388632 614,93 743 14
38405 30,86 - 7,18 30,09 954,66 14650.93 907.10 307 .88 364,87 17.84 15
3249 30.79 7,96 21,88 950,25 21028.,35 1018.,51 41997 556472 766 16
3778 30,59 686 20,63 939,62 18566,30 B79.69 396620 27740 23.14 17
28633 30639 Te62 31,28 925,99 28473.11 980,41 401,18 579.81 10.60 18

" 46479 30,46 64956 20,54 930,08 17068,92 873,74 418,77 332433 30.09 19
35,73 30460 64,73 29,64 938,28 19840,79 879,74 404,69 353,94 31.42 21

. 35,48 30468 T.64 31,34 943,52 25507.24 983403 3386 31 529,55 16,50 22
30e24 30,73 Ge76 29,380 946.26 21084,13 899.95 418,45 - 344,29 29.76 23
30.48 30,92 7,46 31,78 958,35 30505,79 1012.05 ‘400434 92Q,37 16,12 24
24,22 30,95 $640 - 30,00 960,22 20636.04° 901,81 388424 309,60 30.56 25

3461 31,04 7409 31.73 906,159 30322,76 1007.95 388,77 952.10 15,62 26

Note: The gencrated praedictoxr variables were defined in section 3,3.1 of éhapter i1z,



APPENDIX V

Data on yicld zesponse Y (average nuts per bearing tree per
half year) and six generated predictor variables selected :
through step=up regresslon procedure under Model II(2)(3Y,3M)

Y 231 Z%0 250 Qazjo Yos)o  Ua3a)o
33,69  1.42 1,07 5,59 2493 19,21 0,46
26,20 1431 1,09 5430 . 2497 15,11 8,59

34481 1,53 1415 5487 Ze14 18414 9,09
22,02  1.84 1,22 9458 3434 15,16 9,56
22,25 1,84 1,27 9458 3,49 15427 9499
19,03  1.97 ~ 1.34 5.57 3,67 19.21 10,49
27.52 1,83 ' 1,37 3,56 3,73 15,10 10,80
2514 1484 1,37 955 3,73 15602 10,86
31,52 1,70 1,34 5454 3,61 14,88  10.58
24,23 1,72 1.3t 5093 3451 14,83 10,37
39.86 1,56 1,28 9,54 3,47 14,99  10.10°
36,96 1.65 1,27 Be54 3,46 15,07 10,02
28426 1,49 ' 1,23 5454 3439 15,10 9,73
28436 . 1463 ' 1,25 5,55 | 3.44 19,16 9.82
28,05 1,55 1,24 5,55 = 3.43 15.18 2,77
32,49 2,09 1,32 5454 3,66 19416 1034
37.70 . 2,42 1,43 5452 3,79 14,68 14,28
28433 2485 151 5451 4,06 14,71 11,84
46,79 2,98 1,62 5451 | 4,32 14,76 12,73 .
45,26 3,12 1,68 5e82 4450 14.75 13,21
TS 348 T 1.78 5,58 4474 14,64 14410
35,48 3,23 1,78 5453 4,70 14,62 14413
30,24 3.14 1,78 .54 4,69 14,65 14,12
30.48. 3,28 1,78 555 4465 14,55 14,17
24,22 3,30 1,80 5456 4463 14,36 14,32
34,61 3433 T 1.81 5¢56 | 4462 14,29 14,38

Notes The genersated predictor variables were defined in
section 3,3,2 of Chapter 11I,



APPENDIR. VI

Data on yield rasponse Y (average nuts per bosring tree per half year) and nine genorated
prodictor variables sclected through sicp=up regression procedure under Model IX 3) {3y, 21)

| 29 . . Q Q

v Zeg Zs Z2 22 ro0 °;12)2 Qag)e  (30)2 ‘ (43)1
33.69 31.35 30,70 5459 © 2461 5453 16,76 3.46 637 41457
26,20 3129 31,94 5,59 2.79 5465 19,41 2,46 5474 47,53
33,81 31.15 30.19 557 2.57 5.49 17.67 3.61 6460 41.11
26402 31,18  31.99 5.58 2.79 5465 19.56 2,86 6.48 46.91
22095 31216 30,39 5.58 2460 551 16,68 5206 746 40213
10.05 31.10 31,97 5¢57 2.78 565 19.96 3,11 7.22 46,66
27.52 30,93 30.04 5.56 .64 5,43 16,853 4434 8.11 40,99
25.14  30.04 31.85 5.55 2,78 5,64 20,89 3.18 7428 46.62
31,52 30,77 20,79 5.54 . 2.54 5,45 15,95 4,26 7.35 #0,99
24.23  30.66 31.58 5,53 2,77 5e61 20,50 2,98 6.84 46,22
30,86 30,73 29,70 ° S .54 2,59 5,44 16.72 4.08 7.53 40,92
36,96 30,80 31.43 - 5,54 2.77 5460 21,56 - 2,89 669 46.25
©28.26 30,82 29,05 5,54 2.66 5.47 14,65 ° 4,12 .37 41.02
98.36  30.86 31 .56 5¢55 2.78 5061 15,63 2.70 Go 30 46440
39,05 30,86 30409 5459 2.63 548 15.78 4,16 7.54 40,71
32,40  30.79 31.83 5.54 2.82 5464 18,17 2,75 6048 46467
B37.72  30.59 29,63 5444 2,55 5.40 13,23 4,66 8428 36,54
20,33 30439 31.23 5451 2.74 5,50 16.82 . 3.06 7.60 46,51
46,70  30.46 .  29.44 5,51 2,54 5.23 14,03 527 9.66 40,01
45.26  30.51 31,14 5.52 2,72 3,50 19,03 3.67 3.80 45,37
35,75 30,60 99,64 5453 2,50 | 5,44 15,54 .54 10.20  40.33
35,45  30.68 31.34 5,53 2.74 5459 18.52 3.97 9.54 45.83
30.24 30.73 29,98 5.54 3452 5.47 14,47 5.45  10.14 41,22
30,48 30,92 31,78 5,55 2,71 5.63 18,40 3,94 9.61 46.05
24,22  30.95 30,00 5256 2.43 5,47 14,73 S.46 10,32 41.14
34.61 31.04 31,73 5456 2,64 %63 20,55 " 3,90 9.74 46,00

‘Notes The generated predictor variables were defined in section‘3.3.2'of Chapter Iii,



APPERDIX VIL

Data on yicld zeasponse Y {average nuis per hearing irce per ﬁélf year) ond eight .gencrated
prodictor variables sclocted throush otopwup Tegression procodure under Model I{1}(H,G1)

Y

b |
“50

z2

ZI

50 Zs2 51 52 Y20 0 U230 T Qugsyy
33,60 108,15  2025.75  5007.74 20402,57 | 97850.10 | 5621.07 . 174.35 . 740.23
26,20 107.70  2867.84  5833.71 20757.68 90482.00 ©0533.27 @ 218.97 | 862.24
33,81 186,92  2806.53  5031.82 © 20180,77 G86691.18  6494.,11  237.44  965.02
22,02 187.11  2850,26  9844.10 20651.40  §9976.16 6512.11 . 307.71  1199.10
22,25 187,00  2802.37  5937.94 20126.38  06444.01 | 660B.87  290.32 | 11192.24
19,05 186,64  2847.55  5B14.26 20492,57 89235.20 7423,92 - 324,11 | 1287,40
27,52 185,63 - 2776.53  5754.13 19815,19 . £4885.63 | 7201.71 . 291.00  1220.87
25,14 195.08  2829,94  6413.72 20800.42 | B79T1.58 7982.65 209,46 1226411
31,52 184,66  275B.06  5604,11 19544.67 < B3732,30 6310,05 261,50 1100.67
24,23 184,02  2806.28  5653.04 19006.56  £6673.05  6744.46 = 279.73 | 1117.28
39,506 184,40  2783,08  5675,81 19711.27 05299.50  6899.28 249,40 | 1013.92
36,06 18482  2854.94  S703.00 20400.28 09701.76 6673.14 280,83 | 1089.85
33,26 184,94  2780.44  5710.03 19876.39 35678.88 5945.43 241,68 076,94
20,36 © 183,19  2833.10  5725.97 20306.51 08477.08 5819,34  280.08 1071.89
39,03 185,21  2771.61  5727.14 19745.55. 94580441 5802.25 250,98  1009,77
32.40 184,78  2798.44  5700.00 1991158 96175,19 5875.05  358.70 1351.82
37.78  133.60  2734.22  9630.22 1950.62 .82286.30 597004 352,56  1531.22
20,33 182.42  2777.38  ©554.74 19532,39 84887.24 6031.95 464,87 1810.61
46,79 182.83  2752,28  5579,00 10302.31 03325.20 . G160.57 . 454,09 . 1859.86
43.26 103.00  2823.51  5505.71 19963.67 87741.84 6066.99 = 507,30  2013.51
3375 182,64  2760.70 9620028  19728.43 0B573.05 | 6027.46 472,94  2047.57
35,45 184,14  2832.14  5650.57 20182.86 83240.75 | 6470.01 .500.66  2107.22
30024 " 184,41  2768.04  5675.59 19656.36 84335.16 6431.60 492,01  2024.27
30048 185.54  2830.21  5747.81  20326.06 85760.84 6210.20 503,82 2152.53
94022 185,74  2799.01  5750.77 19974.65 £6243.94 ©6082.87 460.41 2147.14
3¢.61 186,20  2871.37  D795.55 20669.91 00784.66 6096.53 496.64  2199.01

Note: The genorsctod predictor vaoriables were defined in section 3.3.71 of Chapter IiX



prodictor variables sclocted through step-up regfecsion procedure undor Model

APEEIDIX VIII
Date on yield responoe V (average nuts per beariny trée por half year)

and elght
{2} (=¥, 60)

cnerated

] v ] ' B .

¥ 250 - 50 240 259 Z3o Qizjo Y2301 Yas)o
33,69  31.35 31,05 084.62  071.88 969,47 936454 8.30  1944.23
D6.00  31.29 21,51 380.61  088.46 904. 30 922.21 10,42  1935.91
20.81 31,15 30084 971.97  960.983 952.65 1002 35 11,30 1922.58
53.02  31.18 31,42 074.01  983.39 988.74  1085.35 14.65  1916.44
52295  31.96 30,79 972.92  G58.49 049.93 - 1110.97 13.82 1011465
19,05  31.10 31.29 960,04  975.23 080.60  1237.32 15.23  1910.29
87.52  30.93 30.51 059.02  043.58 932.80  1200.26 §3.85  1911.15
25.14 32051 31,08 1068.95 ©90.49 966.72 1268477 14.26  D626.70
31.52 30,77 30030, 949.01  030.69 © 020,13  1135.80 12045  1917.94
24.23  30.67 30.83 042.17  047.93 9952.45  1124.,07 13,32  1920.68
30.26.  30.73 30,59 045,06  932.63 936.91  1149.88 11.87  1911.53
36.96 30,80 31237 950.30  671.94 985.73  1112.19 13.37  1910.82
58.06 - 30.80 30,65 §51.67 946,40 941,52 990,90 11.50  1910.83
28.36  30.86 31.15 954.32 965,97 072.27  960.89 3,33 1911.29
32,05  30.86 30045 G54.52 - 040.26 929445 067,04 11.55  1959.31
32.49 30,79 36,75 030.00  948.17 946,93 979417 17.08  1897.40
37.78 20,60 30.08 938.37 916469 904.24 - 995.00 16.78  1892.59
28.33 30440 30252 035.79 930,11 932.82  1005.32 39.§3 - §820.62
26.79  130.47 30,24 926,83 919,15 915.66  1026.76 51.62  1893.18
4%.26  30.51 31402 939,61  990.65 064,19  1011.16 24016  1590.16
25275  30.60 30064 933.04  030.44 940035  1004.57 03.58  §004.82
35.48  30.60 21012 943.31  961.08 069.67  1078.33 24.26  1019,29
30.24 30,75 30,41 945.93 936,01 926.75  1071.93 21.52 1930419
30048 30,92 31.20 957.06  067.90 075.49  1035,03 33,95  1944.72
24103 30405 30.75 %006  951.17 947.73  1013.01 21.6%  1950.88
30.61  31.08 37,55 955.92  984.08 907.63  1016.09 23.64  1925.08

Motes The gencrated predictor variobles werc defined in section 3.3.1 of Chapterz IIL



APPENDIX XIX

Data on yield response Y (average nuts per bearing tree per half year) and scven
generated predictor variables sclected thvough step—up regroession procedure under

todel I1(3)(3Y,54)
| 4 ? L§ .

Y 250 Z50 Z50 231 52 Q23)1 QUsz)1
3369 31,35 30,47 D¢59 De61 5491 36 Ge42
3481 31.15 30.21 .58 D383 5,49 3.76 6.78
22,02 31.18 T 32.21 3.58 5,78 5.67 2.7 £.50
22.2D .16 30621 5.50 De38 De49 4.16 Te21
19.05 N30 32e12 5.57 D77 © D.60 295 T+08
2792 3093 20,92 5.96 D.34 Dedb 4,45 8.08
25,14 30.84 32,03 D35 D7 D66 3.04 Te21
31.52 30,77 29,75 5,54 He32 545 4441 797
24,23 30,67 31.75 5,53 5,74 5463 2.84 Ca 86
39.86 30.73 29,53 554 He 33 Des3 . 4,23 - Te27
204206 30.32 29.82 5495 De3D De46 Ge22 747
20,36 30.6 31.89 5,55 5.76 5.64 2461 6431
30,05 30,86 2997 DeDD 5.3 547 4,35 7.64
3249 30,79 32.02 5.94 . DTS D.65 Q.58 GeA7
206332 3040 31.48 591 D71 5461 297 7.56
Q5479 30.47 20,44 5,51 He3a s TR D448 2.63
45426 30,51 31.26 S.92 Be 70 .59 3.41 3,69
5,75 30.60 20,39 De93 © D34 D643 De73 10.24
3548 30.69 3156 5633 5672 5461 3.82 9458
30.24 30673 29.54 0.54 537 947 5467 10.22
30.43 30,92 3152 5,95 . 5eTH D.64 381 9,62
24422 30,95 29.86 9.56 D33 5.46 5«64 10,38
344,61 31.04 3%1.98 D27 9.78 D05 377 Qe TS

Notes The generated predictor variables were defined in section 3.3.2 of
Choptor Lil, ) :
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ABSTRACT

An analysis of the yield data of 291 coconut palms, ,
maintalned at Coconut Research Statlon (Mileshwar I),
Regional Agricultural Research Statlon, Pilicode, under
Kerala Agricultural University and the weather data for
the region of Pilicode, .collected from Central Plantation
Crops Research Institute (CPCRI), Kasaragod District, Kerala

was carried out with the following views and objectives:

1) To develop a suitable and xmeliable statistical
methodology for the pre~harvest foxecast of ¢oconut crop
vields by evoiving different eupirical-statistical crope
weather models using the original and generated weather

variables as predictor variables,.

2) To perform a comparative study of relative effi-
ciency, adequacy and performance of each of these crope
forecasting models evolved and to select the 'best', most
promising and plausible crop farecasting models for. the pur-
pose of future use in predicting the coconut crop yields

reliably in advance of harvest,

3) To investigate the effect and influence of changes
in weather variables on the yield of coconut crop, based on
the crop forecasting models selected as the 'best' fitted

models;



il

4) To render suggestion and guidelines for further
development of statistical crop-weather models, criteria

for their selection, and relevant statistical analysis,

In this study, the twelve crop forecasting models for
the yields of coconut were developed and fitted under the
effective crop season of 3 years (i.e., as far back as
36 months from the first month just before a half=-year
harvest) with 3-month and 6=month period (season), using
the generated weather predictor variables., The response
variable was taken as average yield of nuts per bearing
tree per half year, and the original weather variables were
total rainfall, duration of bright sunshine hours, wind
velocity, relative humidity and maximum temperature, Since

the relative humidity is expressed in percentages, the data

were transformed into arce-sine root proportion.

The final crop forecasting models were fitted through
step-wise regression technique using the forward selection
procedure (step-up regression), The comparative study of
adequacy, predictive efficlency.and performance of these
fitted crop forecasting models were carried out, The 'best'
and most promising crop forecasting models were finally
selected on the basis of the various criteria functions,
viz,, residual mean square, squared multiple correlation
coefficient, total prediction variance, adjusted squared
multiple correlation coefficient, prediction mean square
error, average estimated wvariance, Amemiya prediction cri-

terlon and Akaike information criterion,
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The offect of weather changes on the coconut crop
--yields was studied based on the 'best!' forecasting models
selected, Important suggestions and guidelines for furtheor
déveIOpmen; of empiriéal-statisticél crop-weather medels,

thelr relevant statistical analysis and selection criteria
were presenteds



