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INTRODUCTION



CHAPTER I 
INTRODUCTIOTJ

Over the past decades, scientific research into 
crop-weather models has received considerable attention 
by the scientists working in a variety of disciplines such 
as agrometeorology, plant physiology, agronomy, plant 
breeding, ecology, agricultural economics and agricultural 
statistics among others, Numerous research projects and 
publications on specific aspects of weather and climatic 
factors In relation to crop yields and yield components 
have been brought about* The realisation of effects of 
meteorological factors on crop production, and hence their 
impact on world food supply, has also led to renewed Interest 
in a continuous world-wide watch of crop prospects and fore­
casts *

The various mathematical/statistical models and tech­
niques on crop-weather relationship have been developed and 
utilised* Many scientists all over the world have been 
actively involved in various research projects on the deve­
lopment of crop-weather models* However, the practical 
exploitation of this knowledge and information on crop- 
woathor relationship for the assessment of crop yields from 
weather data has not yet satisfactorily advanced and pro­
gressed to tho extent that might bo expected.



One reason for this Glow development In assessing the 
crop yield based on crop-weather relationships has been 
apparent lack of interest by policy-making and production- 
planning bodies for real—tlmo crop assessment* This may 
have been due to crop production policies which existed in 
1950's and 1960's in the major food exporting countries and 
to the large surpluses at that time in these countries as 
well as on the world market. Under these conditions of food 
glut, there seemed to be no need for monitoring the effect 
of weather and climatic■factors on crop yields from meteoro­
logical data on a real-time basis, oineo survey reports on 
crops and stocks provided adequate and plausible information 
However, agricultural meteorologists and statisticians con­
tinued to develop such crop-weather models and demonstrated 
the feasibility and potentiality of providing weather based 
real-time estimates of regional crop production.

Annual fluctuations in crop production are accepted 
feature of regional or world food supply, but usually these 
fluctuations tend to offset one another on a regional or 
global scale* But because of the adverse weather conditions 
occurring in 1973 simultaneously over the major producing 
areas of the world, it was then realized that a repetition 
of this adverse weather pattern over successive years would 
have disastrous offsets on both developing and developed 
countries#



In addition to the effect of these annual weather 
fluctuations, there was also evidence that, during tho 
past one or two decades, the seasonal weather patterns 
did not show the disastrous variability or extremes that 
can b© expected from long term climatic records for the 
region of Indian sub-eontlnent. Sventhough the ^good* 
weather trend resulted in a series of years with high crop 
yields in India, it cannot be expected that the crop yields 
of next several years will otoy at those high levels. In 
this regards, the crop—weather models can be utilized as 
useful and important research tools for the interpretation 
of climatic fluctuations in terms of their Impact on crop 
production over large areas of the nation*

The new food situation of India, with its dependence 
on weather variability, has led to renewed Interest II) in 
the need to give more serious consideration to an analysis 
of weather and climatic condition of India as a natural 
resource and (ii) in the need for monitoring and interpre­
ting current and immediate weather data in terms of expected 
crop conditions and crop yiolds.

Other countries, such as USA, USSR, Canada, Israel, 
Brazil, Iran, Turkey, Australia, FRG, GOR, Italy, Japan 
and Argintlna among others are already using such crop- , 
weather models and weather based estimates for various 
agricultural crops on an experimental or operational basis.
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International organizations such as World Meteorological 
Organisation (iV&O) and Food and Agriculture Organisation 
(FAD) have also substantially increased their effort to 
provide real-time information on weather and climate fluc­
tuations and their impact on regional and global surpluses 
and shortfalls in food production* Tho nood for more 
research into crop-weather models, development of opera­
tional crop yield assessment models and their Importance in 
national agricultural plannings have been more and more 
widely recognized in many countries of the world.

1 *2* Er.Qa-ent_lnvQstlaatioix^nd lts^Q,MecMvg.a

In this advent of world-wide recognition of 'importance* 
and 'renewed interest* in the effects of meteorological 
factors on crop yields and development of crop-weather 
models for the assessment of crop yields, as discussed in 
section 1,1, the present investigation on the development 
of statistical crop-weather nodel3 for the pre-harvest
forecast of agricultural crops, with special reference to

/ <

coconut crop which is one of the most Important agricultural 
crops of India, is carried out with the following views and 
objectivess

1. to develop a suitable end reliable statistical 
methodology for the pre-harvest forecast of coconut 
crop yields by evolving different erapirical-statis- 
tical crop-weather models using the original and 
generated weather variables as predictor variables.



2* to perform a comparative study of relative effi­
ciency* adequacy and performance of each of theao 
crop forecasting models evolved and to select the 
"best”, most promising and plausible crop forecasting 
models for the purpose of future use in predicting 
tho coconut crop yield reliably in advance of harvest.

3* to investigate tho effect and influence of changes 
in weather variables on the yield of coconut crop 
based on the crop forecasting models selected as 
tho "bost" fitted models*

*

4. to render suggestions and guidelines for further 
development of statistical crop-weather models* 
criteria for their selection and relevant statistical 
analysis.

2ri the physical sciences, the term "model" is used 
"to provide an explanation for certain phenomena and to 
postulate underlying processes which give “a rise to tho 
observations under inspection" (Varranton, 1971)* Tho uso 
of high degroo polynomials to represent biological situa­
tions should properly bo defined as a mathematical repre­
sentation rather than a model Ulead, 1971)* However, this 
distinction between a 'mathematical representation* as a 
description of biological observations and *a modal' with 
its normally associated properties in tho physical sciences
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has not yet been made in ecology and agromstoorology*
Because of the common ugg of the term amodol% it io G3sen- 
tial to identify the various models on the booio of tho 
approaches used in crop-weather models*

Regardless of the approach, "a crop-weather model* 
nay bo defined as "a simplified representation of the.com­
plex relationship between weathor and climatic factors on 
the one hand and crop performance ouch as growth, yield or 
yield components, on the other hand by using established, 
mathematical/statistical.theory and techniques’ (Baior, 1978)*

Crop-weather models con b© of the steady state type or 
dynamic type* The latter usually include some sort of func­
tion of time with a procedure which sunraarises, weighs and 
integrates the results from the steady state condition model 
over periods of seconds, minutes, hours or days* Other 
crop-weather models us® crop development phases as time 
basis*

AlcQuigg (1976) described two basic approaches to 
modelling the impact of weather variability on crop yieldss

i) the physiological or causal approach which is , '
based on detailed knowledge of tho biological 
and physical processes and the Immediate atmos­
pheric and soil environment of the plant; end



il) tho statistical or correlative approach which ic
baaed on the application of some 3ort of statistical, 
techniques, mostly regression analysis, to a sample 
of crop yield data from an area and a sample of 
weather or climatic data from, tho same area.

In the present investigation, the second approach has 
been followed in developing the crop-weather models for the 
purpose of forecast of coconut crop yields*

Hewnan (1974) distinguished basically between two 
approaches;

i) modelling based on mathematically formulated 
relationships with empirical constants when nece­
ssary ; and

ii) modelling usually involving some typo of statis­
tical regression techniques for fitting statisti­
cally th© "best" possible empirical relationship 
between climatological variables and crop—production 
statistics*

The former approach Is called deterministic approach 
and the latter stochastic approach* Theroforo, according 
to Newman's definition of crop-weather models, the models 
developed in th© present Investigation can be termed as 
^stochastic crop-weather models'1* The deterministic models 
using meteorological data taken over short periods are nor©
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applicable to a specific crop production system* Stochastic 
models are more adaptablo to relating 'cllmatologicai data* 
to 'agricultural production* in a particular geographical 
region*

Baler (1973) classified crop-weather models into three 
categories; (i) cron growth slmulation-modala. defined as a

t

simplified mathematical representation of the complex phy­
sical, chemical and physiological mechanism underlying the 
plant growth response; (il) crorLAmather analysis, models * 
providing a running account of tho accumulated (daily) crop 
responses to selected agrometeorological variables as a 
function of time or crop development; and (ill) empirical- 
statistical _mo_dala. in which one or several variables repre­
senting weather or climate, sell characteristics or a tine 
trend are statistically related mostly to. a seasonal yield 
or other crop statistics. In the crop growth simulation 
models, it is considered that the impact of meteorological 
variables ouch as temperature, rainfall, radiation, wind 
velocity, relative humidity, etc* on specific processes,

r '

such as photosynthesis, transpiration or respiration, can 
be adequately simulated by means of a sot of mathematical 
equations which are based on experiments or available 
knowledge of particular process* ,

Xn crop-weather analysis models, the variables such as 
soil moisture or evapotranspiration and other derived or
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observed data on a day-by-day basis are used and those 
variables are related, together with other information* to 
morphological development* vegetative growth or crop yields* 
the standard climatic data are used as primary input; 00m© 
processes or crop response function* such as soil moisture 
distribution or fertiliser response* ere pre-programmed but 
conventional statistical techniques (o«g« multiple linear 
regression analysis techniques) are usually used to evaluate 
the weighting coefficients in th© final equations* Crop- 
weather models such as those proposed by Baier (1973) and 
Haun (1974) belong to this category*

Xn empirical-statistical crop-weather models* a sample 
of yield data from on area (e*g* experimental station-or 
field* crop district or region) and a sample of weather data 
from the same area or from another area* which is nearest 
to tho area under study and having the weather conditions 
which are identical to or almost tho same as that of tho 
area under study* are used to produce estimates of regression 
coefficients by son© sort of linear or non-linear multiple 
regression techniques* The validity and potential applica­
tion of those empirical-statistical crop-woathor models 
depends on the representativeness of the input tveathor data, 
tho relation of weather variables and the design of the 
model. The approach does not easily lead to an explanation 
of cause-and-effect relationship. Out it is a feasible and
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potential procedure which makes use of available yield and 
climatic data for weather based evaluations of historical, 
current and to some extent expected crop yield statistics. 
Typical examples here are almost all the papers reviewed 
in the Chapter II of '’Review of Literature0 where almost 
all tho papers employed multiple linear or curvilinear 
regression analysis techniques in on© way or the other.

Therefore, according to Baler*s classification of 
crop-weather models, th© crop-weather models developed in 
this investigation come under the category of empirical- 
statistical crop—weather models*



REVIEW OF LITERATURE



CHAPTER II 

REVIEH OF LITERATURE

2*1. Introduction

Recently there has boon an increased effort to 
develop and utilize statistical crap-weather models* Among 
other things, this effort has been stimulated by the de­
sires; (1) to forecast crop yields from current weather 
forecasts and crop-weather models, and (2) to assess the 
impact on food production of a hypothetical climatic change 
whether inadvertent or intentional,,as by weather modifica­
tion# The statistical crop-weather models predict crop 
yields from climatic variables using empirical relation 
derived from substantial records of crop yields and weather 
variables*

The "rediscovered” importance of the effect of weather 
and climate on crop yields and "renewed'1 interest in the 
development of crop-weather models have brought about

i

numerous research projects and publications dealing with 
crop-weather relationships and forecasting of crop yields 
therefrom, at different scales* Various statistical and 
mathematical techniques for analysing these crop-weather 
relationships have been evolved and the terminology, such 
as ’crop-weather models* and *yield forecasting models*, 
have emerged as popular expressions in this type of research 
work.
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The scientists involved in crop-weather modelling and 
yield forecast modelling are not only agromoteorolegi3to 
but also plant physiologists, agronomists, plant breeders, 
ecologists, agricultural statisticians, agricultural econo­
mists, and many other experts. Because of their different 
academic backgrounds, they use different approaches and 
interpretations in their research and applications*

2»-2* Crop, forecasting models and thelg_clasMf_imtion

Crop yields depend to some extent upon a number of
i

factors such os quantity of seeds, use of fertilizers, irri­
gation, area under high yielding varieties, called agricul­
tural inputs, weather variables and biometrical characters. 
Therefore, crop forecasting models can bo divided into four 
broad categories as follows;

tv Forecasting models using 'vjeather variables* as 
predictor variables,

2, Forecasting models using the ’biometrical characters*
i

as predictor variables,

. 3* Forecasting models using ’agricultural inputs* as 
predictor variables.

4, Forecasting models using 'combinations of weather 
variables, biometrical characters and agricultural 
inputs* as predictor variables, .

In this literature review, only research papers con­
cerning with empirical-statistical crop-weother models and
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yield forecasting models using ’weather variables* as pre­
dictor variables are reviewed in detail.

Since almost all the research papers consulted and 
reviewed here used multiple linear and curvilinear regre­
ssion techniques in one way or th© other, the papers 
reviewed in this chapter are in tholr cronological order, 
but not in crop-wise or variable-wise, '

In order to comprehend and appreciate the trend and 
direction In crop forecasting in India today, a brief his­
tory of crop forecasting in India is presented before 
elaborate review of literature on crop forecasting models, 
followed by a short review of literature on weather fore­
casting with special reference to rainfall, because rain­
fall plays, both qualitatively and quantitatively, the most 
important role in influencing the crop growth, hence the 
yield components and yield response of the crop,

2.3, Aj?,rlef._h.i.st_o£y._of_,crop forecasting An India

The systematic application of statistical methods to 
prediction of natural phenomena was begun in India in 1909 
by Sir Gilbert Halfcer, the Director-General of Observatories. 
His investigations oh the forecasting of seasonal rainfall 
in India from a knowledge of prior weather conditions over 
those parts of the world which affect subsequent weather in 
India have become classical, ,
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According to Ramdas and Kalarkor (1930), Jacob (1916) 
was the first scientist in India to apply tho statistical 
methods to the study of crop-weather relationship with 
particular reference to wheat crop of Punjab, Jacob corre­
lated tho areas of matured crop over the years 1037 to 1906 
in 30 villages chosen from oach of S tahsils of Sialkot dis­
trict with rainfall of tho preceding six months, in the case 
of autumn and spring harvested crops respectively. Rainfall 
in September was found to be slightly beneficial to the 
autumn crop and considerably so to the spring crop. The 
year-to-year variation of rainfall was examined by fitting 
both Poarsonian frequency curves and periodic curves. The 
effect of varying distribution of rainfall, treating tho 
more important crops separately was also studied,

Tho value of systematic work on the subject of crop- . 
weather relationship was stressed by tho 'Royal Commission 
on Agriculture* in India, Effect was given to th© recommen­
dations of the Commission in 1932 when a section oi Agricul­
tural Meteorology was started at the Meteorological Offico, 
Poona under tho auspices of the 'Imperial Council of Agri­
cultural Research',

In 1945, tho Indian Council of Agricultural Research 
(ICAR) launched an All-India Co-ordinated Crop Weather Schom© 
(AXClVS) , Under this ochemo, specialised meteorological 
observatories wore sot up for tho systematic recording of
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lt , crop-weathcr observation© on poddy# wheat and jowar as a net 
work of selected experimental farms throughout th© country* 
These observations were later extended to sugarcane and 
cotton as well. The objective of the scheme was to formu­
late, in quantitative terms, the effect of different growth 
factors on th© growth and yield of crops under observation,

Reviewing the status of AICWS, Sarker (1977) reported: 
nSom® tentative crop-weather relationship have been 

established with respect to tho crops at different crop 
weathor stations by applying statistical methods. Response 
of a few crops in yield to distribution of rainfall during 
the life cycle of the crop has also been obtained. Similar 
studies in relation to other meteorological parameters llfco 
maximum temperature, sunshine and humidity are in progress'1 •

2*4. Mtg.̂ -t.ar.e.-EŜ lew_on..emp.l£lc.al-9tati.stical_c_r.Qp-woother

After launching the section on Agricultural Meteorology, 
rainfall and its Impact on the yield of coconut crop was 
first investigated by Patel and Anandan (1936). The data 
utilized for tho study were collected at the Agricultural 
Research Station, Kasaragod on the West Coast of India.
The number of rainy days, tho total rainfall for the diffe­
rent' seasons and years were also collected, Tho yield data 
utilized in various correlation was collected from 105 regu­
lar bearing palms. The trees were of the ordinary tall typo
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and they war© about tentyfiv© years old in 1010* Patel 
and Anandan obtained the correlation coefficients between 
the yield of coconut and different combination of rainfall*

- It w3q reported that tho maximum correlation of yield 
of coconut and different combination of rainfall was 0*8104* 
The combination of rainfall for the maximum correlation was 
the total rainfall in January* February and March of tho 
previous year of harvest and tho second year previous to the 
harvest* It was also reported! that January to April roin9 
for two years previous to tho harvest had maximum correlation 
with the yield of coconut. The multiple regression equations 
of th© yield on tho throe predictor variables x^, xa and X3 
was worked out* where X^ was the total rainfalls in January* 
February* March and April during tho year of harvest* X^ was 
total rainfall in the same months during the year previous 
to harvest and X3 stood for the total rainfalls in the 
months during tho second year previous to harvest. From 
the multiple regression equation* multiple correlation 
coefficient of 0*798 was also obtained* Xt woo also found 
that multiple correlation coefficient was very close to tho 
co-efficient of correlation for the total rainfall in throe 
years during January to April* Th© total as well ©3 tho 
partial correlations ware not significant* thereby indi­
cating that tho rainfall of one year wag not related to the 
rainfall of another year for th© observations made* and
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found that tho correlation* wherever significant* wore not 
spurious* <

Patoi and Anandan (1936) drew the conclusion that the 
crop yield in any year was influenced by January to April 
rainfalls for two years previous to the harvest* together 
with the rainfalls in January to April of the harvest yoar*

Balasubraraanian (1906) conducted tho investigation of 
influence of rainfall - monthly as well as seasonal on the 
bearing capacity of coconuts* Tho yield data were obtained 
from Pllicode for 26 yoars and from Kaoarogod for 29 years. 
The monthly rainfall data were compiled from the station 
records for the years for which the yield data were avai­
lable* Balasubramanian reported that (1) the rains received 
in January influenced apparently th© performance of coeonut 
plantstions* (li) next to January rains* the February rains 
appeared to be important at Kasaragod* whereas tho rains of 
March and April assumed similar important influence at 
Pllicode and (ill) rains in September were essential for 
coconuts at Kaoaragod. But at Pilicode rains in the months 
of October and November appeared to be very necessary*

The climatic requirements and qualitative effects of 
weather on the performance of the coconut crop was reviewed 
by Warar and Pandalal (1957). Zt was found that the seasonal 
differences did not affect tho different characters of the 
palm ahd that tho yield of a particular yoar was influenced
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\ , 
by Jamsory to April rainfalls for two years prior to har­
vest together with tho rains during similar period of bar- 
vest year* It was also found that the rains received in 
the months of May* June* July* August and December had no 
marked influence on aoconut plantations in both the stations 
and that the influence of September rainfalls was felt in 
the crop yield obtained in the neat two years at Kasaragod 
but tho effects are of different nature* At Pilicodo they 
had no significance on crop yield at all* .

The joint effects of rainfall and maximum daily tern- 
peratur© on the yields of corn crop were investigated by 
Stacy ©t al« (1907)* In their work, the maximum daily 
temperature and rainfall averaged by 5-day period for 18 
periods during each growing season of a 38-year span were 
related.to th© corn yields using a set of second degree ortho­
gonal polynomials as regression integrals. Results indi­
cated that high temperature near the end of growing season 
wore beneficial to crop yields if the rainfall was adequate, 
fthen no rain occurred high temperature causes great damage 
to the crop yields in tho first of June.

fiallik (1950a) examined nine year's data for the crops 
of wheat* jowar and cotton at the ’Dharwar Research Station 
and found that in two years when the wheat yield were very 
low due to root attack, the number of hour© of sunshine days 
during November was abnormally low* On the other hand, in
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jowar# on the basis of comparison of rainfall during growing
season in two yoars of vety good harvest with wheat iii two
years of very poor harvest# Mallik argued that jowar crop
at Dharwar Is rather susceptible to excessive rainfalls
during th© grov;ing period# Using similar approach it was
further suggested the spell of cloudy and rainy weather
extending over 3 consecutive weeks during growing season of 

' \ 
cotton appeared to create conditions favourable to pests
like shoot borer and red cotton bug#

In his another paper# flallik (1958b) attempted a more 
elaborate analysis of ten years* data relating to Jowar 
from five stations# It was postulated, partly for lack of 
any other basis, that the optimum amount and distribution 
of rainfall during the growing period of kharif jowar was 
approximated by the amount of rainfall and ita distribution 
in each of 12 weeks prior to ear emergence, ttallik then 
estimated the correlation coefficient between (i) height 
and yield, (ii) the percentage of deviation of actual weekly 
rainfall during the growing period in each year from the 
rainfall in corresponding weeks of the optimum year (i#©# 
th© year of maximum in sample) and percentage deviation 
from the maximum height, and (iii) deviation In rainfall 
for the year of optimum yield and deviation from the optimum 
yield using a similar procedure as in (II),

In a subsequent paper, MalHEi ©t al# (I960) attempted 
a rather cjiOSo ©JLcfooj# of for tho coliiofi
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crop fro© some 12 stations* Hero .again9 the stations were 
poolod into two groups on the basis of rainfall in the 
reproductive period to get a sufficient number of observa­
tions for studying correlation coefficients between 
(i) different growth features and yield and (ii) meteoro­
logical factors and some growth features*

This kind of analysis which tried to scan tho strength 
and pattern of relations between a variety of meteorological 
variables which were expected on a priori grounds to affect 
the crop yield was valuable especially when there was no 
well-formulated hypotheses on the precise nature of crop- 
weather relationship* Tho problem posed by pooling of 
observations could be overcome once sufficient number of 
observations were available for a particular variety*

Filial and Satyabalan (19&9) studied the seasonal 
variation in yield* nut characters and copra contents in a 
few erotic cultivars of coconuts growing at the Central 
Coconut Research Station, Kaseragod* It was reported that 
the variation in yield was vory high during different seasons* 
In the majority of th© cultivars, the highest yield was 
observed in summer and lowest during north east monsoon 
period* In the case of west coast tall variety* it was 
during summer that largo nut and maximum copra content were 
obtained* Th© relationship botweon the volume of husked 
nut and weight of copra was found only in some-cultivars#



it was concluded that tho seasonal variations observed 
might be a peculiarity of the exotic coconut cultivars.

Gangopadfoyaya and Sarker (1964) applied th© techniques 
of curvilinear correlation study in investigating the effect 
of weather variables on the growth of sugar cane* It has 
been found that at Poona, of all weather variables, th© 
maximum and minimum temperatures influenced elongation moot

A
and that their optimum values were equal to 87.5 F and less 
than or equal to 68®F respectively* Rainfall had slight 
effect as the crop was irrigated* They reported that curvi­
linear study could foe satisfactorily used to bring out a 
series of crop weather relationship which were not observable 
oh the surface and to provide a basis of estimating the 
probable effect of new combinations of independent factors 
upon the dependent one*

Lakshraansehar (1965) fitted orthogonal polynomial 
curves of the fourth degree to the distribution of rainfall 
at Kasarogod during 1926-1950 for each year* It was found 
that (i) average weekly rainfall had a tendency to increase 
as th© linear component was positive, (11) 75 per cent of 
rainfall from th© middle of May to th© middle of September, 
(ill) the remaining quantity was distributed over other 
8 months and (iv) there was every certainty of th© occu­
rrence of rainfall during the weeks 23rd to 30th while 
during th© first 14 weeks, probability was very low*



Sarker (1965) suggested the use of method of successive 
graphic approximations to examine the influence of prevail­
ing weather on yield of sugarcane crop at Poona* It was 
found that the weather during the tilling phase accounts 
for 50 per cent of the variations in the yield.

Sen et al, (1966) investigated the Influence of weather 
variables on tho yields of tea crop in the Assam Valley In 
India* Mean values of rainfall, relative humidity, sunshine 
hours, diurnal temperature wore tried as predictor variables. 
A separate analysis was undertaken For each of the early, 
main and late crops (April-June, July-Septerafoer and Octobor- 
Oecember)* In their study* time variable was added as pre­
dictor for changes in growth rate of tea plant as it aged.

After some initial trials, Sen ot al, (1966) used th© 
logarithm of rainfall in placo of rainfall itself, an 
increase in precipitation proving to b© more beneficial 
when rainfall was low than when it was high* It was found 
that for tho early crop, the significant predictors wore 
mean temperature and logarithm of rainfall, each with a lag 
of 3 months? the yield was greater than wars and wet weather 
(upto about 13 cm of rainfall) than after cool and dry con­
dition*

Ramaaurti and Banerjee (1966) carried out a curvilinear 
regression analysis of weather variables with the yields of 
wheat crop at tho region off Dharwar, India using successive
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approximation technique developed by Ezel:iel and Fox (1959). 
Various weather factors were tried in their study* They 
reported that an optimum of about 16°C maximum temperature 
and 22°C to 23°C mean temperature with 60 to 65 hours of 
bright sunshine per week and 50 to 60 per cent humidity 
appeared to be the most favourable condition for wheat In 
Dharwar.

Abeywardona (1963) endeavoured to develop the relation­
ship between rainfell and coconut crop using multiple regre­
ssion technique* It was found that the influence of a 
particular spell of rainfall on the yield of most fruit 
crops was dependent on the moisture sensitivity of the stage 
of development of the crop during th© spell of rainfall. It 
was confirmed from the study that the poriod May to August 
with a longer day length was more moisture sensitive. The 
oub-periods of January to April and September to December 
were not only less moisture sensitive but also differed 
widely in their moisture sensitivities in spit© of th© fact

t
that their day-Xength wore identical*

Thompson (1969) employed multiple curvilinear regre­
ssion analysis in order to investigate the influence of 
weather variables on corn yields in U.S.A. In his study* 
the influence of weather was separated from the influence 
of technology on the yield of corn by tho use of time trend3 

for technology and multiple curvilinear regression for
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weather variables in five corn bolt states of U.p.A* Tho 
weather variables employed were total rainfall from September 
through June, Juno temperature, July rainfall, July tempe­
rature and August temperature*

Thompson (1970) conducted another investigation of 
influence of weather and technology in th© production of 
soybean in the Central United States* Xn hi© study Thompson 
used multiple curvilinear regression analysis* Time trend 
was introduced to measure the influence of technology as in 
hits.previous study (Thompson, 1969)* It was concluded 
that (i) the highest yield has been associated with warmer 
than normal temperature in July and August and (ii) th© 
highest yield has been associated with normal precipitation 
from September through June and with above normal rainfall 
in July and August*

Suryanarayana ©t al* (1971) studied the relationship 
■ between the groundnut yield and rainfall pattern at Ifebal 

and Bangalore for the period from 1957 to 1966* The various 
aspects of rainfall, both quantitative as woll as qualitative, 
were taken into account to explain variation in the yield*
The qualitative aspects of rainfall were studied through 
the parameters namely co-efficient of variation of rainfall, 
percentage number of rainy days and severity of dry spell. 
Simple correlations of these parameters with the crop yield 
revealed importance of qualitative aspects rainfall also*
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it was found that the multiple correlation of these quali­
tative parameters with yield revealed that yield variation 
to th© extent of 50 per cent was attributable to th© varia­
tion in these four factors* It was concluded that the 
yield of groundnut depended not only to a smaller degree 
on the amount of rainfall but also to a higher degree on 
tho pattern and distribution of rainfall and tho stage at 
which the dry spell occurred and that any attempt to relate 
rainfall with tho yield of crops in general and groundnut 
in particular should take into consideration along with the 
quantity of rainfall* qualitative aspects and stage of crop 
growth to obtain a comprehensive picture of the several 
intrinsic factors*

Das, riehra and Madhani (1971) evolved prediction 
equations for forecasting th© yield of autumn paddy rice 
in Mysore State using weather variables with the help of 
multiple linear regression analysis. In coastal Mysore 
restricted rainy days during July to 15 September and 
frequency of occasions of drought and floods in August and 
September wore principal weather factors having significant 
effect on yield. In tho Interior Mysore South*, June and 
September rainfall had significant effect on yield* By 
testing th© formulae for fcho yields for 1965 to 1968, it was 
found that they agreed well with the reported yields* All 
tho correlation coefficients ofotainod were also significant 
at 0*1 per cent level*
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Carr 0972) reviewed research and observations on the 
weather variable© affecting the growth and yield of tea 
plant and atteapfcod to define quantitatively the climatic 
condition© needed to maintain growth rates at a high level 
despite differences in the type of tea grown and cultural 
techniques practised in the different tea areas* £t was 
found that long sunshine hours were probably essential for 
maximum yield if the nutrient status of the tea (with 
particular reference to nitrogen) was adequatet and so long 
as other factors such as excessive air and loaf temperatures 
and low air humidity did not in turn become limiting#

Sreenivasan (1972) carried out comparative analysis vof 
relative performance of the two statistical Methods brings 
out tho slow continuous change in the response of crop 
yield to the weather pattern experienced by the cultivated 
soil and crop and (II) regression function .in which tho 
weather pattern was subjected to continuous screening to 
obtain a few wall defined weather periods of significance 
to tho soil and crop* It was also found that in the cose 
of wheat crop at Jalgaon and Hlphad regions, the regression 
function had better multiple correlation coefficient than 
th© regression Integral* Sroenivason concluded that it 
might bo due to tho differential response of some of adja­
cent hypotheses of crop end changing soil characteristic 
to tho weather variables*
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Sroenivasan and Danerje© (1973) analysed systematically 
crop and weather observations twice-a-day on rabi* Jowar 
at Raichur Agroraeteorologlcal Observatory during 1948-67 
using multiple curvilinear regression techniques and con- 
eluded that the pattern and magnitude of responses of the 
crop to the weather factors# viz*# mean maximum temperoture# 
total rainfall# number of rainy days and mean minimum tempe­
rature differed among themselves# temperature showing greater 
influence than rainfall* It was ol3e found that tho two 
varieties of wheat M 35-1 and PJ-4B showed a range of weather 
factors* Tho study also confirmed advantage of applying 
curvilinear multiple correlations as to the behaviour of 
the crop-weather relations as postulated by Gangopadhyaya 
and Sorkor (1965)*

In his another paper# Sreenlvasan (1974) employed 
regression integral techniques of Fishar (1924) to evaluate 
the influence of rainfall on the wheat grown at Jalgaon and 
Miphed (Maharashtra State) for a period of 22 years* It was 
found that the pattern of response was similar at these two 
stations and the two varieties in each station but the 
magnitude of responses of wheat crop grown in the heavy 
black soils of Niphad, Those studies supported tho current 
views of physiologists and agronomists*

Coomans (1975) draw tho conclusions# based on results 
from four countries# that the available water# temperature
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and aunahino have an influence on seasonal fluctuations in 
coconut yields# Their action intervened at various moments 
in the development of the inflorescence and tho fruit# It 
was found that water deficit played the main role In the 
fluctuations in the yield of coconuts#

Devanathan (1975) advocated the U3e of the product of 
rainfall per month (R) and average daily hours of sunshine 
per month (S) as predictor variable in relating yield of 
tea crop to weather variables# It wa3 found that the best 
fitted regression equation of yield on (R5) for the previous 
month was linear giving the correlation co-efficient of 
0*972# Therefore# it was concluded that the empirical weather 
parameter (Rs) could provide a good quantitative estimate of 
interaction of main climatic factors# which promoted plant 
growth, at least for yields of tea crop under constant 
treatment#

Murata (1975) reviewed statistical and simulation 
studies as to tho effect of climatic factors on rice yield 
in Japan and carried out correlation studies at various 
locations in tho past half century# It was concluded that
the most important and limiting climatic factors for rice 
yield was solar radiation or sunshine hours, while it was 
mean air-temperature during the same period in northern 
regions of Japan# Several regression models were postulated 
to express the structural relationship which were supported
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by various physiological knowledge and experimental data
g o far collected.. .

Bridge (1976) related Kharkov winter wheat.-yields at 
four locations* spanning over 12° latitude on the Groat 
Plains to climatic parameters* For each locations* a stop*- 
vjise multiple regression techniques was used to relate winter 
yields to climatic parameters generated by a constant rust 
zone (CRZ) water budget and.expanding root zone (ERZ) water 
budget* It was found that (1) compared to those for CR2 
model* the multiple regression using ERZ model parameters 
explained an average of 12 per cent more of th© total 
variation in winter wheat yield and (ii) th© regression 
employing only potential ovapotranopiratlon and precipita­
tion variables explained an average of 63 per cent less of 
the variation in winter wheat yield compared to tho regre­
ssion formed with ERZ model parameters.

Dyes and Gillooly (1977) employed a step-wise linear 
regression technique to describe hay yield with nitrogen 
application* last years* yield* mean warm season and cold 
season temperature* The study set out to 9how that the 
useful structural equations could be obtained for a crop in 
Iceland* a marginal region of earth*© surface* It was found 
that the current year's hay yield had a significant structu­
ral relationship with moan cold season temperatures, appli­
cation of nitrogen and moan warm season temperature In that
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order* It was also found that when the previous year's 
yield was added as a predictor, nitrogen application and 
mean warm season temperature make no significant contribu­
tion to the relationship.

. Bodokar et al* (1977) carried out forecasting the 
yield of wheat in India from weather parameters* Regre­
ssion equations were developed to forecast rabi wheat yield 
for the meteorological sub-divisionss Madhya Maharashtra, 
Rajasthan.(east), Gujarat region and Himachal Pradesh* 
First, the mean crop yield for a particular sub-division 
was linearly correlated with different weather elements for 
different overlapping spells ranging from 7 to 60 days* 
Those spells which gave high correlation and called 'sensi­
tive periods* wore selected* Different combinations of tho 
sensitive periods for different weather variables wore ' 
selected and subjected to multiple correlation analysis, 
with yield as dependent variables* After numerous permu­
tations and combinations, the combination of meteorological 
parameters were selected which gave high and significant 
multiple correlation and thereby explained a very large 
percentage of total variation of crop yield.

Rao et al. (1978) attempted to develop tho prediction 
equation for the forecasting of the rice yield for the 

i regions of Marathwada, Rayalaseoma, Gujarat and Himachal 
Pradesh. The method of analysis was tho same as the method 
used by Bodokar et al, (1977)* They all used 6 variables
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Including tho variable of technological trend becaus© 
recent advances in tho field of agricultural technology 
like increased us© of chemical fertilisers (N,P,K), hotter 
irrigation and drainage facilities* control of posts and 
diseases, bettor seeds, improved agricultural practices, 
etc# , have resulted in sharp rise in crop yield# this 
increase for all these factors is called, the technological 
trend#' On plotting yield versus years, technological trend 
was noticed in the yield figuros of Marathwada from 1975—76, 
for Rayalaseema from 1960-61, for Himachal Pradesh from 
1951-32, and for Gujarat from 1932-53#

' . Kat2 (1979) performed a sensitivity analysis of statis­
tical crop weather models# Tho models in his study were 
of the type which predicted yields from climatic variables 
using empirical relationships derived from historical yields 
and weather# fiidgo regression techniques wore used to per­
form the sensitivity analysis# The results indicated that 
the estimates of regression coefficients could be quite 
variable due to multieollinearity of the predictor weathor 
variables# Katz reported that the sensitivity results had 
significant Implications concerning (i) the appropriate 
statistical methodology for developing yield models (i£) tho 
limitations Inherent in using these models in order to 
assess the impact of climatic variability or change on food 
production.
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Other attempts for forecasting of th© crop3 using 
log-normal diffusion process wore made by Saraswathy and
Thomas {1975, 1976)*

In thoir first paper, Saraswathy and Thomas used 
log-normal diffusion process in order to forecast some 
important crops of Korols State* The forecasted crops viqsq 
rice® tapioca, coconut, arecanut, popper, tea, coffee, 
rubber and caohewnut# Tintnos and Patel (1965) applied 
log-normal diffusion model to the data on national income 
of India, using the government expenditure as the. exogenous 
variable* Tintner and Patel (1969) also utilised the same 
model to explain tho trend in per hectare yield of crops, 
viz* rice, wheat and sugarcane in India, taking th© pro­
portion of irrigated area under the crop &9 exogenous 
variable* .

In their second paper, Saraswathy and Thomas (1976) 
adopted the same method to explain the trends in production 
of the crops Gited above, taking th© area under th© crop as . 
the exogenous variable* The base year was taken as th® 
year 19S2-53* It was found that coefficient of determina­
tion reported by Saraswathy and Thomas wore very high and 
forecast values wore.very satisfactory. They reported that 
th© stochastic model used, namely, tho log-normal diffusion 
model offered a reasonably close fit to tho data and hence 
those models could forecast tho pro-harvQst production of 
crops for tho periods which were not very far removed from
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the year 1973-74, the data upto which have b©era used in 
th© construction of the models to forecast th© production 
of crops*

Rung© (1968) studied the effects of rainfall and maxi­
mum temperature interactions on tho yield of corn crop 
during the growing season* It was found that rainfall and 
temperatures during.th© graving season were correlated 
with corn yield under constant management for tho 54 years 
period 1903-1956* It was found that maximum daily tempe­
ratures and rainfalls had a large effect on corn yield from

t

35 days before to 15 days after anthesis. That corresponded 
to tho average calendar interval of June 30 through August 8 
at Urbana, U*S*A* Maximum effect of temperature and rain­
fall on corn yield occurred approximately on© week before 
anthesis and remained at a high level one week before 
anthesis and remained at a high level one week before to 
either old© of maximum* The models developed in this inves­
tigation indicated that high temperatures between 32*2 and 
37*8°C could b© beneficial to corn yield if moisture avai­
lable to corn plant is adequate* Fisher's polynomial tech­
niques, modified by Hardricks and Scholl (1943), were used 
to study interaction of rainfall and temperaturos on the . 
corn yield* Xn his study, Rung© used fourth degree multiple 
regression equation having nine generated variables*. Runge 
and Odell (1958) investigated-the relation between precipi­
tation, temperature and the yield of corn using the seme
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fourth degree multiple regression equations. In thoir 
prediction models, the following assumptions were intro­
duced.

i) A unit of maximum temperature or a unit of rain­
fall has th© some effect on crop yield for the
average temperature or total rainfall above and 
below overage, but in opposite directions.

ii) The total effect on yield is directly propor­
tional to the number of units of maximum tempe­
rature or units of total rainfall above and 
below overage. •

ill) The effect on crop yield in each period is inde­
pendent of the effect in any other time period,

Bhargava et al. (1978) investigated influence of 
moist days and humid days on the yield of jowar crop In 
Jalgaon district pertaining to 1950-1971, It was reported 
that the yield has linear relationship with the number of 
moist days and number of humid days. It was found that the 
span of humid period extended between the 3rd week of Juno 
to 2nd week of September while that of the moist period 
extended footwoon 2nd week of June to the end of September*

&oo (1986) studied the effect© of rainfall and maximum 
temperature on yields of toasa jute crop. In his study, 
the maximum doily temperature and rainfall averaged for 
20 weekly periods during growing season of 1960-1977 wore



related to fibre yields of tossa ,3ute. As in the investi­
gation conducted by Stacy et al* (1937)* second degree 
polynomials were used as regression integrals* It was found 
that these weather variables explained of the total 
variation in fibre yields. Tho maximum effect of tempera­
ture and rainfall on the yields of juto was observed at 
about 75 days after germination* It was also reported that 
temperature highor than 36°C gave positive yield response 
at all levels of rainfalls and that rainfall between 45 and 
100 days of crop age was beneficial to crop yields*

Agrawal et al* (1930) made an attempt to develop a 
forecasting model of rice yield using weather variables 
in Raipur district of Madhya Pradesh. The weather para­
meters U3*d in the forecasting models were weekly weather 
variables* viz** maximum temperature# relative humidity# 
total rainfall and number of rainy days* Two models were 
found suitable to forecast the rice yield. In the first 
model# weighted averages of weekly weather variables and 
their interactions using powers of week numbero as weights 
were used* The respective correlation coefficients with 
yield in place of vjoek number were token in the second model* 
Th© stepwise regression technique was used to select signi­
ficant generated variables* Further analysis were carried 
out using significant generated variables. To study the 
consistency of the forecasting models# simulated forecasts

3$
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of subsequent years, not inducted for obtaining regression 
equation, were worked out#

Mustafi and Ghaudhuri (1931) developed a stochastic 
process model for the monthly tea crop production as 
function of stochastic variables like past value of monthly ' 
tea crop production and also of both post,end current 
values of rather parameters of rainfall and Penman’s 
evaporation records# Tho study involved generation of 
regression polynomials of optimal complexity through tho 
us© of a heuristic method called multilayer group method

s

of data handling (GBfiDH)• It was found that the method of 
GE3DH provided a prediction of toa crop production a month 
ahead of the erop*s picking* It was reported that optimum 
level of precipitation needed for a possible desired level 
of tea crop production could b© determined with the help 
of G&&H method*

Xn their another paper, Agrawal and Jain (1932) pro­
posed a composite model for forecasting of the yield of 
rice crop in Raipur district using the weather parameters 
of maximum terseroture, relative humidity, total rainfall, 
number of rainy days, fertiliser consumption, percentage 
area under H W  and irrigation and fertilizerrice price 
ratio# Two weighted weather indices wore constructed to 
reduce tho number of weather variables for inclusion in th© 
composite model* Forecast models based on weather indices
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and agricultural inputs along with time trend were worked 
out. Xt was also found that the additional contribution 
of agricultural inputs over th© trend as a variable In the 
forecasting model was negligible, suggesting that inclusion 
of trend as a predictor variable in the forecasting model 
took care of agricultural inputs and change in technology. 
Agrawal and Jain reported that weather variables along with 
trend could explain more than 70 per cont of the total 
variation In yield at about 2 months and a half before har­
vest » suggesting that the rice yield could be forecast from 
weather variables alone. Tho adjusted coefficient of deter­
mination was used to remove upward bias when based on small 
number of observations*

Jones (1982) reviewed some of the methodology employed
\ _

for Investigating aggregate crop-weather relationship» 
together with the problems encountered in the process* It 
was supported by an attempt to estimate such a relationship 
from a short data series for th© control Norfolk region 
of UK* Chi-square tests were used to determine the seasonal 
significance of weather variable© which then subjected to 
analysis of principal components. Employing th© components 
as explanatory variables in multiple regression, the utility 
of the approach for exploring the economics of the agro- 
elimatie factors were assessed*

Ong (1982a) introduced exploratory identification 
analysis (E2A) as a systematic and objective method of
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determining the relationship between oil palm bunch yields 
and change© in rainfall© and dry spells. Monthly oil palm- 
bunch yields were related with monthly rainfall and dry 
spell aa far bacU as 42 months before harvest (i.e. LAG 42) 
through o series of simple correlations and then rG-avaluated 
through a series of partial correlations. It was found that 
oil palm yields wore associated with rainfall at LAG 5-7, 
16-18, 22-23, 20-30 and dry spoil at LAG 5-6, 9-12, 16-18, 
22-24 and 29-30.
. Ong (1932b) continued exploratory identification 
analysis (E1A) in determining the relationships between 
oil palm monthly bunch yield to temperature and sunshine of 
various months (or LAG) before harvest. It was found that 
oil palm bunch yields had relationship with diurnal tempe­
rature range at LAG 7—9, 13—16, 19—23 respectively.

i

Rao (19S4) mad© an attempt to study the relationship 
between the annual coconut crop yields (Dost Coast Tall) 
and annual rainfall trends using 20 years moving averages 
for the region of Pilicode, Northern Kerala. The onset of 
effective monsoon was determined on the basis of Reman (1973) 
criteria which stipulate that the first day's rain in a 
period of 7 days should be at least 5 nra with total rain 
Of 35 ram with 4 rainy days in that period. The 20 years 
moving averages of annual rainfall and coconut yields were 
used to analyse the relationship between them. It was
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found that both high rainfall during tho months of Juno,
July and August, 09 wall as tho absence of post and pre- 
aonooon showers adversely affect the subsequent years' 
coconut yields in tho Pillcodo region*

2*5* A hrinf literature .flgview on weather forecasting
models i7ith_enafiigl-r
In order to study tho crop-weather relationship we 

must acknowledge th© high role played by the rainfall and 
Its quantitative and qualitative aspects. Many studies 
of distribution and forecast of rainfall have been made in 
th© recent past* Among them were Gabriel and Neumann (1957), 
1962), Medhi (1976), Thomas (1977), Nguyen and Roussollo 
(1981), Nguyen (1982), Krishna** end Suryanarayana (1902) 
and Manohar and Siddappa (1984)*

' Gabriel and Neumann (1957, 1962) employed a Martcov- 
chain model for daily rainfall occurrence at Tol-Aviv, 
Israel. They described the occurrences and non-occurrences 
of rainfall of Tel-Aviv by a two-state Markov-ehain. A 
dry date was denoted by state 0 and a wot date by state 1•

1 MedhI (1976) utilised the same two stato Markow-chain 
model as in Gabriel and Neumann (1957, 1962) in his study 
of occurrence and non-occurrence of rainfall in Gauhati, 
India. The statistical hypothesis testing on tho order of 
chain,' sero or one, was al30 carried out using the statis­
tical Inforeace techniques for Harfeov-chalns developed by 
Anderson and Goodman (1957)*
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Thomas (1077) predicted the monthly end annual amount 
o£ precipitation and also number of rainy days at Pattambi 
Rice Research Station* The point estimate, vis. arithmetic 
mean of monthly and annual precipitation have been worked 
out*. It was found that tho mean annual precipitation at 
Pattaabi was 2606*3 mm and the standard deviation of amount 
of precipitation was 336*03 can* The moan number of rainy 
days per year la 118*24 days and the standard deviation 
was 13*32 days* .

Nguyen and Elouasoilo (1981) presented a stochaatic 
characterisation of temporal storm pattern and proposed a 
model to determine probability distributions of rainfall 
accumulated at the end of each time unit within a total 
storm duration. It was found that probability of any given 
number of consecutive rainy hours was determined by first 
and second«order Markov chains* Statistical tests wore 
performed to toot the fit of the Markov model to the sequence 
of wet hours*

Nguyen (1902) reported that there was agreement bet­
ween the observations and the proposed model, and concluded 
that the methodology in their study was more flexible and 
more general than those that have been used In previous 
investigations* By using the stochastic model developed 
by Nguyen and Roussolle, a storm profile could be charac-* 
terised in terms of the tlrao of occurrence of a storm which 
was defined as an interrupted sequence of consecutive hourly
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rainfalls, the total storm depth, and th© probability 
estimates of accumulated rainfalls at th© end of each time 
unit within th© total storm duration*

Krishna© and Suryanarayana (1902) analysed theore­
tical distribution of rainfall accumulated during 2 weeks*
4 weeks, 6 weeks, ©tc* upt© 30 weeks from th© commencement 
weeks of growing season for each individual year at 
Bangalore region, during the period of 1007 to 1077,* It was 
found that accumulated rainfall was not normal for second 
and fourth weeks, so also, non-normality was found for 10 
week and 14 to 28' weeks respectively,

Manohar and Slddappa (1984) also carried out a study 
of weathor spoils and weather cycles at Raichur district 
using first order Markov chain model. The daily rainfall 
data for 59 years from 1917 to 1975 for 1*© monsoon months 
(Juno to October) at Haichur were used to fit tho first 
order Markov chain model* It was reported that the first 
order Markov chain model seemed to fit better for the wet 
spells than dry spells as judged by the chi-square tests.

The reliability analysis of rainfalls during crop 
growing season in Bangalore and Kolar districts in Karnataka 
was conducted by Ra© and Rao (1960), Application of con­
ditional rainfall probability estimates to agriculture and 
planning was reviewed by Singh and Pavafe© (1968),

Basu (1971) conducted fitting of a Markov chain model



42

for dally rainfall data at Calcutta. Tho study of oecu- 
rrence of rainfall In Raipur district was made by Bhargavs 
ot al* (1973) using first order Markov chain model* Mathe­
matical distribution of rainfall in arid and semi-arid zones 
of Rajasthan State were developed and analysed by Krishna 
and Kuehwaha (1972),

leather condition at Tamil Nadu Agricultural Uni­
versity , Coimbatore was analysed by Kulandalvelu ©t al. 
(1979). Analysis of rainfall pattern and cropping systom 
in Kinathakodavu 31ockf Coimbatore district was carried out 
by Kulandaivelu et al. (1979).

Prediction of North East Monsoon rainfall at Coimbatore 
was done by Raj (1979) and seasonal rainfall in Pondicherry 
was analysed by Roju ot al. (1983). Dahogavamdoos and 
Reraalingam (1933) investigated monthly and annual rainfall 
pattern at Pondicherry.

The nature of tho frequency distribution of Indian 
rainfall (Monsoon and annual) was investigated by Rao 
et al. (1974). Victor and Sastry (1979) analysed the pro­
bability of dry spell u9ing the first order Markov chain 
raodel3 and thereby dry spoil probabilities were applied to 
the study of crop development 9tages effectively. .

2.6. fipyjsgflgo of_revlew ■OfLUterature and conclusion
The above literature review lo obviously far from 

complete in its coverage of th© work done in India and
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other foreign scientific bodies on statistical crop-weather 
models* But in so far as tho papers covered and reviewed 
hero form a fairly representative cross-section of1 th© 
work done in this aroa of crop-weather models, w© could» 
at some risk, attempt to summarise th© state of knowledge 
they reflect*

The forecasting models based on macro data, being 
highly empirical in their approach, are of doubtful value 
for understanding crop-weather relationships, but seems to 
bo quite good for statistical prodictions of yield, given 
the values of weather parameters* TEioreforo, it would foe 
useful to examine th© forecasting power or predictive 
power of these empirical-statistical crop-woather models 
in th® case of other crops and regions for viiich they have 
been developed and attempted*
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CHAPTER 111 
MATERIALS AND METHODS

In order to develop a statistical crop-weather model 
for the purpose of forecasting the yields of a crop, it la 
inevitably needed to collect a sample of yield data from 
an area under study as well as a sample of weather data 
from th© same area or from a station which is nearest to 
the area and having identical climatic conditions, If the 
original weather data is not available with th© area under 
study# This fact is no exception to the present Investiga­
tion since crop-weather models developed in this investiga­
tion com© into the category of empirical-statistical crop- 
weather models In which one or several weather variables 
are statistically related to crop yields as response or 
predicted variable*

Tho present study of empirical-statistical crop-weather 
models for the yields of coconut crop was carried out for 
the region of Pllicode, Hosdurg Taluk in Kaaaragcd district, 
which is situated at 13°M and 73°E latitude and longitude 
respectively at an elevation of 91*40-121.36 metres above 
mean sea level (MSL). Pilicode region is about 30 km north 
of Gannanor© Town on th© eastern side of th© Host Coast Road, 
NH 17*

—44—
i1
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The maximum temperature of this region ranges from 
26.90°C to 33.92°C with a moan of 31*G3°C and tho minimum 
temperature ranges from 18*42°fe to 27*41°C with a mean of 
22*S0°C* During th© south west monsoon period of June to 
September an average precipitation of 250 cm is received 
at Pilicode* The north east monsoon usually started in 
October and continues upto January* During this period»
43 cm of rain on an average is received in Pilicode* The 
soil in Pilicode region is a laterite soil, i.e., a fairly 
heavy loam containing laterite sand or gravel*

3.1.1, Collection of data on violda of coconut

Tho required coconut yield data utilized in the pre­
sent study were collected from the coconut Research Station 
(Nlleshwar 1)» Regional Agricultural Research Station, 
Pilicode, under Kerala Agricultural University* The 91 palms 
(from palm Mo* 86 to 176) were selected from Qlock I of
1*19 hectare in area, one of 24 blocks maintained by th©

*
Research Station* The data on monthly coconut yields of 
the trees for 13 yeera from 1968 to 19Q0 were collected 
from the monthly yield register books maintained at the 
Station* Tho trees wore of ordinary ttest Coast Tall (IVCT) 
type and reserved for the purpose of control in experimen­
tations conducted by the Stations* They had not been given 
any special treatment or irrigation in th© course of time 
under study* Some treo9 (palm numbers) whieh wore dead and
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cut wore deliberately excluded from tho study* Baaed on 
monthly coconut yield data collected from the Station, 
average yield of nuts por bearing tree por half calendar 
year, taking first half-year as from January to June and 
second half-year as from July to December, were computed 
excluding those trees which were not bearing female flowers 
and giving any nut for the year as a whole, being treated 
as abnormal trees for that year* Thus, for the span of 
13 years from 1968 to 1980, 26 values of average yield of 
coconuts per bearing trees per half year were obtained.
The average yield of nuts per bearing tree per half yoar 
was used as response (predicted) variable in our statistical 
crop-weather models for the yields of coconut.

The annual rainfall of Pilicode region are abundant. 
However, tho crop yields are low due to its uneven distri­
bution of rainfall and high intensity during monsoon. The 
region also experiences soli moisture deficit from October 
to May due to lack of rain, which Inhibits the growth of 
coconut crop and production

3,1,2, Collec.tion^of ^gta on weather 
ffiraatloja-of. -seasons

Following Marar and Pandalai (1967), the meteorological 
variables utilised in our statistical crop-weather models 
for the yields of coconut crop wore the total rainfall, 
hours of bright sunshine, wind velocity, relative humidity 
per cent and maximum temperature. Since the required data
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on all theso five weather variables for the span of 13 
years from 1968 to 1980 were not available with tho Pilicode 
Coconut Research Station* we had resorted to the Central 
Plantation Crop Research Institute (CPCBI). at Kasaragod for 
collection of required weather data on five weather para­
meters stated above* Prom th© station records at CPCRI* 
tho weather data on weekly total rainfall in millimetre* 
weekly mean of dally sunshine hour3» weekly mean of dally 
wind velocity in kra/hr, weekly mean of relative humidity 
in percentage at forenoon and afternoon and weekly mean of 
dally maximum temperature In centigrade at forenoon were 
collected* Tho reason for collecting the required weather 
data from CPCRI is as followss

In the light of study of rainfall data at the two 
stations (Pilicode and Kasaragod) based on 26 years weather 
data (from 1929-1954)* conducted by Balasubramsnlan (1956), 
it was found that the pattern of rainfall were similar in 
these two stations* In the first five months of the year* 
forming the Dry Weather and Rot Weather periods the total 
rain received at two stations were 0*S& of th© annual rain­
fall for Pilicode and G*7J of the annual rainfall at 
Kasaragod* During the remaining seven months, constituting 
the south west end north east monsoon period, the rain 
received were 91 *2^ and 91 *3," of the annual rainfall for 
Pilicode and Kasaragod respectively. It was also found that 
the amount of rainfall received at the two Stations for the
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year as a whole was almost the sane. In both places, 
south west monsoon was important than north east monsoon*

Since the weather pattern of tho two stations are almost 
the samo it is concluded that the data on five weather varla- 
bleo aforementioned can be undoubtedly and fruitfully 
employed in developing the empirical-statistical crop-weather 
models for the yields of coconut in the region of Pilicode*

Daeed on the weekly weather data collected from CPCiU, 
the monthly data for these five weather variables were formed 
using the ''standard weeks for a year’, set by Indian Meteoro­
logical Department* Then, following .Marar and Pandalal (1957), 
the weather data for different months of the year were reduced 
to the following 3-nonth and 6-months seasons having more 
uniformity in environmental effect on the crop for the pur­
pose of their application as "periods1 in our crop fore­
casting models developed in thi3 investigation*

i) December, January and February 
ii) March, April and Hoy 

iii) June, July and August 
iv) September, October 'and November

2. ikQQDth jieasen .formation
i) December, January, February, March, April and May 

ii) June, July, August, September, October end November.
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Wonfchly data for total rainfall» monthly mean9 of 
daily bright sunshine hours, vitnd velocity, mean relative 
humidity for forenoon and afternoon, and maximum temperature 
were converted into seasonal (3-month and 6-month )vveather 
date on total rainfall in cm, seasonal moan of daily bright 
sunshine hours, seasonal mean of daily wind velocity, sea­
sonal mean of daily mean relative humidity percentage and 
seasonal mean of daily maximum temperature respectively* 
Thus, the above seasonal (3-month and 6-month) weather data 
on these five weather variables were employed as original 
predictor v/oathor variables in our crop-weather models for 
the yields of coconut crop.

Since tho data on relative humidity were expressed in 
percentages, they wore transformed into arc-sino root pro­
portions so that th© distribution of transformed relative 
humidity percents would follow normal distribution with a 
stabilised and constant variance in our forecasting models 
for the yields of coconut crop*

. 3.2. Methods '

Th© weather variables affect the crop differently 
during its different stages of development. Therefore, tho 
effect of weather variables at different growth stages of 
the crop may help in understanding the response in terms of 
final yields and also provide a forecast of crop yield in 
advance of harvest.
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Tho extent of Influence of weather variabloo on crop 
yields depends not only on th© magnitude of weather variables 
thensolvos but also on the distribution pattern of theoo 
weathor variables over the crop season which, as such* calls 
for the necessity of dividing the wholo crop season into 
fine intervals* This will increase the number of predictor 
variables in tho model and in turn a largo number of con­
stants have to be estimated from the date collected* This 
will require a long series of data for precise estimation of 
these constants9 which may not be available in practice* 
Further, since environmental factors, including weather 
variables, are inter-related to each other, tho serious 
problem of eulticoliinearlty may also creep in.

3*2*1* Ifa9Ja»ftlfiELQfr.i™6

The problem of large number of predictor variables, 
discussed in the above section, con be tackled by tho 
following wayss

i) Increasing the sample sice,
. ii) Decreasing the number of variables

i )  litfjEB3.e.ftnq-.thQ. sample slae

The sample size Id generally Increased artificially 
through the application of cross sectional method. In this 
method several set of weather variables are taken In the 
geographically homogeneous region and thoso are notched with
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the yields of the region. Tho increase in degrees of froe- 
don duo to this method becomes fictitious as several sets 
of weather data are matched with tho sano yield. Further 
there is strong correlation between weather variables mea­
sured at the neighbouring locations which contradicts tho 
assumption of statistically independent variables in crop- 
weather models, decides that# the statistical value of 
information containod In such a sample does not Increase 
proportionally to the increase in number of observation in 
tho sample* Tho g o timeted constants in the models based on 
this method would have inflated sampling errors, •Therefore9 
this is not an officiant way of tackling tho problc?ra of large 
number of variables in the models.

Th© other aIternative .approach to tho problem of 
large number of variables is to decrease the number of the 
variables in the forecasting model by taking weather varia­
bles during some intorvals only when those variables show 
the significant correlation with yields* Hut in this method 
information over complete crop season is not utilised in the 
model which as such does not represent the distribution of 
th© weather variables over tho crop season* Fishor (1924) 
tackled this problem by fitting distribution constants. It 
was assumed that the effect of change in weather variables 
in successive periods would not be on abrupt or erratic



change but an orderly one which follows some mathematical
law.

3*2*2. EflgtailatlflauaLjg^fiss&ngj^^ variable

Lot (Ov&) b© th© crop season of a crop, over which the 
offset of a weather variable X la required to be invoati- 
gated to build a statistical crop-woathor model for the pur­
pose of forecasting the yields of th© crop* The crop season 
period (Ot^) is divided into h equal parts, then the multiplo 
regression equation of yield response V upon tho different■fr .magnitude of weather variable X at w period (or) interval,
denoted by Xw (w=»1, 2,    n) lc givon by

n

Y = Ao + ] E I Aw xW + e  <3*2* 0
IV~1

where is constant, A_ is the linear effect of one unitv W
change in weather variable X on th© crop yield at period 
or interval within the crop season (0,M) and A.,, (w»1,2, ,*.n) 
aro constants to be estimated by the method of ordinary
least square (OLS) based on Gauos-Markov Theorenj, and X *sw
are the values of weather variable X at ŵ *1 period*

Xn tho limiting case, when the length of porled in 
crop-soason (0,M) is made infiniteslmally very small (i.e., 
number of periods, n, 1© infinitely large) forecasting 
equation (3*2*1) bocomes
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M
Y c Aq + | A(t) X(t) dt + 0 (3.2*2)

0
whore X(t)cit is the amount or value of weather variable X 
in the infinitesimally small Interval of tins dt and A(t) 
is a continuous function of time t and represents the 
average effect or benefit to the crop corresponding to an 
additional unit of weather variable X(t)dt at any point of 
time t during the crop season (0,M) under study* This 
function (A(t) is called regression function and its graph 
is called Fisher's floopons© Curve*

^ow, let Pj(t), be 3 8Gt
nomiale functions of time t, which are orthonorraal to each 
other within the crop season (Q,M)• Xt means that

M 1 for to»J
C Pb(t)P*(t)dt <=
I K J 0 f o r M j

where k and m are any two positive integers*

Assuming further that tho values of weather variable 
at w period can be expressed in terms of orthonormal fun­
ction of tine t as follows#

m

x(t) « 5 2 bk (3.2.4)
' U*=0

whore bfc*s are constants, called meteorological distribu­
tion constants (f4DC) in Fisher's terminology, If the effect
of change In weather variable in successive periods could
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not be an abrupt or erratic cbong© but on orderly one 
which followed some mathematical law and it was assumed

th© weather effect A(t) could be expressed in term of 
a polynomial function of time t* wo havo

.
A(t) Pj5<t) (3.2S5)

li*=0 * .

where a*s are also constants*
‘Substituting the equations (3*2*4) end (3.2.5)' in 

equation (3*2*2) and using the property of orthonormal 
transformations in equation (3*2*3), we have

Y *= Aq + ^
r m

akPl£(t)
kcjQ

m

. k=0
dt + q

, m M m M
Y  “  a o  *Y1 a k b k  \ p l < t ) d t + H v j  j  v t ) p j < t ) d t  +

k«0 0 ky*j 0
@

m
Y o Aq + - akb& 4 e (3.2.6)

k«=o

Th© statistical crop^weather model given by the 
above equation (3*2*6) was developed by Fisher (1924) for 
examining the influence of rainfall on the wheat crop at 
Rothamstead, England. This model takes into account not 
only total rainfall during a certain period but also the 
manner in which rainfall was distributed over the crop season
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(0,M) under consideration* Fisher suggested to uqo m «= 5 
for most of the practical situations. In fitting static** 
tlcal crop-weather model of equation (3.2*6) for ns=6, th© 
number of regression coefficients to be estimated by OLS 
will remain seven only, no matter how finely Grop-season 
(G,M) is sub-divided*

In the above crop-weather model (3*2*6), the two assum­
ptions of expressibllity of X(t), the magnitude of weather 
variable, and A(t), Its effect on the crop yield in terras 
of polynomial. functions of time t wore introduced
by Fisher* ■

Eventhough the two assumptions may be satisfied in 
case of annual crop3 like rice, wheat* sugarcane, groundnuts, 
etc. whose crop-ooasono aro relatively short, tho first 
assumption of expreaoibility of weather variable X(t) in 
term of polynomial function would not be satisfied for the 
perennial crop like coconut because (i) th© magnitude of 
weather variables as far back as one or two years more from 
the year of harvest has Influence the crop yiold and (II) the 
span of two years back contains tho critical period from the 
endogenous point of view a3 It covers the setting of female 
flowers and the young stages of all bunches of coconut 
maturing in a given harvest year (Abeywardena, 1960)*

In case of coconut, the critical period during which 
Its weather variables significantly influence on the crop 
yield'Is fairly long, covering one or two years more?
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extreme changes In weather variables do occur and these 
changes do influence on the yields of coconut crop* There­
fore* th© first assumption of expressibillty of X(t) in 
terms of polynomial functions discussed above would not be 
satisfied for the coconut crop* f

We* therefore, would not follow Fisher*a method of 
decreasing tho number of predictor variables in our fore­
casting models for tho yields of coconut* Instead* we 
would follow tho method suggested by Hendricks and Scholl 
(1943) in which the crop-oeason (0*M) Is divided into a 
finite number of intervale or periods and it lo assumed 
that only effect of weather variable on tho crop-yleld at 

period can be expressed in terms of polynomial functions 
of some variables such 00 interval or period number w.

3*2,3*
variables

Hendricks and Scholl (1943) modified Fisher's tech­
niques of decreasing number of predictor variables in tho 
crop-weather model. In their method* the crop-seaoon (0*M) 
was equally divided Into n periods or intervals and it was 
QQ3uni©d that a polynomial of degree k in tho variable of 
period or interval number w would be sufficiently flexible 
to express the llnoar effect in tho linear regression 
equation (3*2*1) 00 follows!
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(3.2.7)
k»o ■

whore a^'s are also constants

Substituting equation (3.2.7) in equation (3.2.1) the 
crop-weather model become©

For mc=2 in equation (3.2.9) the number of predictor 
variable© 2j, reduces to 4, irrespective of the number of 
periods, n, within the crop-season (0,M).

The crop weather model (3.2.3) can be extended straight­
forward for two weather variables, say rainfall (X^) and 
maximum temperature (X2), to study their joint or interac­
tion effects.

Modifying crop-weather rao&ol given by equation (3.2.1) 
for two weather variables Xj and Xg, taking Into considera­
tion their interaction effects, we obtain the basic linear 
model og follows!

tn n -— 1 'v— * ...kv

fet=0 w»1 
n

Letting
w=1

We get another type of forecasting equations
ra
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n n n
Y ° A0 * z 2  A« X1 w + 3 3  Bi/2w + X T  W a s  + 0

0=1 Vp1 W=1 (9.2.10)

whore and are the magnitude of weather variable©
and X2 at w period or interval within the crop season

(0,M).

As in crop-weather model (3,2,8), assuming that'the 
effects A^, 8̂ , and Cw can bo expressed in polynomial of tv 
as follows:

j n ̂
'  vk=0

m
Bw = 3 ^ bi.w

k=0
m

kc» ° 3 I  cP
k=0

and putting them in equation (3,2,10) to get

Q n m ,n

y = An  * y  a k 3 1  v)\ * + 3 Z  b fc 3 3 ^ 2 *
ke=0 w=1  _ k= 0 VJs=»1

m
* 2 :  0 k

k»0

n
3 1  A 3 as
W»1

+ © (3,2,11)

Herdricks and Scholl (1943), Rung© and Odell (1959), 
Stacy (1957) and ftao (1980) employed th© abov© crop-weather 
model (3,2,11), taking n?=2 as quadractic polynomial in period
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number w In their studies of offoots of rainfall, maximum, 
temperature and their interaction on the crop yields.

3*2*4# Pormulotion of fomciistaRqDOij^^

For the purpose of developing crop-weather models in 
order to forecast the yields of coconut crop using many 
weather variables* the basic forecasting model (3*2*10} was 
modified and th© complete second-order response surface 
type crop-weather model was developed using p weather varia­
bles with a view to achieve a wider scope and description 
of the system of generated predictor variables which are 
influencing the yiolds of coconut crop at various periods 
within th© crop-soason (0»M),

The original statistical linear model adopted for our 
crop forecasting models is as follows:

P n p n
? d A o o I £  A l* * *+5 Z  Z Z Bw &

ital W=1 lot (3tO#t2)
P  . 0

* z Z  ^  G (i3hi xiwxJiv + V  + °i<3 w =1
f hwhere Aiw » linear effect of i woathor variable X^w at 

thw period on the coconut crop yield, <= quadratic 
effect of i ^  weather variable XivJ at w^h period on the 
coconut crop yield, ° °ffQCt of two factor inter­
action of i^h and weather variables Xiw and Xjw at wth
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period within the crop-seaoon ( 0 , M ) .  t = half year number . 
or observation number of coconut harvest» included to 
correct for the long term upward and downward trend, If any, 
in the yields of coconut, and o is random error or distur­
bance.

Assuming that it would be sufficiently flexible to 
express the effects Aiw, D^w and *n term3 of the
polynomials of degree m in the variables of functions 
H|(w), H2(w ) and H3(w) of period number w, we have the 
following relations,

'' m .

Aiiv =y ~  aitc H1(vv) (3.2.13)
lt<=0

ra

Div; XXI bik H2(a) (3.2.14)
k*=0

m '

°(ij)w ° X X  3<iJ)k «3("> (3.2.15)
k=G

where and s^e constants in the polynomials
of Hj(w) and H2(w) and H3(w) reapectlvoly. Substituting 
equations (3.2,13), (3,2.14) and (3,2.15) in equation (3.2,12) 
to obtain

Y 0 Ao + X I  X T  ai k  X I  Hi<«>xiv, + X Z X > i k X Z Hl<»>*L
1=1 k=0 , w=1 1=1 k=0  w=1
P m n

+X X  X X  3(1 j)k X X  H3(w) + h0T + 0 0.2.16)
1 < 3 I:=0 w=1
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n
Lotting Zlk (w) *ivv5

w=1

K u  =5 X  HI<w> XL  »
w=*1

and 9(ij}i! “5 1  (1 I*
w=*1

j
Equation (3*2.16) becomes as followss

p m p m
Y b  A0 + Y 2  2 Z ,aik Zik +S Z  5 Z !bifc 2iu

la1 UcO i=»1 fcpO
p m

+5 5  XZ^dj)!! Qd3)k + v + °i<J IioO

Within tho class of complete second-order response-
ourfac© typo statistical crop-weather models, tho above 
crop-weather model (3.2.17) is tho most general form of
crop-weather model from which many forecasting models for 
the yields of coconut crop can b© derived and brought out 
for different values of the parameters p, ra, n and for 
different forms of the generated predictor variables depend­
ing upon the various functional forms of Mj(w), Hg(v;) and 
H^Cw) respectively.

The forecasting model (3,2.17) for tho yields of coco­
nut crop with the first-ordor generated variable Zik and 
the second-order generated variable Z|k and Q(^j)jj is more
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general than all the empirical-statistical crop-weather 
models recently developed and employed in forecasting the 
crop yieldst in the contest of second-order response sur­
face type erep-weather model,

1) If we take H|(w) «» h|(w) a b|(w) O w*% cp2 and “ o
for all i and k9 our forecasting model (3.2,17) reduces
to the crop-weather models used by Hendricks and Scholl 
(1943)* Stacy ©t al. (1947) end Bao (1980).

2) If we take li|(w) « h |(w ) = m |(w ) « e f4 and b̂ j, » 0
for all i and k, our forecasting model (3.2.17) reduces
to the-forecasting models employed by Bunge and Odel 
(19S7), Bunge (1968).

3) If we take in our model (3.2,17) as
/n '

i) Hy(w) © ^  V 83
/ vml

11) « 0 for'all 1 and k#

then forecasting raodol (3.2.17) reduces to the fore­
casting Model 1 of Agrawal ©t al* (1980),

4) If we take in our model (3.2,17) as

1) 4<«> « 4 « < u / ^ r J a<1}
/ ̂ 1

ii) es o for i and It

where r^w(1) ia correlation coefficient of V with
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2 ^ ) w(3) is correlation coefficient of Y with the product
til "of X^w and at w period, then our forecasting model 

(3*2*17) reduces to tho forecasting Model XI of Agrawal 
et al* (1980) and Jain et al* (1980)* Therefore, our fore­
casting model (3*2*17) Is more general than tbose models

i

reconily considered and it can be consequently estpeetod 
that our forecasting model (3*2*17) would render a wider 
scope and structure of th© system of generated predictor 
variables which are Influencing tho yields of coconut crop 
than these models do*

3*3* gorecastloa_modelo_£or_thg yields of cocQnut-.er_op_._ln

The general form of th© forecasting models employed In 
th© present Investigation is given by th© equation (3*2*17) 
from which different forecasting models are derived for 
different values of parameters and predictor variables con­
tained in the model*

.3*3*1* flodoJLI .

Xn this class of Model X,' we tafco the generated pre­
dictor variables in tho general forecasting model (3.2*17)
as follows5 ' . .

n
' h k  “  5 1

' WS=1 _
n

H k  xLw=1
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In this model 1(1), we take the generated predictor 
variables in the general forecasting model (3,2*17) as 
follows?'

zi k = i w\ w  .
$=a1

 ̂n . 
z k  " 2 1

• VP>1 ■ '
n

Q(u)k = 2 1  A w * * . for ^
' ■ ypsl

M s u i a l
In this Model 1(2), w© take the generated predictor

variables in the general forecasting model (3,2,17) as
follows? '

n / R
zifc " 2 I w\ . v / 2 - . w 8,vk

w»1 I W»1

zik
w=1 I

~\

n
Q( i j  )Ic ivs?Jw

W»1 I i3»1
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* Jn this model 1(3), m  take tho generated predictor 
variables in our general forecasting model (3,2.17) as , 
follows8

where riv;(2) and r^j^w(3) or© th© correlation
coefficients of coGonut crop yield Y with (i) X^w » (ii) X^w 
and (iii) (i<J) respectively,

3,3,2, Forecasting model 11

In this class of Model II, we take th© generated pre­
dictor variables in the general forecasting model (3.2,17)

p.
OS fo llow s8

QU  rCij)vv<3>

n

w»1
n

z!k a(w> ^W=1

w=1



66

In this Model 11(1)* vj$ take the generated predictor 
variables in the general forecasting model (3*2*1?) as 
follows:

n
zik =5 ZZ ^ iw

. w»1

n -f/̂
V  ' \ fji I *-

z k  “X I  w V
w=1

Q (ij)k Xjw U < 3 >
west ■

In tills modal 11(2) * we take the generated predictor 
variables In tho general forecasting models (3*2*17) as 
followss

Zik “ ̂    w\ w / X Z wkw«1 / v.̂ 1
n / n

li
z i b  “ X I  ^11/XI vjI/ wet

n
1cn ' Jc vyS v^2 / X  ' J

a (lj)k / s  iw Xjw/ Z _ ^  wVJ=t • VJej

In this model 1X(3)9 wo take the generated predictor 
variables In tho general forecasting model (3*2*17) as 
follows:
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h k c y~!gi ^ 1 * xiw / z Z - siv/1*
v̂ =1 / W=*1

z 'il: XiS / z Z riw<4) '
' / VJ=*t "

9(ij)k B5 3 r(ij)v/9* Xlw

aihste rlw(1)» rlw(4) and r(1J)a(5) arc the eorrolotion
coefficients of yield response Y with (i) ^ w » (11)
(ill) xfl rospoctlvoiy*

3*4* SelecUon..-Q£^Mra^!LjalLfljff^jrV9 ggggfflViftS
%hQ iegop_.j^mc,QaMmoaaaala

Hero tli© effective crop season is defined as length 
of time interval in whichj the values of vjeatber variables 
in that interval ore considered to hove actual and signifi­
cant influence on the crop yield*

Firstly* for each of ©Ik different crop forecasting 
models proposed above* the effective crop season is token 
to bo as far back as three years (36 months) frorath© first 
month just bofor© a particular d^month harvest (i.o* total 
coconut production for 6 months periods)* The effoctiv© 
crop season of 3 year© back is taken and considered as an

y"-extension and further exploration of research findings of 
Patel and Anandan (1936) on th© influence of rainfall on tho 
coconut crop yields*
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Then, in order to suit our forecasting models* this 
effective crop season of 3 years is equally divided into 
12 periods* each having an interval of 3 months so as to 
be in conformity with tho formation of climatic seasons 
following Merer and Pandalai (1937), as discussed in section
3.1.2. Therefore* for this effective crop season of 3 years 
with 12 equally divided periods* we con develop six different 
crop forecasting models denoted by 1(1)* 1(2), 1(3)* IX(1)» 
£1(2) and XI(3) respectively as in section 3*3*1 and 3*3*2*

Further* all tho six different crop forecasting models 
are developed under the given effective crop season of 
3 years which is equally divided into six periods each having 
an interval of 6 months (6-month season). Therefore, for 
this effective crop season of 3 years with six equally 
divided periods* we can develop six different crop fore­
casting models denoted by 1(1)* 1(2), 1(3)* 11(1)* 11(2) and 
IX(3) respectively as in section 3*3*1 and 3*3*2* Formation 
of 3-month and 6-month seasons (periods) are carried out as 
discussed In section 3*1*2*

Therefore* totally 12 crop forecasting models are 
fitted in the present investigation using five weather 
variables, vis.* total rainfall (X^), duration of bright 
sunshine hours (X0)e wind velocity (X^)* transformed rela— 
tive humidity (X^) and maximum diurnal temperature (X^) 
respectively*
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Under the effective crop soa9on of 3 years equally di­
vided into twelve 3-month periods, the values of the para­
meter 3 in the crop forecasting models fitted are p=5, 18=2 

and no?2 respectively* Jimplyingi that i c 1,2,3,4,5; 
k =5 0,1,2; and w a 1,2,3,4,5,6,7,9,9,10,11 and 12 respec­
tively*

Similarly, under the effective crop season of 3 years 
equally divided into six 6-month periods, the values of tho 
parameters in the crop forecasting models fitted are* p=5, 
rap2 and n=6 respectively, implying that,! «= 1,2,3,4,9; 
k ** 0,1,2; and w = 1,2,3,4,5,6 respectively. .

From here onvvarda, these forecasting models will be 
designated and referred os Model 1(1) (3Y,3M)9 Model XX(3) 
(3Y,SM) and so on. Here, Model 1(1) (3Y,3M) standsfor the 
forecasting Model 1(1) which is developed and fitted under

. » t 1 '

the effective crop season of 3 years with 3-month period 
(season), and Model 11(3) (3Y,6M) stands for the forecasting 
Model 12(3) which is developed under tho effective crop 
season of 3 years with 6-nonth period (season) and so on.

3*S. gansgflftlfin ..of. .predictor variables .for, the. f oreca otlna

Firstly wo generate first and second-order predictor 
variables denoted by Z and for i j whore
i' j « 1,2,3,4,5 and k » 0,1,2. Therefore, 15 different 
predictor variables are generated for Z ^ t 15 different
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predictor variables or© generated for tho variable zik and 
30 different second-order predictor variables are generated 
for the variable for i J. Then time variable T is
also included as a predictor variable for the purpose of 
checking downward or upward trend in coconut production. 
Therefore, totally 61 predictor variables are considered 
for each forecasting models proposed above*

Then 61 correlation coefficients of yield response Y, 
average nuts per bearing tree per half year, with each of 
61 predictor variables are worked out and twenty predictor 
variables having the highest correlation coefficient with 
yield response Y are selected as 'preliminary ©elected pre­
dictor variables'* Then, th© most plausible candidate

/ . .
variables to be included in the final crop forecasting models 
are selected from tho3© 20 preliminary fsredictor variables 
through the application of step-wiso regression technique 
using forward selection procedure as explained by Drapar 
and Smith (1901), for each crop forecasting models proposed 
above*

procedure

In order to select th© significant and plausible gene­
rated weather predictor variables from the preliminary 
variables Z^, and of twelve crop forecasting
modelst, step-wisdlregrossion technique with forward selection
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procedure is employed for ail th© models. Furthor analysis 
is carried out using those predictor variables selected 
through stop-wise regression procedure.

A brief note and salient features of step-wise regre­
ssion technique using the forward selection procedure is 
presented in the context of crop forecasting models proposed 
above.

As a first step we select a pr©dietor variable which 
is moot highly correlated with yield response Y from all the 
generated variables denoted by Z ^, and for i j
and let this variable be 2^. Then, the first-order linear 
regression elation Y=*f (2^) l© worked out and th© signifi­
cance of regression coefficient of the variable Z^q is 
checked. If it £s not, we quit and adopt the model Yey as 
the beet model, whore y is. tho average of observed yield 
response Y* If the regression eoefficient of the variable

is significantly different from zero, tho variable
is retained in the regression equation, coefficient of

■ 9 O 9multiple determination ft and adjusted ft, denoted by or©
onoted along with improvement in R , and then a search for a 

second candidate predictor variable to enter tho regression 
is made as a aocond step*

.At the.second step, the partial regression coefficients 
of all tho predictor variables not Included in tho first 
regression equation (i.e. except tho variable 210> with yield

i
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response Y are estarainsd; that is Y and other predictor 
variables Z%k W U  l&0)9 2Jk and Q ^ ) k adjusted for 
their straight line relationships with 210f and correlation 
with those adjusted variables are computed for i^1 and fc/O 
in ease of 2ik* Theoretically, this is equivalent to find­
ing correlations between (1) residuals from tho regression 
equation Ye£(2^Q$ end (2) residuals from each of tho regre­
ssion (i).%k# il£(2103 and ^  zik ® fi!c^10^
and Ciil) Q(ij)k 0 *(ij)fctzfo* flvhlch we 60 TOt ac^ aJL1Y 
performed)# The predictor variable having the h iciest 
partial correlation with yield response Y is now selected 
at #iG second step (suppose that this variable is an^ a 
second regression equation Y » fCZ^^Z*^) fitted. The
overall regression is checked for the significance of rogro—

■ 2 2 salon coefficients again# then corresponding R and RQ
are noted# along with improvement, in R in second step.
If the regression coefficient of the predictor variable
which enters the equation at the second step is significant,
a search for the third candidate predictor varidbl© is made
in the sans fashion# The procedure is terminated when the
last predictor variable entering the regression equation
has insignificant regression coefficient or all the predictor
variables are included in the regression equation*

The significance of the regression coefficient of tho 
latest predictor variable to be introduced into the equation 
is judged by the standard t-statietic computed.from the
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latest regression equation-. Xf th© regression equation 
contains all the predictor variables, the step at which 
th© corresponding regression equation produces the highest 
adjusted R2 is token as optimum stop and the regression 
equation ot this step is taken os the 'best? crop fore­
casting model for. tho given set of generated predictor

i '

weather variables (Orapor and.Smith, 1981s Sanerjee and 
Price, 1977}* The •step-wise regression technique’ using 
the 1 forward selection procedure* is usually referred to as 
"step-up regression technique1’. Therefore, in tho present 
Investigation, we shall use this terminology 'step-up regre­
ssion technique* from hero onwards.

Let tho final functional form of a crop forecasting 
model fitted through step-up regression procedure be 03
follows s ’(3*7.1 )j

Y = Ao aikZik z'lk* l h  ? 0{ij){C|(ij)S'-+ h0T + ,®!
Here the upper and lower limits of the indices i, j and k 

are deliberately omitted because the finally selected fore­
casting model through step-up regression procedure is not 
tho same as the full term general crop forecasting models I 
and li formulated in section 3*3.1* end 3*3*2*

Assume that there ore o observations on V and r para­
meters in the fitted forecasting model (3.7.1), including
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constant intercept term A^. Since this forecasting model 
ie linear in tho parameters Aq# b^  and 
routine analysis of variance and statistical Inference based 
on normality assumption can be carried out.

Rewriting equation (3.6.1} In conventional matrix and 
vector notation we get the linear model

X ® £  H  * £  (3.7.2)
where V le {sxl) vector of observations on the yield res­
ponse Y, X is (sxr) matrix of observations on s predictor 
' variables 2^-. and and dummy variable ZQ®1 for
constant Aq , B is (rxl) vector of parameters to be estimated 
in the model (3.7*1) and ̂  is (sxl) vector of random distur­
bances or errors with the following assumptions*

. i) the random errors are indspertdently and identically 
(normally) distributed with moan zero and constant variance 
<P~t that is H(e)*~!>, V(^) <= E(£g,’) =  <3̂ 1 whore 0 and ̂ 1Q 
are null vector of dimension (exl) and identity matrix of 
(sxs) respectively.

it) the 2ik* end are non-stochastic and hence
independent of random error e*s# that is E(X*j$) *3 Q  end

ill) the Zik, Z|k and Q(£j)^ as® linearly independent. 
Honce• rank (X*X) = rank (X) ° r ond (X*X)"*̂  exists.

w ’ _ / w  ^

Under these assumptions# tho boat linear unbiased 
estimator (BLUE) £  of B is given B » (X,*X)"̂  X_fY and its 
dispersion matrix V(j£) is given by V(B) « <T2 (XjX)^ and
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o ' -  Ao Aunbiased estimato of is given by G*' =
respectively*

The classical AHOYA (Analysis of variance) table for 
th© linear model 3*7*5 is as follows*

AN3VA Table

SV df SS , MS F-raiio

Begrossion/A0 <r-1) SSfe&'&'X &-!'£*/$ '^(Sjsf) [“M  *i r—i5 s-r j- - A A Q?1PError (s-r) SSEc=Y*Y-B»X*X 0 mse=
(Bosidval)

Total (e-1) SSTcY'X-X’J; £/s

In th© above ANOVA Table, J'ie (sxo) matrix with elecxfnto
■ r— '

all equal to unity*

3*e. £Eifcog%^misltoi9_f|L^

A number of criteria measures have been proposed for 
selecting and deciding on the most efficient and plausible 
crop forecasting models* These criteria are stated in terms 
of the behaviour of certain functions as a function of tho 
predictor variables included in tho different crop forecasting 
models selected through step-up regression procedure* JVtesny 
of those criterion functions are simple functions of the resi­
dual mean squares GUIS) for each crop forecasting models 
which is assumed to have r parameters including constant Aq 
and number of observations on crop yield response V to be o.
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An exhaustive list of these criteria functions is found in 
Mocking (1976)# In the present investigation tho following 
criteria functions ore employed*

RMS is a raeasure that Is used to judge the adequacy 
of a fitted regression equation, hith a r-pararaoter regre- 
33ion equation* tho is defined qq foliorjss

UfAS “ CASE *= SSH/(s-r)
Theil (1961) and Schmidt (1971) advocated the use of 

minimum fvVB for predictive purposes* Among the several 
regression equations* the one with the smallest value of 
JIMS is usually preferred and selected* if the objective of 
the regression analysis is extrapolation aid prediction 
(Danerjoe sand Price* 1977)*

pn is an index of goodness of fit of the model* most 
widely used* It can bo viewed as a measure of the strength 
or adequacy of fit* which is usually used os'summary measure 
to judge tho fit c£ the linear model- to a given body of data. 
It is defined as follows!

However, Crocker (1972) suggested that the statistical 
significance of IV' may not give a true picture of the ade­
quacy of the model fitted to a given body of data. The



recommendation of Crocker is that* in some cases, it nay be 
more, appropriate and reasonable to consider the per coat
reduction in standard deviation of tho response variable,

- oachieved by the model. Another limitation of a , noted by
Barrett (1974), is that for fined residual sum of squares,
2 •ft increases with the steepness of the regression surfaces*

3) Adjusted squared muitiole correlation coefficient (R̂ j)

As an alternative to ft , some users recommend the
adjusted squared multiple correlation coefficient, denoted by
? oftQ , and suggest using the value of r for which ft~ is tnaj&ratEa*
This procedure is exactly equivalent to looking for th© mini­
mum RMS, as cn adjustment to remove upward bias, whon based on

p ,small number of observations* Hero,- R̂ r is defined as followes
aj a , . ( , ^ 2 , . ^

' pThis criterion function (Rfi) was first formulated and pro­
posed by Esekiol and Fox (1959)#

4) lofajLjatedic.tjan .variance <Jf )

Jg is also a criterion function which is simply related 
to RMS. Jy orisos by computing th© total prediction variance 
over tho current data for a given subset of predictor varia­
bles and then estimating variance by RMS* J is defined as

, £» '
follows:

Jr “ f § S } ' (SSE* ° (etr)(RMS)
Mallow (1967), Rothoan (1968) and Hocking (1972) discussed
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and roconmmnded th© uso of this criterion of total predic­
tion* Variance {^5 when th© objective of regression equa­
tion is to predict the future response* But theoretically 
the criterion function has the drawback of ignorance of bias 
in prediction*

Tiskcy (1967) and Sciov© (1971) advocated the us© cri­
terion of flSEP if tho objective of regression analysis is 
prediction of a future response and ©atitration of the m m  
■response for a given input* . JiSEP expressed in term of RMS 
is defined as foliowea

” ■ mse p o ■■s (s-r-1) -
According to Hocking (1976)* if the assumption of multi­

variate normality of th© yield response V and the predictor 
variables 2^, Z * ^  and are acceptable, then the above
development suggests looking at sub-sets with values of f'SEP 
close to minimum f.i5EP if the objective of regression analysis 
is to use tho resulting aquation for prediction purposes*

■ » j

6) Average estimated variance J,&gV3. .

Another criterion .function» called tho averse estimated 
variance (ABV), has been suggested by Helms (1974)* In one 
vary special case* ASV was defined as follows s.
' a e v o r(MS)/e

This criterion.involves averaging the prediction 
variance over th© whole regression region of Interest* rather
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than for just tho data points given, and using o weight fun­
ction which- attach os more weight to tho more n important0 
points in the region (Sober, 1977).

Ameraiya (.1980)j developed a criterion measure (function) 
based on prediction mean square error (MSEP) in order to 
include a consideration of the losses associated with choos­
ing an incorrect model© Amesiya prediction criterion (APC) 
function is defined in tera3 of R2 and SST as follows:

APC C { 1=§} O-a2) . ^
where SST i® total sum of squares ©hewn in ANGVA Table*

According to Judge ©t al* (1930), APC criterion function 
ha© a higher penalty for adding predictor variables than the
adjusted R2 (fl|)criterion is* It moans that APC is more

- 2 sensitive to adding variables to forecasting models than "R̂
is* Therefore, APC is also a reasonable and satisfactory
criterion function to bo employed in ©electing the ebest*
fitted crop forecasting models,

An Information measure (criterion) seehs to incorporate 
in 3©locting the predictor variables the divergent considera­
tions of aceisacy of estimation and the •best* approximation 
to reality* Thus, information criterion involve© a statistic



80

that Incorporates a roaasure of tho precision of the eati-
' mate and-a measure of th© rulo of ̂ parsimony in th© param©- 

trltyation of a statistical crop for oca sting model (Judge 
ot ai,» 1980)* - ’

. Ahaike (1978), using a Bayesian frame work, proposed
a modified form of his original AXC (Akaiko, 1973), Th©

■ ■ 1 r> 1AIC function in terms of a*1 and SST ie defined as followst

AIC m (s-r)-ln

Afcaifce (1978) noted that this criterion was more 'parsimonious 
in selecting tho predictor variables than his original AIC 
function, which was really the eaiao as AFC function when the 
variance was estimated by Rf.13 of the fitted crop forecasting 
model, . . .

From the above discussions on various criteria func­
tions to-be employed in selecting tho "bast" crop fore­
casting models, it Is clear tblst tho choice of criterion 
depends very much on how the chosen model will bo used.
Because further research is obviously needed on th© proper­
ties of th© various criteria measures, it is recommended that 
several of the measures should always bo calculated when com­
paring tho different crop forecasting models (Sober# 1977),
3*9.

Let th© functional form of a crop forecasting model con- .
gtruetod through step-up regression using forward oolection
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procedure bo as in equation (3.7.1). Hero th© values of 
zi H  an<3 3)k Qre changing from a forecasting model 
to another. Tho functional form of the predictor variables 
or© given in section 3.3.1 and 3.3*2 respectively, for each 
forecasting raodels proposed above.

Frota tho point of view of mathematical analysis, wo can 
carry out analysis of tho influence of each weather variables 
at each period or season on the coconut crop yield as 
followss

The effect on th© coconut crop yield© of a change of
one unit in i^1 weather variable X^w at w®1 period or season,

thholding othor weather variable© constant at wr period, can 
be studied by partially differentiating the resulted regre­
ssion equation with respect to X^w for 1=1,2,3 «•*.., p and 
w«1,2,3, n. '

Th© partial derivative of yield response V with res-
\ ' ’ poet to X^w is given as follows:

For general forecasting model I (square model)
• y 1

♦ a p | ( w )  Xto ♦ ^  p (ij)1EH|(»)Xjra (3.9.1)

‘ her© i/j
For general forecasting model XI (square soot model)



Her© also the functional form of th© functions 
H qCu?) and M^w) are changing from a forecasting model to 
another as defined in sections 3,3,1 and 3,3,2,

k \
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CHAPTER IV 
nnsuLTS.

4.1# Introduction
The present investigation was carried out v&th tho 

following views and objectivess .

1) To develop a suitable and reliable statistical 
methodology for the pre-harvest forecast of coconut 
crop yields by evolving different emplricial-statis 
tical crop-weather models using th© original and 
generated weather variables os predictor variables,

2) To perform a comparative study of relative effi­
ciency, adequacy and performance of each of these 
crop forecasting models evolved and to select the ,

, , ■boot most promising and plausible? crop fore­
casting. models for th© purpose of future use in 
predicting th© coconut crop yields reliably in 
advance of harvest#.

3) To investigate the effect and influence of changes 
In weather variables on th© yield of coconut crop, 
based on tho crop forecasting models selected as 
the 'best* fitted models# _

4) To render suggestions and guidelines for further 
development of statistical crop—weather models, 
criteria for their selection, and relevant statis­
tical analysis.# . '
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In order to got a clearer picture of crop-weather 
relationship in th© region of Pilicod© and performance of 
crop forecasting models developed for that region* a brief 
and relevant information on the weather variables involved 
in th© forecasting models were presented in section 4*2*

The important results from the step-up regression 
analysis on each of the twelve different crop forecasting 
models prpposed in chapter IX under the effective crop 
season of 3 years (i*e* as far back as 36 months from the 
first month just before a particular half-year harvest) with 
3-month and 6-month seasonal pool of original weather 
variables were presented in section 4,3 onwards*

iiLthia-&M2£

Th© period-or season-wise averog© of total rainfall 
(in era) for the span of 15 yoars from 1965-1930 under the 
formation of 3-month and 6-month period or season v/as shown 
in Table 1f along with standard deviation and coefficient 
of variation in porcontago* From tab!© 1» it was noted that' 
averages of total rainfall on 3-month and , 6-month poriod 
basis wore 83*0050 cm and 171*3516 era respectively.

It was ^observed that tho averages of daily bright 
sunshine hours* wind velocity in kra/hr* transformed relative 
humidity in porcentage and raajdraura temperature in centigrade
were the same but for the rounding error for the two different

, pools of weather
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Table 1• Weather variable© involved in crop forecasting
models and their brief analysis for the region of 
Pilicode (1965-1980)

i) 2gsm^£SS&St±A&82§8^

Weather variables

1* Total rainfall
2. Sunshine hour©
3. Wind velocity
4. Relative humidity*

Kean ■

88*0038
7*3087
2*1237

62*2885

standard
deviation

5* temperature 30i9Q6S

109*8703
2*1810
0*9223
5.1348
1.4581

Coefficient 
of variation

124.4447 
'29.8411 
43.4239 
0.2436 
4*7178

ii)

Weather variables FAoan Standard Coefficient 
deviation of variation

1, Total rainfall 171.3516 149*0235 86*9694
2. Sunshine hours 7*3723 1,7796 24.1386
3. Wind velocity 2.1790 Q.8996 41.2849
4 . Relative humidity* 62.1771 4*4131 7.0976
5* Maximum temperature 31.0057 1.3053 4.2098

* « Transformed into arc-sino root proportion
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variables of 3-month sad 6-raonth period respectively* It 
ivas further noted that the standard deviation and coeffi­
cient of variation wore also almost tho same for two diffe­
rent pools*

4

4 *3. the .fogscastlJML&lQdel I(1)(3Y-.aa)

This forecasting Model I(t)(3Y*3M) came under the 
category of general forecasting Model X developed in section 
3*3*1 as a complete second-order response surface type crop 
forecasting model (square model)*

The 20 preliminary selected variables having maximum 
absolute correlation coefficients with tho yield response 
*y for fitting this Model 1(1;(3Y,3M) wore ZgQ* z^, zg|t

• Z51 * 232* Z52» Z30, H o *  25l» Z *S1* Z '32» Z*52> q(12)0*
Q(23)0' q (33)1» q<23}2* q(34)0> Q(34)t' °(34)2 and q(3S)t
respectively*

the eleven predictor variables to bo included in the 
final crop forecasting model* selected through step—up ,
regression procedure, were Z30, Z32, Z£fl, z*1t <J(1S)0,

Q(33)0’ q(23)l> q(23)2' q<34)0» q(34)2 and q(35)1 respec­
tively. the estimated regression coefficients for these
corresponding predictor variables* along with their standard
deviation and computed t-statistics* were presented in
Table 2* From table 2* it was soon that all th© regression
co-efficients of selected peodictor variables, except that
of the variable Z|0* were significant even at 1?5 level of
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Table 2. "Stop-up regression analysis for the crop forecasting 
Model 1(1) (3¥»3?A) (offactive crop season of 9 years 

. with 3-month period) ' .

Variables
selected

Regression
Coefficient

30
Z32
2** 50 
-» |
^ 31 
Q(12)0

Q(23)1
Q(23>2

q(34)2
Q(35)1-

a
•0
30 
32 

b50 
b31 
9(12)0 

3(23)0 
3(23)1 
3(23)2 
3(34)G 
3(34)2, 
®’(35)1
»tin 

2

Standard
Estimate error t-valiiQ

261.5390 25.2000 10,3793*®
•2.4406 0,2374 -10,2805®*
•0.0023 0.0037 - 0,6216*®
0,1319 0.0339 3.6741**
0.0011 0.0002 5,5000®*

-5.2728 0.5148 •10,2424®*
-1.1269 0,1255 -8,9793®*
0.1543 0.0161 9,3839®*

-3,2513 0.3113 -10.4427**
0,0297 0.0029 10.2414*®

-0.0034 0.0003 —4.2500s*

s » 26 R a 0*0482 
t(O.025j14) a 2.143 at h%

a2 e3 a 0*9075 A0 c 116.7730 
t(O.0Q5*14) = 2*797 at %%

* c= Significant at 5$ 
** c* Significant at 1$ 
NS <=> Hon-significant
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■ '  2 signlfiesnce* It was also noted* on. the ba3is of R ond
o o. ■ 1adjusted 11 (denoted by BQ) that tho adequacy of fitted

■ fS 1 ’crop forecasting model was highly eatlsfaetory* since R^ 
c 0*9075 and R2 » 0*9482* This showed that 94*82^ of tho 
total .variance from the moan in the yield response V was 
accounted-for or explained by tho predictor variables in. 
tho fitted forecasting Medal 1(1)(3Y»3M)« It was also found

j 'that R was highly significant oven at 1S& levol of signifi­
cance*

• p o 'Sinee ft and B_, wore satisfactorily high and statistic 
colly significant, it could be concluded that the strength 
or adequacy of fit of a linear regression model to th© given 
set of data on tho eleven predictor variables selected 
through step-up regression procedure was also highly satis­
factory and consequently It might also be expected that 
residual mean, square (RfAS) of the selected forecasting model 
would also bo satisfactorily small so that the resulted crop 
forecasting model could bo used to servo the future purpose 
of prediction and forecast of coconut crop yield in advance 
of harvest* ,

The final functional form of crop forecasting Model 1(1) 
(3Yf3M) developed through step-up regression procedure was 
given as follows8 , ,
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Y e* H6.7730 ♦ 26? *5590 Z3Q- 5.4406 Z32 - 0.0023 Z »30 

+ 0.1319 Z£f + 0.0011 Q(12)o - S.2728 Q( 23) 0 

- 1*1269 ^(23)1 * ©*1343 3(23)2 “ 8*2313 $(34)$
+ 0.0297 Q(34)2 - 0.0034 Q(35)fl

Th© functional form of th© predicts® variables in­
cluded in th© above crop fere casting Model 1(1) (3Y.3M) were 
given in section 3*3.1.under the head of the general crop 
forecasting Model I. hence not reproduced here again.

4.4. sfa&laajs&l analysis,for the forecasting.. Model...UPJ13Y.M)

This forecasting Model 1(2) (3Y,3M) belonged to the 
saras family of general forecasting Model Z in section 3*3.1 
of Chapter XII. .

Tho 20 preliminary selected variables having maximum 
absolute correlation coefficients with tho yield rospons© Y 
for fitting th© model were *̂30* Ajqi *̂31® ^0 1® Igj#
231® 232* Z52* Q(12)0* q(13)2* Q(23)0* Q(23)1* Q(23)2*
q(2S)Q® q(34)0® q(34)1 * 9(34)2 flncJ 9(35)t *©sp®<!tively*

The thirteen predictor variables to bo included in tho 
final crop forecasting model, selected through step-up 
regression technical©, were *̂ 52® 231® 251® 232® ^(1^)0®
Q(23)1* Q(23)2* Q(25)0* Q(34)0f Q(34)1* Q(34)2 and Q(35)1 
respectively. The ostiootod regression coefficients for
these corresponding predictor variables, along with their
standard deviations aid computed t-statistics were pro cent ec)
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Table 3* Step~up regression analysis for the crop forecastingModel 1(2) (3Yf3M) (effective crop season of 3 years
with 3-raorith period)

Variablesselected
Regression

Coefficients Estimate
Standarderror Computedt-value

Z30 a30 -962.S09O 229.3700 -2.4524*
a52 90.1274 21.5300 4.1822**

Zh b3l 98.0743 21.6630 4*9273*®
H i b91 -2.6224 0.5652 -4.6398**
zk :. b32 -63.3173 16.7600 -3.7779**
Q(12)0 ®<1S?)0 0.0939 0.0407 2.3071*
Q(23)1 ®(23)1 10.3116 14*4240 0.7143?^
Q(23)2 0(23)2 -12.5093 10.5550i * -1.185^B
°(25)0 0(25)0 1.6330 0*5397 2.6337*
Q(34)0 9(34)0 9.0241 3.3347 2*6661*
Q<34)1 ®{34)t -12.9740 3.3075 -3.8017**
Q(34)2 9(34)2 5.6116 1*5149 3.7043**
Q(35)1 g(35>1 9*4322 3.4984 2.6961*

8 e 26 R » 0.8320 
t(0.025>12) » 2.179 et

R“ » 0.6500 A0 e-520.2540
t(p.0O5,12) » 3.059 at n

* a Significant at 5?S** b Significant at 1% MS ca Non-significant
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in Table 3* Fro® tho Table 3, it was seen that all the 
regression coefficients of selected predictor variables, 
except that of th© variables Qed ^(^3)2' worG satis­
factorily significant at 5S level* The squared multiple

- !? correlation coefficient (IT ) was also highly significant
at 3JS level and even at 1£ lovoi of significance* Since

value for this model was 0*0320, 03*2Q& o f  tho total
variance from tho raean in the yield response V was explained
by the thirteen predictor variables In tho fitted forecasting
Model 1(2) (3Y,att),

Tho final functional form of crop forecasting Model 
1 (2) (3Y,3ft) developed through step-up regression technique 
was given as follows:

Y » -520.2540 - 562*5090 Z$0 * 90.1274 Z^2 + 98*0748
- 2*6224 2»t - 63*3173 Z *2 + 0*0939 Q(12)0+ 10.3116 Q(23)t
— 12*5099 ^(23)2 1.0880 9*0241
• 12*5740 t 5*6116 Q|^j^ + 9*4322

The functional fora of the predictor variables included 
in the above crop forecasting Model 1(2) (3Y,3M) were defined 
in terms of original weather variables and thoir corresponding 
weights in section 3*3.1, hence not reproduced her© again*

This crop forecasting model also belonged to the family 
of general forecasting Model I developed in section 3 .3*1 os
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a complete soconcl-order response surface type crop fore­
casting model (square model)*

The 20 preliminary selected variables having raaniinum 
absolute correlation coefficients with yield response V for
fitting this model were "̂31* *̂31 * ^22* *̂32* ^32* ^30*
Z '31> Z12» Z32’ H s ’ Q(12)0* Q(12)2» Q(23)1* q(23)2*
q(as)2' °(34>1 ' Q(34)2 and T respectively,

The ten predictor variables to be included in the final 
crop forecasting model, selected through step-up regression 
technique, were Z50# ZS2„ Z^2, 2£0# 2|2, ^*52* Q(?2)Q'
^(12)2* ^(23)2 arK3 ^ respectively* The estimated regression 
coefficients for those corresponding predictor variables* 
along with their standard deviations and computed t-statistico 
were presented in Table 4* From Table 4 it was scon that all 
tho regression coefficients were statistically significant 
at 5fi level and even at 17 level of significance.

It was also noted from Table 4 that the. R2 and Ur were 
'satisfactorily high aid statistically significant* Therefor©1

it could bo concluded that tho adequacy of fit of a linear 
regression model to the given set of data on these ton pre­
dictor variables was also highly satisfactory and conse­
quently the crop for oca a ting Model 1(3X37, XI) should be 
used for future purpose of predicting the coconut crop yield 
in advance of harvest.
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TobiG 4. Step-up regression analysis for th© crop forecastingModel I(-3) (3YS3M) (effoctivG Grop eeaaon of 3 years
with 3-month poriod)

Variables Regression
GoloGtod coefficient Estimate . .

Standard
error

Computed
t-valu©

^5© ^30 65.8204 13,3980 4.9127*®

222 a22 -29.7842 4,7.072 -6.3274**

Z52 ■
, i

a52 609.0960 62,8640 9.6891**

i
b50 .

-2*2427 0.2,985
. | -7,6132**

7 *
Z12 bl2 -0,0008 . . . 1 

0,0002 -4,0000**
2 * ■ ’ ■ 

.'^ 2 bS2 ‘
-9.5624 0.9701 -9,8371**

q{12)0 9(12)0 -0,0322 0.0086 —3,7442**

Q(12)2 g(12)2 -0,0403 0,0114 -3,5351**

Q£23)2 g(23)2 -0,2034 0,0176 -11,8409 **

T hQ -1#4025 0,2407 -5.8267**

8 63 26 
t (0.02-3

>2B =3 0.9408 
,13) e 2.131 at S5S

aa » 0.9013 Aq c -*9239.4700 
t(0.003,15) <= 2.947 at 1%

= Significant at S?> 
s Significant at \% 

■NS « Mon-significant ,
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The final functional form of crop forecasting 
Model 1(3) (3Y,3M) developed through stop-up regression 
techniques was given as followsj

Y = - 9239*4700 * 65*0204 - 29.7842 Z^. + 609*0960 Z§2
. - 2.2427 Z^0 - 0.0000 Z\2 - 9.5624 Z'pQ - 0.0322 Q ^ 2)Q

- 0.0403 Q ( 12 )2 “ 0.2084 Q<23) 2 - 1.4023 T

The functional forms of tho predictor variables included 
in tho above forecasting Model 1(3) (37,3ft) were defined in 
section 3.3,1, hence not reproduced, here again.

4.6. S

This forecasting Model 21(1) (37,3ft) cane under the 
category of general crop forecasting Model IX (square root 
model).

The 20 preliminary selected variables having maximum 
absolute correlation coefficients with the yield response 
Y for fitting this model XX(1) (3Y,3ft) were Zg0, Z3j,

251* 232» 230* Z5G' S*319 ^51* Zi2* E52* Q(13)1* Q'(13)2*
Q(15)1» Q(23)0* Q(25)0* Q(34)0* Q(34)1j Q(33)0 and T r0Q" 
pectively.

The fourteen predictor variables to be included in the 
final crop forecasting model, selected through step-up 
regression technique, were 2^0, Z ^ 9 Z32& Z*30, .Z*Q,

zb%*' Z\%9 s529 Q(13)1' Q(is)1*- ^(34)1 arKj Q(35)0 rGS”
pectively. The estimated regression coefficients for those
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corresponding predictor variables, along with thoir stan­
dard deviations and computed t-stafeisties, were peosonted 
in Tabl© 3, From tho Tablo 5, It was seen that all tho 
regression coefficients of predictor variables, except the
coefficients of th© two variables 2^  and wer© slatio-

otically significant at 5f-> level* It was a2so noted that R 
values (0.9151) was also satisfactorily high and signifi­
cant at 3" and lid level of significance. On tho basis of 
ft2 , adequacy end fit of the forecasting model was highly 
satisfactory, but for tho purpose of future us© of this 
forecasting model in predicting tho coconut crop yield in 
advance of harvest, wo should examine other criteria mea­
sures corresponding to this model. Elaborate analysis of 
these measures were presented in Chapter V.

The final functional form of crop forecasting Model 
11(1) (3Y,3M) developed through step-up regression techni­
que was given as follows:

Y e 1093.6000 + 234.7730 Z5Q - 5QS.1940 2 ^
- 260,9230 ZD1 + 216.4380 + 22.5327 Z*Q
- 3.9363 Z^Q - 12.4222 Z*^ + 4,6030 Z ^  - 0.0004 ZJ2

- 0.8356 Z^2 - 0,0652 - 0.0005 Q( 1S) 1

+ 3,4714 * 0.7599 ^(35)0

The functional form of the predictor variables included
in the crop forecosting Model 1 1(1 ) (3Y,3M) were defined in 
section 3.3.2 under the head of the general crop forecasting 
Model XI; hence not reproduced here again.
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Table 5, Step-up regression analysis for th© crop forecasting£1odel 11(1) (3^,3$) (effective crop season of 3 yearswith 3-month period)

Variables Regression
selected Coefficient Estimate

Standard
drror

Computed
t-value

%0 aS0 234.7730 73.0620 3.2133®®

Z31 a31 <**580.1940 140,1200 -4.1978®*

Z51
i

51 —260.9230 106.7400 -2.4495®
732 a32 216.4380 61.3370 3.5275®®
7** 30 b3G 22.3327 10.1540 2.2191®

b50 -3.9363 1.1381 —3,4762®®

2ll b31 -12.4222 9.8320 -1 ,2634^S

Z51 b51 4.6030 1.7371 2.6498®

Z%2 b12 -0,0004 0.0003 -1 .3333WS

H z b52 -0.8356 0.1697 -4.9239®®

Q(13)1 0<13)1 -0.0652 0.0293 -2.2233®

Q(13)1 -0.0005 0.0002 -2.5000®

°(34)1 $(34)1 5.4714 1.8525 2.9335®

Q(35)0 0(3S)O -0.7399i 0.2867 -2*6505®

0 vs 26 Vp e 0.9151 af . 0,8070 Aq  o 1095.6000
t(0»O25P11) » 2.201 at 5% t(0.003#11) « 3,106 at 1?5

# ts significant at 5$ 
t= Significant at 1% 

.MS » Non-slgnifleant
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this crop forecasting Model 11(2) (3Y,3M) also belonged
/•

to th© family of general forecasting Model XX defined in 
section 3*3*2 (square root model}* ■

Tho 2© preliminary selected predictor variables having 
maximum absolute correlation coefficients with the yield 
response Y for fitting this forecasting Model 11(2) (2Y,3M) 
were Z3Q* 0 Z ^ s Z ^ 9 ZJq, Z|0, ZJ|,

Q (12)09 Q(13)1» Q<13)2* Q(23)0» Q(23)1* Q(23)2* Q(23)0*
^(34)0* q(35)t Qnd T 3f©8P©Ctively* •

The six predictor variables to bo included in tho final 
forecasting model* selected through step-up regression tech­
nique, were 2 Z^Q, q (25)G snd ^(34)0 ee3~
pectively* The estimated regression coefficients fear those 
corresponding predictor variables, along with thGir standard 
deviations and computed t-stafcistlcs, v;ere presented in 
Table 6* From Table 6, it was soon that all the regression 
coefficients of selected predictor variables wore statistically 
significant at 5s and ©ven at 1SS level of,significance.

It was also noted from Table 6 that the values of
2 ' ' and vmsQ 0*9161 and 0*8896 respectively and they were ,

satis factor! ly hi^i and statistically significant, at 5^ and
1% levels* Therefore, it could be concluded that tho adequacy
of fit of a linear regression model to the given set. of data
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fable 6, Step-up regression analysis for the crop forecasting 
fAodel 11(2) (3V(3?A) (effective crop season of 3 years 
with 3-month period)

degression Standard
selected Coefficient Estimate error. t-value

31 a3t 37.3524 4.1717 9.0017*®

Ho b30 -2*1367 0,5341 —4.0944*®

H o ^50 -639.1830 47*8920 -13.7640*®

Q(23)0 g(23)0 -177.4570 13*1610 -11.7048®*

Q(23)0 g(29)0 69.2921 6.8301 10,1153®*

°(34)0 g(34)0 44*7271 3.7604 11*8942*®

3 e 26 B2 o 0*9161 Rau ® 0.8Q96 A^ » 2757.4610
t(0.023,19) o 2.093 at 3$ , t(0.QQ3,19) » 2*061 at \%

** cs significant at i%
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on those six variable w as si so highly satisfactory and con­
sequently the crop forecasting Model 11(2) (3Y>3M} should 
be used for futile purpose of .^predicting the coconut crop 
yield In advance of harvest*

Th© final functional form of crop forecasting Model 
IX(2) (3Y,3TiJ) developed through gtop-up regression teeb- 
nique was given as follows#

Y b 2757.4610 * 37.5524 Z$i - 2.1867 659.1850 2*Q

- 177.4S70 Q(23}0 + 6 9 <5(25)0 + 44*7S71 <5(34)0

The functional form of the predictor variables Included 
in the above crop forecasting Model 11(2) (3Yt3*4) were 
defined in terns of original weather variables in section 
3,3.2 under tha head of general crop forecasting Model II9 
hence not reproduced her© again.

!ff ia ta aa -ff lE » fl.-8 .g a gan  ..o f. . 3 - a a a r a j g A lh

This forecasting Model 11(3) (3Y»52) came under th© 
category of general forecasting Model XI (square root model)»

Th© 20 preliminary selected varieblea having maximum 
absolute correlation coefficients with the yield response 
Y for fitting this model IX(3) (3Y,3M) were Z^Q9 Z ^ 9 Z ^ 9

Z52» Z>50* *31» Z22* Z32* ^2* ^(12)2* Q(23)1* Q(23)2»
Q(29)0* Q(25)2* Q(34)2* Q(35)1V Q(35)2* Q(45)1* Q(45)2 and 
X respectively. .
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Tho nine predicted variable)s to be included in the 
final crop forecasting model, selected through step-up 
regression procedure, were Z5Q, Z^, 2|0, Z*2, Z^2# 9(12j2,
^(23)2* ^(35)2 and ^(45)1 r®0P°ctively, The estimated 
regression coefficients for th&se corresponding predictor 
variables, along with their standard deviations and computed 
t-statistics, were presented in fable 7* From Table 7, it 
was seen that all the regression coefficients of selected ' 
predictor variables, except that of the variable Q(g3)2*
were statistically significant at 33 level* The RS and K2. a
were found to b© 0.8249 and 0.7264 and the R2 value was also
sign If leant at 53$ level and even at TSJ level* But, on tho

2 - ■ basis of &a, this crop forecasting model was not satisfac­
torily reliable and adequate for future use in predicting 
coconut crop yield in advance of harvest.

Tho final functional form of crop forecasting Model, 
11(3) (3Y,3M) fitted through step-up regression technique 
was given as follows3

Y *a 7820,3800 + 61.7530 Z^Q + 498.8170 - 1.7982 Z^Q
- 1,6836 Z*22 - 7.9733 Z£2 - 0.0322 <3( t2 )3

+ 0,6499 0(23)2- °*4228 °<35}2 * °*°®50 Q(4S)1 
The functional forms of tho predictor variables in­

cluded in tho above crop forecasting Model 1 1 (3) (3Y,3M) were 
defined in terras of original weather variables in section 
3*3,2, hence not .reproduced here again.
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Table 7* Step-isp regression analysis for tho erop forecastingModel 11(3}(37,24) (effective erop season of 3 yearswith 3-month period)

Variables Regression Standardselected Coefficient Sstimate * error t-vaiuc

250 QS0 61.7530 22.1480 2.7882*
% 2 a52 498.8170 94.3390 5.2875**

H q b50 ■—1.7962 0.4290 -4.1916**
7*22 b22 -1*6836 0.5147 —3.2710**
7*^52 b52 -7.9738 1.4803 -5.3577**
Q(12)2 S(12)2 -0*0322 0.0148 —2*1757*

Q(23)2 g(23)2 0.6499 0.6073 1.G701KS
Q (35)2 g(3S)2 -0*4228 0.1849 -2*2066*
Q(45jl g(45)1 0.0090 0*0021 2.3809*

8 a 26 R2 a 0*8249 s| « 0*7264 A0 ~ -7820;3800
t(0*025j16) « 2.120 at t<0.005,16) » 2.921 at %%

* o Significant at 5f*
** e Significant at 1?, 
NS i= Non-significant
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4,9. statistical an&lvMs^Qg_tto.jeflEec3ftttnQj&9rtgl

This forecasting model cemo under the category of

general forecasting model I developed in section 3*3,1 os 
complete second-order response surface type crop forecasting 
model (square model).

The 20 preliminary selected variables having maximum 
absolute correlation coefficients with yiold response V for 
fitting this Model 1 (1) (3Y#6M) were Z^qi Z^qi Z^ $ #

q(25)0' °(34)1» Q(34)S* Q(35)1* Q(4SJ0' an£t T reopoctivoly.
The eight predictor variables to be included in the

final crop forecasting model# selected through stop-up
regression technique# were 2^ #  Z32* 2^2* ^(12)0*
^(23)1 and ^(35)1 reaP°c^v©ly* The least square estimates
of regression coefficients for these corresponding predictor
variables# along with their standard deviations and computed
t-statistlcs, were presented in Table 8* From the Table 8#
it was seen that all the regression coefficients were statls-

2tieally significant at 5$ level of significance* The 3 and
t?Rq were found to bo 0*8394 and 0*7264 respectively and the
2 ■fl value wao also significant at 5"i and IfJ levels rospoeti-

2 ' vely* But, on tho basis of RQ# this forecasting model was
not satisfactorily adoquate and reliable for future use in
predicting coconut crop yield in advance of harvest*
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Table 8* Step-up regression analysis for th© erop for sea 3 ting?3ad©l 1(1) (3Y»^) (effective crop aeaaon of 3 years
with 6-month period)

Variables ' Baflweolon
selected coefficient Batimat©

Standard
error

Computed 
t-valu©,

Z50 Q50 44.7209 19*8260 2*2557®

^52 a52 233*6790 61*5410 4.1221®*
7 *^50 b80 -0.9249 0*3393 -2.7259®-

1

*51 b51 0*0832 0.0372 2*2365®

Z52 b52 -4*4421 0*9460 -4,6957®*

Q(12)0 °(12)0 -0.0329 0*0112 -2.9375®*
/

Q(23)1 g(23)1 -0*5914 0*1669 -3/5434*®/
Q(3S)1 9(35)1 0*0305 0*0118 2.5847®

3 n 26 B"u a 0*8349 H? 63 0*7638 A0 o «4115.1 £00
t(0*035#17) « 2 .110 at S%' tCGaOOS#!?) «* 2.390 at \%

* «a Significant at 5;o
** ct significant at ‘15S
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Tho final functional form of crop -forecasting Model 
1 (1 ) (3Y #6M) fitted tSirough step-up regression technique 
was given os.follows!

Y o .  4115*1200 + 44*7200 + 253.6790 2&0

- 0.9249 25() + 0.0832 2 ^  - 4*4421 2.'^
- 0.0329 Q(12)o " 0*^914 + 0.0305 Q ( 35) 1

The functional forms of tho predictor variables included 
in tho above crop forecasting Model 1(1) (3Y,3M) wore 
defined In terms of original weather variables and their 
corresponding weights in section 3.3.1, hence not reproduced 
here again. '

This forecasting Model 1(2) (3Y,6M) also belonged to 
the family of general forecasting Model I developed in 
section 3.3*1 as a complete second-order response surface 
typo crop forecasting modo! (square model).

The 20 preliminary selected variables having maximum 
absolute correlation coefficients with th© yield response Y 
for fitting this model 1(2) (3Y,6M) wore **3q, Z50» Z ^ t 2^  9

Q(23)19 Q(25)0* Q (34)1 * Q<34)2? Q(45)0 and 1 roopeetivGly.
The eight predictor variables to bo Included in the 

final crop forecasting model, selected through step-up
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regression technique» were Z%Qt ^q* z§2 > ^(iS)O1

q (23)1 and Q(45)0 *O3P0CtivGlV« Th0 estimates of regression 
coefficients for those corresponding predictor variables*

' along with their standard deviations end computed t-statis- 
tics, were presented in Table 9, From Table 9, it was seen 
that all the regression coefficient of th© selected predictor 
variables, except that of the variable were statistically 
significant at 5?5 level of significance. The R2 and were 
found to be 0,8346 and 0,7563 respectively and the B2 value 
was also significant at 9-5 and ti levels of significance 
respectively. But, on the basis of R®, this forecasting 
model was not satisfactorily adequate and reliable for future 
use in predicting coconut crop yield in advance of harvest.

The final functional form of crop forecasting Model 
1 (a) (3Y,6M) fitted through step-up regression technique
was given as follows)

V o -  4169.9200 + 44,6960 Zg0 + 257,281 Z^g - 0.9259 Z£0 

+ 0.0857 Z ^  - 4,5022 - 0,0327 Q(12)o
- 0,4658 Q(23)t + 0.00012 ^(45)0

The functional forms of the predictor variables 
Included in tho above crop forecasting Model 1 (2) (3Y P6M) 
were defined in terms of original weather variables and1

their corresponding weights in section 3,3*1, hence not 
reproduced hero again, . ■ •
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Table 9. Step-up regression analysis for tho crop forecastingModel 1(2) (3Y,6M) (effective crop season of 3 years
with 6-month period)

Variables
selected

Regression Standard
error

Computed
t-volue

Coefficient Estimate

Z5Q QS0 44.6960 20.1280 2.2206*

Z52 aS2 257.2810 62.3160 1 4.1287**

H o b3Q -0.9259 0.3444 -2.6884*

Ht b51 0.0857 0.0485 ' 1.7670NS
7*52 b52 —4.5022 0*9586 -4.6966**

Q (12)0 g(12)0 -0*0327 0,0113 1 -2.8435*

Q(23)1 g(23)1 -G.4658 0.1706 ' -2*7304*

Q(43)Q 9(4S)0 0.00012 0.000049 ' 2.4489*

o ta 26 R2 = 0*8346 R? » 0.7568 A a -4169*9200u O
t(0.Q23,17) o 2.110 at 5% t(0*003*17) « 2.893 at 155

* ra Significant at 5?o 
a significant at 1$

NS e Won-3ignificant



This forecasting Model I(3)(3Y,6M) caas under tho 
category of general forecasting Model I developed in sec­
tion 3*3*1 as a complete second-order response surface 
typo crop forecasting model (square model)*

Tho 20 preliminary selected predictor variables having 
maximum absolute correlation coefficients with th© yield 
response Y for fitting this Model 1(3) <3Y,6M) were Z50,

231* Z$1 ' 232» *92 • H o 9 Zh *  Zh 9 Z32* Z529 Q(12)2*
Q (14)2r ^(15)2* Q(23)1* ^(23)2* Q(25)2# Q(35)1* Q(3S)2> 
q(45)0» Q(4S)2 selectively.

Tho eighteen predictor variables to be included in tho
final crop forecasting model, selected through step-up
regression techniques, were ^g? ^519 ^33* z90* 231'
zl'a* zk »  Zla» Q(12)2 * Q (14)2» Q(15)2> Q(23)1» Q (23)2’ 
q(35)1* Q(3S)2* Q(45)0 and « (45)2 ^ p o c U v o l y .  Tha least
square estimates of the regression coefficients for those 
corresponding predictor variables, along with their standard 
deviations and computed t-statistics, were presented in 
Table 10* From Table 10, it was seen that all the regression 
coefficients of the selected predictor variables, except that 
of three predictor variables, vis* Z^q, Q(j2)2* ^(35)?*
and Q(4$)2* VJ03?g statistically significant at STS level of 
significance. The and were found to be 0*9149 and
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0*6961 respectively and B value was also significant at 
5$ level and \% level of significance, but not highly sig­
nificant* But, oh th© basis of this forecasting model 
was not satisfactorily adequate and reliable for future use 
in predicting the coconut crop yield in advance of harvest. 
Therefore, the performance of this forecasting model should 
fo© judged from the other criterion measures* .

The final functional forms of crop forecasting Model
i

1(3) (3Y,6M) fitted through step-rogros3ion technique was 
given as followss , ,

Y bs -102?.3600 +85*2925 Z^Q + 85.9060 231 + 10*3168 Z51 

+ 27.2409 ^32 - 1*3085 Z^Q - 69.2092 Z r31 

. + 0.0006 Z\2 * 47.6328 - 0.6713 2 |2 - 0.0915 Q(12j2

- 0.0579 Q ( 14) 2 * 0.1287 Q(15j2+ 17.3665 Q(23)?
- 15.8863 ^(23)g + 6.9053 ^(35)̂  * 7*4725
- 0.2112 Q(43)q **■ 0*1792 $(45)2

Tho functional forms of the predictor variables included 
in the above crop forecasting Model 1(3) (3Y t&.\) were defined 
in terms of original weather variables and their corresponding 
weights in section 3*3.1, hence not reproduced hero again.

9

This forecasting Model 11(1) (3Y,6M) came under the 
category of general forecasting Model II developed in 
section 3.3.2 (square root model). "

4*12. S S a m t t e M M S S M  m i L l a i k M ,  ' ■firQB-B)aas.an_Qf-3 _vaar
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Th© 20 prolirainary selected variables having maximum 
absolute correlation coefficients with tho yield response 
Y for fitting tho Model 1 1 (1 ) (3Y,6M) war© 230? ^50* Z31*

251* Z32* Z52* Z30* Z50* Z31» *91 • H p * ^(13)2® Q (23)0ff
Q (23)1® Q(2S)0® Q(34)1* Q(34)2® Q(33)2* Q(43)2 ancl T roG" 
p©ciiv©iy.

Th© seven predictor variable0 to bo included in tho 
final crop forecasting tnodol, selected through step-up regre­
ssion technique, wore Z^q , 2^ ,  ^(03)0 an^
^(35)2 ^©spectivoly* Tho least square ostiraatos of the 
regression coefficients for those predictor variables, along 
with thoir .standard deviations and computed t-statistics, 
wore presented in Table 11. From Table 11, it was found that 
all th© regression coefficients were highly significant at

i. 2 5?S and 1£ levels of significance respectively* The R and
were found to fee 0*9893 and 0*93313 and R" values wasa

very highly significant even at 1£> level of significance#
o oTherofore, on the bool© of R1" and RJ, the adequacy of fit 

of th© crop forecasting Model XX(1) (3Y,6M) is very highly 
satisfactory and consequently this crop forecasting model 
should fee selected as th© '’best'5 crop forecasting model to 
b© used in predicting the coconut crop yield in advene© of 
harvest. ■

The final functional fora of th© crop forecasting 
Model 11(1) (3Y,6M) developed through step-up regression

v

procedure was given os followas
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Table 11 • Step-up regression analysis for crop forecasting Modal xl(1 ) (3Y,6M) (offeetiv© crop season of 
3 years with 0-month period

Variables
selected

Regression 
Coefficient Estimate

Standard
error

Computedi-vaiu©

Z52
Z 930
-q0

Z51
Z52
Q(23)G
Q(3S)2

a52 645,0530 24,1540 26.7058**

b30 16,0323 0,7377 21,7320**

b50 -1,2749 0,8585 -2V.7932**

b51 *0,1046 0,0151 -6,9272**

^52 -10,1332 0,3609 *28,0914**

g(23)0 -12,0143 0,5715 —22*4231 **

g(33)2 0,0015 0.0004 3*7500**

s « 26 a** *  0,9393

t( 0,025,18} c* 2,101 at 5%

a? » 0,9831 a ■ A
0

•*0765,4000

t{0*005f10) 2*878 at.-13

** c significant at 1$
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V « -  0765,4000 + 64500530 Zg2 + 16,0523 Z*30 
-  1,2749 Z'so -  0,1046 Z^ -  10.1382 Z£2 

“ ?2.8140 ^(23)0 * 0#0015 ^(35)2 

The functional forms of tho predictor variables 
included in the above crop forecasting Model 1 1 (1 ) (3Y,6tt) 
wore defined in terras of original weather variables and 
their corresponding heights, hence not reproduced here again.

^*13, la t n 0 X V s 10 for the fore cast?, nn Model
ai-th- .6-raonth. norlorf)
This forecasting model 11(2) (3V,&\) belonged to tho 

family of general forecasting Model II developed in sec­
tion 3*3,2 as square root model.

Tho 20 preliminary selected predictor variables having 
maidniura absolute correlation coefficients with tho yield 
response V for fitting :;hio modol wore ^3Q, Z-j, Z39,

t

Z53> ZS0> ZS1* H z' q(13)0» 9(13)1’ U<14)0’ U(\5)0' Q(H3)0*
q<24)0' q(25)0* Q(25)ts Q(34)G' q(3S)0* f,|(45)0 ond T 1'00" 
pectively,

Tho five predictor variables to bo included in the 
final crop forecasting model, selected through step-up 
regression technique, wore ZS2, Z£0, q (14)0 and u(<35)0

reopoctivoly. Tho least square estimates of the regression 
coefficients for tho corresponding predictor variables, along 
with thoir standard deviations end computed t-stafcistico, 
woro presented in Table 12, From Table 12, it was soon that
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Tafoi© 12, Stop*up regression analysis for the crop forecasting 
Mod©! 1 1 (2) (37t6M) (effectiva crop season of 3 years 
with 6-aionth period)

Htt— — aNWWWm* — KMWHwmiMttWwi*! n»iiiwi>wiiiinw»»>« ■■»w©pi*n>
V a r i a b l e s  R e g r e s s i o n  standard C o m p u te d

o e l o e t e d  c o e f f i c i e n t  E s t im a t e  ®E I 0 S  t - v a l u e

y»np^^«iiiii^i— Miw ^twr m w^miiil-r fir "  1 - i  f T " * —  ‘I* —  ...*■  ..........m

Z52 5̂2 303,0740 71,8260 4,2196*

z’so b50 -0,4233 0,0774 -5,4689**

7*52 b52 -4.9425 1,1638 -4,2469*

Q(14)0 9(14)0 -0,0039 0,0014 -2,7857*

Q(45)0 ^(45)0 0,000106 0,000036 2.9444**

3 B 26 BS » 0,6883 &q «s 0,6104 AQ «= -4177,6900 
t(0,025,20) =3 2,086 at b% - t(0,QG5,2O) « 2,845 at \%

* *= Significant at 5$
** =s Significant at 1$



all tho regression coefficients of tho selected predictor
•*

variables wore statistically significant at S$5 level# The 
and values were found to b© 0,6883 and 0*6104? valuea

was significant at 5?J and 15S levels of significance respec­
tively# But, on the basis of and Rg, adequacy of fit 
of this forecasting Model 11(2) (3Y,6M) was not satisfactorily 
and therefore, this model should not bo selected as tho Jbest* 
model t© be used in predicting the coconut, crop yield in 
advance of harvest# .

The final functional form of crop forecasting Model 
22(2) (3Y,6M) fitted through step-up regression technique was 
given as follows?

y o . 4177*6900 + 303,0740 Z&2 - 0,4233 2| 0 

— 4*9425 — 0,0039 ^(14)0 0*0001

. the functional form of the predictor variables included 
In the above crop forecasting Model XX{2) (3Y,6M) were 
defined in terms of the original weather variables and their 
corresponding weights in section 3,3,2, hence not reproduced 
hero again, '

4,14, .iRftrerefti&Qfl

This crop forecasting Model 11(3} (3Y,6M) came under 
tho general forecasting Model XX developed in seetlon 3,3,2 
as the square root forecasting model. ,

The 30 preliminary selected variables having maximum



absolute correlation coefficients with tho yield response 
V for fitting this Model 11(3) (3Y,6FA) wore 25C}, Z ^ 9 Z&1,

Z32» 2S2* ^50# 2Sl* Z31f ^32* 232® Q(14)1» ^(23)1* Q(23)2*

°(25)2* q(34)2* Q(35)t* Q(35)2* Q(45)G» Q(45)2 &n(i 1 £oa" 
psctively* . -

Th© seven predictor variables to bo included in th©
final crop forecasting n o d o l ,  oeloeted through step-up
regression technique, were Z^Qf E^2, 2^0* Z^, Z^2„
and respectively. The least square estimates of the
regression coefficients for those corresponding predictor
variables, along with their standard deviations and computed
t-statistics, wore presented in Table 13* From Table 13,
It was seen that all the regression coefficients were static*

9tically significant at 5?o level of significance* Th© R and
nRq values were found to ho 0.7394 and 0*6638 respectively,

o ■ -the R value was significant oven at 155 lovel of significance. 
Out, on th© basis of f\ and RQ, adequacy and fit of this 
Model 11(3) (3Y,6M) was not satisfactory and reliable and 
therefore, this model should not b© selected as th© "best'' 
model to bo uogcs in predicting the coconut crop yield in 
advance of harvest.

The final functional form of th© crop forecasting 
Model 11(3) (3Y,6I$)-developed through step-up regression 
technique was given as followss 
Y « 3765*6300 * 48.4005 + 227*3270 - 0.9281 Z *50

* 0*1205 2 ^  - 4.1267 Z§2 - 0.4955 Q(23)1 + 0.0413 Q(35)t



Table *3. Step-up regression analysis for the crop forecasting 
Model 11(3} (37,6?!) (effective crop season of 3 years 
with 6-cion th period)

Variables
selected

Regression 
Coefficient Estimate

Standard
error

Computed
t-voluQ

^50 S o 48,4005 20,3350 2.3802®

^52 ®32 227,3270 72,6120 3,1307**

b30 -0+9281 0.4037 ■ -2,2939*

^51 b51 . 0,1205 0.0541 2,2274*

Z§W b52 —4,.1267 1.1214 -3,6799**

®(23)1 ^<23)1 -0,4955 0.1946 -2.5462*

q(35)1 0(35)1 0,0413 0,0133 3,1053®*

s » 26 R =0,7594 a 0,6638
t<0,025,18) = 2,101 for S9S t(0,005,18) =2,878 for 1

A0 o 3765*6200
%

* a significant at 5'
*» « Significant at 1

n jtjd
/J



' The functional forms of the predictor variables included 
in the above crop forecasting Model XX(3) (3V*6M) were defined 
in terras of tho original weather variables and their corres­
ponding weights in section 3.3.2* hence not reproduced here 
again.

4.15. G(KBDagativo-atudtt-.ef, efficiency, -adequacy .and.-_Eerf.Qg.- 
raance . j3f_crojg.. f orecaat lno mdeis^on. jfclie J*aMfi-af. 
'drlieiislfu.gictioDiS . _

. From the above twelve crop forecasting models* fitted 
through step-up regression technique* th© "beat", the raost 
efficient* adequate and promising crop forecasting models 
which would serve our purpose of predicting the coconut crop 
yield in advance of harvest wore selected on tho basis of 
criteria functions discussed in Chapter III. The criteria 
measures employed in th© selection* vj&r& mean square error 
(M3E) or residual mean square (BMS)* squared multiple corre­
lation coefficient (R2)* adjusted fl2 (ft|), total prediction 
variance (3^)# prediction mean square error (MSEP)* average 
estimated variance (AEV)* Amoraiya prediction criterion (APC), 
and AkaiH© information criterion (AIC) defined in section 3.0 
of Chapter ill*

The ccnblned AMQWA tables for all the crop forecasting 
models to bo selected on the basis of (lean square errors (MSB) 
and computed (observed) F-values were presented in Table 14. 
Additionally, the tabular F-values at 5SS end t?S levels of



Table 14. Combined AKOVA Tables for all tho crop forecasting models fitted through step-up 
regression procedure

“ " '     Re sidual( error)' canroutod TabtJlar F"v£lul '
fiodei — — — ~  ~ r ~ ~ r r — - r r -  “ ” ~ T  ^ aluo at &  at n

I(1)(3Y*3S> S© 1219*1676 11
2(2)(3Y,3M} 25 1219.1676 13
U 3 ) i m 9m )  25 1219.1676 10
Ii(1){3Y,3?.i) 25 1219.1676 14
X2(2}(3?,3&) 25 1219.1676 6

XX(3)(3Y,ai) 25 1219.1676 9
1(1) (3YS6M) 25 1219*1676- 8

1(2) (3Y*®0 25 1219*1676 0
1(3) (3Yffei) 25 1219*1676 18
1I(1)(3Y»6U) 25 1219*1676 7
II(2}(3Y,6M) 25 1219.1676 5
XX(3)(3YS6M) 25 1219*1676 7

1156.014? 103*0923 14 63*1529 4*5109 23*2973 2,56 3.86
1014*3474 78.0267 12 204.8202 17*0683 4.5714 2*64 4.05
1146*9929 114*6993 15 .72*1747 4*8116 23.8378 2.55 3.80

1115.6603 79.6900 11 103*5073 9*4093 8.4689 2*70 4.21

1116*8794 186*1466 19 102.2882 5.3836 34.5767 2.63 3.94

1005.6914 111*7435 16 213*4763 13.3423 3,3752 2.54 3.78

1023.3699 129.9212 17 195.7977 11.5175 11.1066 2.55 3.79

1017*5173 127.1397 17 201*6503 11.8618 16.7226 2*55 3*79

1115*4164 61*9676 7 103*7512 14.3216 4.1009 3.47 6.21

1206*1225 172.3032 IQ 13.0451 0.7247 237.7490 2.58 3.95

839.1531 167.8306 20 380.0145 19.0008 8.8329 2.71 4.10

925*8359 132.2623 18 293.3317 16.2962 3*1161 2.58 3.85
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significance wore also provided in Table 14 for handy refe­
rence in the t©st of overall significance of. crop forecast-

oing models and the significance of FI respectively.

From Table 14, it was seen that th© crop forecasting 
models having th© smallest values of MSB and the largest 
values of computed (observed) F-v ©1u g3 were tho Model 1(1) 
(3Y,®S), Model 1(3) (3Yf3M), Model 12(2) (3Y*3M) and 
Model 11(1) (3Y,6M) respectively. Finally* thes© four 
forecasting models were selected as the •best* ones on the 
basis of other criteria functions also. Th© alaborat© dis­
cussions on the selection of forecasting models were pro*, 
sented In Chapter V*

Tho other criteria measures computed for all the crop 
forecasting models fitted through otep-up regression tech­
nique were presented in Table 15* Computed F—values were 
also included in the Table 15 for the purpose of convenience 
of th© reader in selecting th© •best* and most 1efficient' 
crop forecasting models on the basis of all tho criterion 
functions and measures from the same table and for the con­
venience of comparing and judging simultaneously the degree 
of all the criteria measures on th© same lino for a particular 
crop forecasting model* Tho elaborate discussions on the 
selection of the 'best* forecasting models on th© basis of 
these criteria measures wore given in Chapter V,



Tsfole 15. Computed criteria measures for all the 
regression procedure

Model SMS F r2 ni
K D O v̂ sm) 4.5109 23.2973 0*9482 0*9075
X(2)'(37,3&) 17.0683 4.5714 0*8320 0*6500
X(3}(37»&0 4*3116 £3*0378 0*9408 ' 0*9013
IX (1) (3V f 3*5) 9*4098 8*4639 0.9151 . 0.8070
IX(2)(3Ys3f̂) 5.3336 34.5767 0.9161 . 0*8396

13*3423 0*3732 0*8249 0*7264
11*5175 11.1066 0*8394 . 0.7638

I(2)(37,6M) 11.8610 10.7226 0.8346 . 0.7568
1(3) (3MM) 14.3216 4*1809 0.9149 0.6961
II<1)(3Y*6M> 0.7247 237*7490 0.9893 0.9851
XI (2) (3V ,6M) 19*0003 8.8329 0*6883 0.6104
Zl(3)(3Y*6M) 16.2962 8.1161 0*7594 0.6658

><»«>•

crop forecasting models fitted through step-up

Jr MSE? AEV AFC AIC

171.4154 9*0084 2.0319 6.5929 75.9049
682.7314 40*2035 9*1906 £6.2590 94.0079-
178*0298 . 3*9226 2.0357 6.8474 74*6825
333.8010 24*4293 5.4287 14.8385 89.2965
177.6530 •7.7648 ‘ 1.4494 6*8330 67*4905
400. 3214 £3*0924 5*1317 18.4739 87.3635
403.11IB 18*6832 ‘ 3*9868 15.5044 04.1484
415.1628 19.2469 4*1060 15.9678 84*3969
666.9703 64.1318 10.8312 25*6528 96.2599
24.6376 1*1067 0*2229 0.9477 34.3298
603.0022 25*9666 4*3848 23.3855 88.5324
554.6704 24*8867 5.0142 21*3104 38.2468

OS
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4*16# Studyjjrf-iiiflMenco Qf sham*j .
gn coconut M e ld for selected ..gfig.esqetanfljaadfelai

As discussed in section 3*0 of Chapter IHt tho effect 
on the coconut crop yield of a chang© of on© unit in i 
weather variable of vj**1 period, denoted by Xiw, with any 
assumed level of other weather variables (i^j) could be 
studied by the partial derivative of yield response Y in 
the corresponding crop forecasting model with respect to 
X-iw for i » 1,2,3,4,5 and w = 1*2*3, ••*•»••#» 12 respec­
tively#
4#I6#1, affect of changes Inc r . ^ M e l ^ for. forecasting J5i

, 1 i-

At first theoretical {algebraic) functional fora of 
crop forecasting Model 1(1) (3Y,3M) selected through step 
up regression was warhod out* The partial derivative of

“ i %

yield response Y with respect to X ^  for 1 t=> 1 ,2,3,4,5 wore 
obtained as followsi

1 )

t )

3)

'Sy
.5 7 ** g(l2)0 K2w

av

3 y

9x

9(12)0K1w g(23)0 * vjg(23)1 * w g<23)24 vt 3v#

3W
•, =: a30 + V  * **31 *3W *

4 W *0(23)2il

9(33)0* “0(23)1

X 4
2w g(34)0 * W g(34)2 X4w
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° 9(34)0 * 9(34)2 X3W

Th© period-wise effects of change of on© unit in weather 
variables on th© coconut crop yield under th© forecasting 
Model I{1) (3Y#3M). at tho assumed level of average of all 
five weather variables for all the twelve 3-iaonth periods 
(seasons) wore depicted in Table 16* Elaborate discussion 
' was presented in Chapter V«

Effect of chancres in weather variables on the .coconut
S .̂&jEifcjh3 -cr.OD lorooast^inalOTTa?.. 3M) ^

As in section 4.16*1, th© algebraic functional form of 
the forecasting Model 1(3) (3Y.31) fitted through step-up 
regression technique was worked out. The partial derivatives 
of yield response V with' respect to the original weather 
variables involved in the forecasting taodel were obtained 
as follows*
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Table 16, Period-wiae effect of change {increase) of one unit in a weather variable on the coconut crop yields under the forecasting Model 1(1 )(3Y,j3M) at the ave­rage level of weather variables

1 0*0079 -13*1673 13,3650 -6.8417 -0.1499
2 0*0079 —14*5773 7.3044 -6*6523 -0.1571
3 0.0079 —15.3319 2,3203 -6.3360 -0.1643
4 0.0079 —15.4309 -1.5856 -5*8949 -0.1714
5 0.0079 -14*8745 —4.4148 -5.3269 -0*1786
6 0*0079 -13.6625 -6*1669 —4* 6326 -0*1057
7 0*0079 -11,7950 -6*8419 -3.8121 -0*1929
8 0*0079 —9*2720 -6*4390 -2,8654 -0,2000
9 0*0079 —6*0936 —4,9606 -1,7923 -0.2072
10 0*0079 -2.2596 -2.4042 -0*5932 -0.2144
11 0*0079 2,2299 1,2293 0,7323 -0.2215
12 0*0079 7*3749 5*9399 2.1039 -0,2287
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4) a q5G 4
otoT

n

»H n?to+ %fer r^ 2).

n
where D^k) « r^( 1); . * ^ ( 2);

vj»1 w=»1

n

v u  -5 * a

Th© poriodwiso effect© of change (increase) of one 
unit in each of the weather variables X^w> on
the coconut crop yields at tho assumed levels of averages 
of weather variables for all tho twelve 3-month periods 
(seasons) were shown in Table 17« Elaborate interpretations 
and discussions were presented in Chapter V*

As in section 4,16.1, the partial derivatives of the 
yield response V with rospoct to the original weather varia­
bles involved in the fitted forecasting model wore obtained 
as followss

u J L .  i
2W w

g(23)0 X3w * 9(25)0

3y
2 )

3) chr

2fA^(|g ■ ^b30+ 9(23)0 X2w  * ^(34)C^4w

a 0<34) ° [ > / x
4w

~1V2 4w
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Table 17* Period-wise effect of change (increase) of one unit in a weather variable ©n the coconut crop yields under the forecasting Modal I(3)(3Y,3M) at the average level of other weather variables

1 -0,0566 -3.3513 -1.0022 -5*4414
2 ' -0*0275 ’ -2.0344 -0*8058 -6*0207
3 -0*0528 -2.9745 -0*0613 -3*1493
4 ‘ -0*0905 -7.0131 —0*0221 -0*9591
5 ■ —0*1173 ’ -3.0024 -1,1877 -5,7491
6 ' -0*0226 -1.4343 —2.6723 -6.0547
7 1 -0*0381 -4 o,G946 -0*0098 -3.4549
9 1 —0*0235 -1.1122 -0*061.3 -5.0273
9 -0*0715 ' -3,2652 -1,5337 -2.7394
10 -000716 -5*5339 —2*6723 -5.4414
11 -0*0706 -2.9293 -0*0613 —4*0323
12 ‘ -0*0261 ‘ -1.5650 -0*0025 -5,6960
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4)
3x5Vi b30 + v/2 /pM

3(23)0 x2w /  *^G Svj

where Mq ® n.t «= n(n+1 )/2 respectively.

The poriodwise effects of change (increase) of one 
unit in each of the weather variables X4w and X3w
on the coconut crop yields (average nuts per bearing tree 
per half year) at the assumed levol of averages of-other 
weather variables as shown in Table 1 were presented in 
Table 1®. Elaborate interpretations and discussions wore 
mad© in Chapter V.

4.16.4.
jsgaaijgig^

As in section 4.16.1. the partial derivatives of the 
yield response V with respect to the original weather varia-
* T t

bloe involved in the fitted forecasting model were obtained 
as follows:

1 )

2)

3)

2y

3x

'3y

C3
2VJ

g(23)o(^3w / X2w
lX2
1

“ST
3w 2X 72

3w

13 a 5 2 w 2 4

w

b30 + g(23)0 X2w + V;2 g(3S)2 X5w

b50 + b51 + b52 J  VQ 
- 5W _

* ^  g(35)2
Tho poriodw.vise effects of change (increase) of one 

unit in each of the weather variablesp vis.. X ^ ,  and
i»

x5w on coconut crop yield at the assusaed levels of ave­
rages of ail weather variables as shown in Table 1 wore pro-
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Table 18* Period-wise effect of change (increase.) of one 
. unit in weather variables on the coconut crop 
yield under forecasting Model XI(2)(3Yt3l1) at 
the average level of the weather variables

1 1.0514 -3,2050 0,3441 —3.5365
2 1.9514 -2.7236 0,3441 -3.5365
3 1.9514 -2.2422 0,3441 —3.5365
4 1.9514 -1.7607 0*3441 -3.5365
5 1*9514 —1«2793 0,3441 —3.5365
6 1,9514 -0.7970 0,3441 -3*5365
7 1.9514 -0,3164 0.3441 -3,5365
0 1.9514 '.'0.1650 0.3441 -3.5365
9 1*9514 0,6463 0.3441 -3.5'365

10 1.9314 1.1279 0.3441 ■ -3.5365
11 1.9514 1,6094 0,3441 -3.5365
12 1.9314 2,0903 0.3441 —3*5365
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presented in Tabl© 19* Elaborate interpretations and dis­
cussions w o e© made in Chapter V#

Th© relevant complete data pertaining to the yield 
response Y (average yields of nuts per bearing tree per half 
year) and selected predictor variables for each of fore­
casting models were presented in Appendix Tables*
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Table 19* Period-wise effect of change (increase of one 
unit in weather variables on the coconut crop 
yield under forecasting Model 11(1)(3Y.6M) at 
the average level of the weather variables

t
2
3
4
5
6

7
8 
9

10

11

12

-6*9078 
-6*9078 
-6,9078 
-6,9070 
-6®9070 
-6,9070 
-6,9070 
-6,9073 
-6,9070 
-6,9070 
-6,9070 
—6,9078

—8,1069 
-8*0920 
-8*0672 
-8,0324 
-7,9877 
-7o9329 
-7*8693 
-7,7939 
-7,7092 
-7,6147 
-7,5103 
-7,3959

0,0648 
0,2592 
0,5833 
1.0369 
1.6202 
2*3330 
3.1755 
4*1476 
5.2494 
6.4807 
7*8417 
9.3322
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CHAPTER V 
- DISCUSSION

In th© present investigation attempts wero made to5

1) to develop a auitable and tollable-statistical metho­
dology for the pre-harvost forecast of coconut crop 
yields by evolving different empirical-statistical 
crop-weather models using the original and generated 
weather variables as predictor variables.

2) to perform a comparative study of relative efficiency* 
adequacy and performance of each of these crop fore­
casting models evolved and to select the *foestf, most 
promising and plausible crop forecasting models for the 
purpose of future use in predicting the Goconut crop 
yields reliably In advance of harvest. ’

3) to investigate th© effect and influence of changes in 
weather variables on the yield of coconut erop* based 
on the crop forecasting models selected as the 'best* 
fitted models*

4) to render suggestions and guidelines for further deve- 
. lopmont of statistical crop-weather models, criteria
for theis selectioni and relevant statistical analysis*

5*1*

-130-
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5 ,2. Cyan fogQC09ftln.g-mQd.el3 .mtasLAIaflSMh ■9^0PnmpraJaMKS»
a 3 ion technique, JA3l03^&&!!!£^

The twelve crop forecasting models wore developed 
under the effective crop season of 3 years with 3-month 
period and 6-month period respectively. The two general 
forecasting models were of the square model and square root 
model. Under the square model, the complete second-order 
response surface type crop forecasting model was developed. 
Further, under each general forecasting model, three diffe­
rent crop forecasting models wore developed giving the 
different weights to the weather effects on the, crop yields, 
Therefore, the six basic crop forecasting models could be 
developed under the two general forecasting models, denoted 
by Model 1 and Model 11 in section 3,3,1 and 3,3.2 of 
Chapter XII. Again, the above six forecasting models,wore 
developed under the effective crop season of 3 years with 
3—month and 6-month period, Therefore, the twelve crop 
forecasting models were discussed one after another, How­
ever, it should be mentioned here that there were very few 
investigations In coconut crop, which attempted to develop 
crop forecasting models using several weather variables as 
in the present study. The forecasting models for the yields 
of coconut, developed so far, have taken into consideration 
linear effect of only one or two weather variables at a 
time or simultaneously, excluding the interaction effect 
of these weather variables on the crop. In this investi­
gation, we have taken into consideration the linear,
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quadratic and Interaction effects of five weather variables 
on th© crop yields at each and every period (season). There­
fore , unfortunately» w© could not perform a reasonable 
comparative study between the present crop forecasting 
models and the other ones* Instead, wo could carry out 
only comparative study within our fitted crop forecasting 
models

1 .  F o r e c a s t i n g  M o d e l A ( l i ( ^ ^ ) - - ( i ? f £ a o M . v s ^ 9 j a ^ g & Q n  
o f  3  y e a r s  w i t h  . 3 r in a n M )_ E e r lQ d l

Under this model the linear functional relationship
i

of yield response Y (average yield of nuts per bearing per 
half year) with the generated weather predictor variables 
selected through step-up regression techniques was presented 
in section 4*3 of Chapter IV.

This model 1(1) (3Y »SVs) produced value of 0*9482
and R® value of 0.9075* Therefore, 94.82;-' of the totala . _
variance from the mean in the yield response Y was explained

* '3fey th© predictor variables in tho model. Hero, the ft" values 
was also highly significant therefore, the regression equa­
tion (crop forecasting model) on th© predictor variables 
was‘also highly significant on 5$ and 1£i levels.

o o ■The ft*" and R“ values por predictor variable were. Cl
0.0862 and 0.0825 respectively. On the basis of anil ft®,
this forecasting model was very satisfactory in the adequacy 
and goodness of fit of tho model to the given set of data
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on. the selected predictor variables* Therefore, this 
model should be considered one of the ♦best* crop fore­
casting models*

2* Eoresaatina-Model K?) (effective cron season

Under the model, the linoar functional relationship of 
yield response Y with the generated predictor variables 
fitted through stop-up regression techniques was presented 
in section 4*4 of Chapter IV*

oThis forecasting model produced R value of 0*0320 
oand R" value of 0*6500 respectively* Therefore, tSte modelQ '

could explain only 83*2G;i of the total variance from the 
mean in the response variable Y* Here, R value was signi­
ficant at 1/5 level of significance, but not highly* On the

2 obasis, of R and the model was not satisfactory in the 
adequacy.of fit of the model to the given set of data*
Since many predictor variables wore employed in the model, 
its RQ value decreased sharply to tho level of 0.6500* 
Therefore, the R“ and per predictor variable war© 0*064 
and 0*050 respectively.

Comparing forecasting Model 1(1) (3V’,3M) and 
Model 1(2) (3Y,3M), tho former was much more efficient and 
adequate in the fit of linear relationship with the crop 
yield Y* Elaborate comparison of these forecasting models 
were made in section 5.3*



Under this model tho linear functional relationship 
of yield response V with the generated predictor variables 
selected through. step-up regression technique was presented 
in section 4.5 of Chapter XV„

oThis forecasting model produced R value of 0.9408 
and a? value of 0.9013 respectively* Therefore the fore-u
casting model could explain 94*08$ of the total variation

2 -from the mean in the response variable Y* The R value was 
also highly significant. On the basis of R2 and R^* the 
forecasting model was highly satisfactory in the adequacy 
and goodness of fit of th© model to the given set of data 
on the selected predictor variables. But this model ©nployed

9 Oonly ten predictor variable. The R ' and values por pre­
dictor variable were 0.0941 and 0.0901 respectively in this 
model* On the basis of ft2* this mod©! could bo considered 
os one of the •best’ models..

Under this model* th© linear functional relationship 
of yield response Y with tho generated predictor variables 
selected through step-up regression techniques was presented 
in section 4.6 of Chapter XV.

o .This forecasting mods! produced R ' value of 0.9151 and
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FlJ vain© of 0*8070 respectively* Therefore* th© modelti3
could explain 91*51$ of tho total variance from th© m a m
In the response variable ¥* R value was significant even

© oat 1$ level of significance* The R" and RQ por predictor 
variable In this forecasting model were 0*0654 and 0*0576 
respectively* This model had used many predictor variables; 
hence the J3SR (regression mean square) decreased and con­
sequent ly the computed F-value also went down sharply to

O8,4689 which was not commensurate to its high R*- value of 
0+9151* Therefore, ©venthough th© R is satisfactorily 
high, on th© basis of adequacy and efficiency} this model 
would not serve our purpose of predicting the coconut crop 
yield in advance of the harvest*

Under this models the linear functional relationship 
of yield response Y with generated predictor variables 
selected through step-up regression technique was prosented 
in section 4.7 of Chapter IV,

O ' 2This model produced R" value of 0.9161 and R value 
of 0*8896 respectively* Therefore} 91*61$ of the total 
variance from the moan in the response variable V was 
explained by the predictor variables Included in tho fore­
casting model* Mere, R value was also highly significant* 
Therefore, the crop forecasting model on th© selected six 
predictor variables wa3 highly efficient*
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All the regression coefficients of the selected pre­
dictor variables were highly significant even at IJi level 
of significant. The R2 and R2 per predictor variable were 
found to be 0.1527 and 0.14S3 respectively. Therefore 
this forecasting model should b© maintained for the future 
m o  in predicting the coconut crop yield in advance of 
harvest.

of 3 years with a-montlvIpariMl.
Under this model# the linear functional relationship

; i- ‘
of yield response Y with the predictor variables selected 
through step-up regression technique was presented in 
section 4.0 of Chapter XV.

9 ’ 9This model produced R value of 0.8249 and RQ value
of 0.7264 respectively* Therefore, the variables in the
model explained only 82.49^ of the total variance from the
raean in the yield response Y* Hero, R was also significant
both at 5% and 155 levels. All. the regression coefficients
of the selected variables# except that of variable $(23)2*

2 2was significant at 5% level. The R and ftQ values per
predictor variable were 0.0917 and 0*0807 respectively.

■ 9 ' ’On the basis of R values# this model oHplained less varia­
tion in comparison to the previous models, hence not be 
considered for further use in predicting coconut yields in 
advance of harvest.
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gfae&im^caaLjaaafin

Under this model, th© linear functional relationship 
of yield response Y with the selected predictor variables 
was presented in section 4,9 of Chapter IV*

PThis model produced ft value of 0,0394 and value 
of 0*7630-respectively* ThereforeP tho predictor variables 
In the model explained only 03*94% of the total variance

9from the mean in the response variable Y* Here, ft was 
also significant at 5% and 1% levels* All the regression 
coefficients of the predictor variables, were significant 
at 5% level of significance. The R2 and values per 
predictor variable were 0*1049 and 0,0955 respectively,

9 oTherefore, on the basis of ft and HZ* this model was net3
satisfactorily adequate in the fit of linear relationship 
with the selected predictor variables; honce not to b© 
considered and maintained for future us© in predicting the 
coconut yields in advance of harvest*

____
m s s B j a s m g r ^  _

Under this model, the linear functional relationship
yield response Y with the selected predictor variables

wan presented In section 4,10 of Chapter IV,
9 OThis model produced ft value of 0*8346 and R^ value

of 0,7563 respectively. Therefore, the predictor variables
in the model explained only 83,46P£ of the total variance
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ofrom the mean in th© response’variable Y* More* R was 
significant at S££ level of significance* All the regression 
coefficients* e&eept that of the variable were signi­
ficant at 5$ level* The R^ and per predictor variable
wore 0*1042 and 0.0946 respectively. Therefore, on the 

o 2basis of R*‘ and RQ, this model was not* satisfactorily ade­
quate in the fit of linear relationship with the selected 
predictor variables; hence not'to foe considered and main­
tained for future uso in predicting the coconut yields in 
advance of harvest. ’

_________wA-tb-.foroonth_ period 3

Under this model, tfod linear functional relationship 
of yield response Y with the selected predictor variables 
was presented in section 4*11 of Chapter XV. -

■ O 5>This model produced R" value of 0*9149 and R_ value of* CJ
0*6911 respectively, Therefore, the predictor variables 
in the model explained 91*49£S of the total variance from
the mean in the response variable Y* Here, it was found

2that R was significant at level and but not significant 
at 1# level oventhough the model had high R2 value of 
0*9149* All the regression coefficient© of the predictor 
variables, ©Kcept that of th© variables, viz# Z^2,
q (12)2» q(35)1 anc3 ^(45)29 wer0 significant at 5% level.

2 2 ' 'The R and Rfl values per predictor variable were 0*0508 and
0*0387 respectively*
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Therefore# on tho basis of RS and R̂ # this model was 
not satisfactorily adequate in th© fit of linear relation­
ship with the selected predictor variables» hence not to be 
considered and maintained for future use in predicting the 
coconut yields in advance of harvest*

Under this model# the linear functional relationship 
of yield response V with the selected predictor variables 
was presented in section 4*12 of Chapter XV*

2 9This modal produced R value of 0*9893 and R* value of 
0*9351 respectively* Therefore# the predictor variables in 
the model explained 98*93$ of the total variation from the 
mean in the response variable Y, The R and R^ values per 
predictor variable were also as very satisfactorily high 
as 0*1407 and 0*1318 respectively* Here it was found that
aR values was satisfactorily very high and statistically 
highly significant even at level of significance* All 
the regression coefficients were also highly significant 
oven at 1% level* Therefore* this model should be maintained 
and used in future prediction of coconut crop yield in the 
experimental fields and research stations*

Under this model* the linear functional relationship 
of yield response Y with th© selected predictor variables 
was presented in section 4*13 of Chapter XV*
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this model produced A2 value of 0*6883 and value 
of 0,6104 respectively* Therefore* the predictor variables 
in the model explained only 68*83& of th© total variance 
from the mean in the response variable V* Here, it was 
found that A2 was significant at and i% levels and all
the regression coefficients were also significant at 5% 
level* The U2 and R2 values per predictor variable were 
0*1221 and 0*1085 respectively*

9 9However, on the basis of E and RJ|, this model was not 
satisfactorily adequate in,the fit of linear relationship 
with the selected predictor variables* hence not to be 
considered and maintained for future use in predicting the

■i * •

coconut yields in advance of harvest.

at
Under this model* the linear functional relationship
< i iof yield response Y with the selected predictor variables 

was presented in section 4*14 of Chapter IV.
2 2 *This model produced A value of 0*7594 and Ra value

of 0*6658*. Therefore, 73 *94/3 of total variance from the
mean in the response variable Y was explained by the pre-

2dictor variables in the model* R value was significant at 
5$ and 1;j levels respectively and all the regression coeffi­
cients via re also significant at level* Th© R2 and R2 
values per predictor variable were 0*1085 and 0*0951 res­
pectively.
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p pHowever» on the basis of a and R^f this model was 
not satisfactorily adequate In the fit of linear relation* 
ship with the selected predictor variables, hence not to be 
considered and maintained for future use in predicting the 
coconut yields in advance of harvest*

In the above discussion, we have introduced a now cri-
2 2terton, vis*, BR and Ba values per predictor variable" to

be used in selecting the fitted forecasting models* If the
5 2H and Rfi values of the two forecasting models, which mea* 
cured the strength of adequacy and goodness of fit of the 
models to their corresponding data sets, were the same, we
should select the forecasting model with higher values of
2 2B and Rfl per predictor variable* It amounted to the fact 
that wo should select tho forecasting model having the
smaller number of predictor variables because such selection
would save and economise time, cost and manpower required 
to collect the required weather data and to compute the 
generated predictor variables to substantial extent*

Therefore, the four crop forecasting models, viz*,
Model 1(1) (3Y,3M), Model 1(3) (3Y,3M), Model 11(2) (SY,3M) 
and Model IX(1) (3Y,6M), should be considerod to be the 
,b0St# models on the basis of (1) computed and Ra and 
(ii) computed and Ba per predictor variable selected in 
fitted forecasting models* .
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Comparative investigation ofefficleney, adequacy and 
performance of the crop forecasting models fitted through 
step-up regression procedure and their final selection for 
the "heat* fitted and most efficient forecasting models to 
be used in future prediction of coconut crop yield was 
carried out in the following sections baaed on comparison 
of their analysis of variance (ANOVA) and other criteria 
measures computed from the criteria functions defined and 
discussed In section 3,8 of Chapter XII, s
3*3*1, exqp . jPoi^caatlng

ANOVA Table for all the crop forecasting models fitted 
through step-up regression procedure was presented in
i , ■Table 14,
i) .̂elejC-t-lon-on the Ibasls of tneaĝ auare error (MSE)

From the mean square error (MSE) column of the Table 14 
for each of forecasting models* it would be seen that th© 
forecasting models having the smallest values of FiSE were 
Model 1(1) (3Y,3M), Model 1(3) <3y*3M)* Model 11(2) (3Y,3M) 
and Model 11(1) (3Y,6M) respectively*

The MSE in the AKQVA Table 14 was the earns as residual 
mean squares (RMS) discussed in Chapter XIX ©a a criterion 
function to be used In selecting the nbeottt fitted regre­
ssion equations* RMS is a measure for judging adequacy

3*3, modals
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of fit of a forecasting model# Therefore, on the basis of 
the &SSS or ftKS criterion* the above four crop forecasting 
models would be selected as the 'best* and most promising 
crop forecasting models for th© purpose of future use in 
predicting the coconut crop yield© especially in the region 
of Pilicodo# Consequently, the linear functional form of 
these forecasting models with their respective predictor 
variables would be considered to be satisfactorily adequate 
to describe and explain on the response variable, coconut 
crop yield,

- * «

In order to select the fbest* crop forecasting models 
on the basis of criterion of computed (observed) F-values, 
some practical guidelines in selection of regression equa­
tions, as explained in Appendix SC (How significant should 
my regression be?) of Draper and Smith (1981) was reproduced 
hero for handy reference# ,

{|For a useful as distinct from a significant regression, 
the observed F-value.for regression should exceed th© usual 
percentage point by a multiple •#•«»•• In summary, it is 
clear that an observed F-valu© must be at least four op fly© 
-times th© usual percentage point for the minimum level of 
proper representation4* ♦

From Table 14, it could be seen that all th© crop 
forecasting models were statistically significant at 5$ level
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of significance on the Oasis of overall F-value. It was 
also clear from tho Table 14 that tho forecasting models 
having tht highest values of computed (observed) F-value 
were Model X(1) (3Y,3M), Model 1(3) (3Y,3M), Model 21(2) 
(3Y,3M) and Model 11(1) (3Y,6M) with their computed F-values 
23.2973, 23.3373, 34.5767 and 237.7490 respectively. Fur­
ther the ratio of theee computed F-values to their corres­
ponding tabular F-values were found to be 6.04, 6.27, 8.7Q and 
61,75 respectively at 1% level of significance and 9.10,
9.35, 13,15 and 92.15 respectively at level of signifi­
cance.

Therefore, on the basis of ’usefulness* rather than 
*.a&aMstlsj»l slonlflcanco* of crop forecasting models, as 
expounded by Draper and Smith (1901) in the above paragraph, 
these four forecasting model3 should be selected as tho most 
useful (best) crop forecasting models for future purpose of 
predicting the coconut crop yields based on weather varle- 
bles In advance of harvest.

It was interesting to note that the crop forecasting 
model® selected as th© •best* fitted models on the basis 
of two criteria of moan square error (MSE) or residual 
mean square (fiMS) and computed (observed) F-values were 
exactly the same.
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5.3.2, aomavlsm. aridflection of fUted. crop..fwgMflftfag mo^lQ on the_ basis of other crlteria^^octlona
Eight difforont criteria functions were also made use

of in; comparing the twelve forecasting models to select
thG'boat' models suited to the situation, over and above
the comparison on the basis of ANOVA,

' * / -

Table 19 showed the criteria measures computed for
each of crop forecasting models fitted through step-up

1 • ,
regression procedure. Tho computed criteria measures shown 
in Table 19 were residual mean squares (BM5), squared multiple 
correlation coefficient (B )» adjusted squared multiple 
correlation coefficient total prediction variance (<?r)»
prediction mean square error (MSEP), average estimated 
variance (AEV), Amemiya prediction criterion (APC) aiid 
Akaihe information criterion (A1G),
1) âlec_t_ion-on. ̂the. basis .of. nm

On the basis of RMS criterion, the crop forecasting 
models having the smallest values of RMS were the oara© as 
the models selected as th© 'best* fitted models based on 
MSE criterion in section 9.3.1 because RMS and MSE were 
equal in value, but only different in terminology. There­
fore, it was not discussed here again.
ii) Selection on the basis of a2 .

On the basis of criterion of squared multiple corre­
lation coefficient (R̂ ), the crop forecasting models in
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T a b l e  1 5 ,  w h o se  R  v a l u e s  w o re  s a t i s f a c t o r i l y  h i g h  a n d  

g r e a t e r  t h a n  9£$> w e re  t h e  f o r e c a s t i n g  M o d e l  1 ( 1 )  ( 3 Y , 3 M ) ,

M o d e l  1 ( 3 )  ( 3 Y , 3 M ) ,  M o d e l  1 1 ( 1 )  ( 3 Y , 3 M ) ,  M o d e l  I I ( 2 ) ( 3 Y , 3 M ) ,  

M o d e l  1 ( 3 )  ( 3 Y . 6 M )  a n d  M o d e l  1 1 ( 1 )  (3 Y ,G M )  w i t h  t h e i r  

c o r r e s p o n d i n g  R s  v a l u e s  o f  0 . 9 4 0 2 ,  0 , 9 4 0 8 ,  0 * 9 1 5 1 ,  0 * 9 1 6 1 ,  

0 * 9 1 4 9  a n d  0 * 9 8 9 3  r e s p e c t i v e l y *

o
T h e r e f o r e ,  o n  t h o  b a s i s  o f  R  c r i t e r i o n ,  t h e  a b o v e  

s i x  c r o p  f o r e c a s t i n g  m o d e ls  s h o u l d  b e  s e l e c t e d  a s  t h e  'b e s t *  

m o d e l©  i n  t h o  s e n s e  t h a t  t h e y  p o s s e s s e d  t h e  , h i g h o s t 's t r e n g t h *  

o r  'a d e q u a c y *  o f  f i t  t o  t h e  g i v e n  b o d y  o f  d a t a *  F ro m  T a b le  1 5 ,
n

i t  w a s  a l s o  f o u n d  t h a t  a l l  t h o  R  v a l u e s  w e re  s t a t i s t i c a l l y  

s i g n i f i c a n t  a t  55S l e v e l  a n d  a l s o  a t  1& l e v e l  o f  s i g n i f i c a n c e ,  

w i t h  t h e  e x c e p t i o n  o f  o n l y  o n e  m o d e l ,  v i s *  M o d e l  I ( 3 ) ( 3 Y , 6 M )  

e v e n t h o u g h  i t  h a d  R 2  v a l u e  o f  0 * 9 1 4 9 *
t , ,

H i )  E l e c t i o n  o n  t h e  b a s i s  o f  R 2

S i n c e  'to e  s t a t i s t i c a l  s i g n i f i c a n c e  o f  R 2  v/ o u ld  n o t  

g i v e  a  t r u e  p i c t u r e  o f  a d e q u a c y  o f  t h e  c r o p  f o r e c a s t i n g  

m o d e l s ,  we s h o u l d  c o n t i n u e  t o e  s e a r c h  f o r  t h e  'b e s t *  a n d  

m o a t  p r o m i s i n g  m o d e ls  o n  t h e  b a s i s  o f  o t h e r  c r i t e r i a  m o a -  

s u r e e  w h ic h  w e re  c o m p a t ib l e  w i t h  o u r  o b j e c t i v e  o f  p r e d i c ­

t i o n  o f  c r o p  y i e l d  a n d  a p p r o p r i a t e  t o  o u r  s y s t e m  o f  d i f f e ­

r e n t  m o d e ls  w i t h  d i f f e r e n t  s e t  o f  d a t a  a s  p r e d i c t o r  v a r i a b l e s *

o
O n t h e  b a s i s  o f  R g  c r i t e r i o n ,  i t  w a s  s e e n  f r o m  T a b le  15  

t h a t  to ©  m o s t  p r o m i s i n g  c r o p  f o r e c a s t i n g  m o d e ls  w h ic h  w o re
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■ ^  
h a v i n g  th ©  h i g h e s t 'v a l u e s  O f  R a  w o re  t h e  sam e  a s  t h e  f o u r

m o d e ls  s e l e c t e d  i n  s e c t i o n  5 * 3 * 1  a s  t h e  f b e e t '  o n e s  o n  t h e

b a s i s  o f  R M S  c r i t e r i o n  a n d  c o m p u te d  F - v a l u ©  c r i t e r i o n *

o
I n  t h e  c r i t e r i o n  o f  R a , a n  a d j u s t m e n t  h a s  b e e n  m ade f o r  

t h e  c o r r e s p o n d i n g  d e g r e e s  o f  f r e e d o m  o f  t h e  tw o  q u a n t i t i e s  

S S E  a n d  S 5 T  ( c o r r e c t e d ) f  t h e  i d e a  b e i n g  t h a t  t h e  R |  ra o a su r©  

c a n  b e  u s e d  t o  c o m p a re  r e g r e s s i o n  e q u a t i o n s  f i t t e d  n o t  o n l y  

t o  a  s p e c i f i c  s o t  o f  d a t a  b u t  a l s o  tw o  o r  m o re  e n t i r e l y  

d i f f e r e n t  s e t  o f  d a t a  ( D r a p e r  a n d  S m i t h ,  1 9 8 1 ) *  T h e r e f o r e ,  

s e l e c t i o n  o f  t h o  • b o o t *  c r o p  f o r e c a s t i n g  m o d e ls  f i t t e d  t o  

t h o  d i f f e r e n t  s e t s  o f  d a t a  o n  t h e  d i f f e r e n t  p r e d i c t o r  v a r i a ­

b l e s  i n c l u d e d  i n  t h e  d i f f e r e n t  f o r m  o f  c r o p  f o r e c a s t i n g
o

m o d e ls  o n  t h e  b a s i c  o f  R Q w o u ld  b o  m o ro  a p p r o p r i a t e  a n d  

c o m p a t ib l e  w i t h  o u r  c o n d i t i o n s  o f  d i f f e r e n t  m o d e l s  a n d  d a t a *

i v )  S e l e c t i o n . o n _ t h e ^ b a s l s  o f  J j

O n  t h e  b a s i s  o f  t o t a l  p r e d i c t i o n  v a r i a n c e ,  t h e  c r o p

f o r e c a s t i n g  m o d e ls  i n  T a b le  1 5  h a v i n g  t h e  s m a l l e s t  v a l u e s
%

o f  t o t a l  p r e d i c t i o n  v a r i a n c e  ( J r ) w e re  t h e  M o d e l  1 ( 1 ) ( 3 Y , 3 M ) ,

M o d e l  1 ( 3 )  ( 3 T f a M ) ,  M o d e l  1 1 ( 2 )  ( 3 V . 2 M )  a n d  M o d e l  l I ( 1 ) ( 3 y , 6 M )

r e s p e c t i v e l y .  T h e s e  f o r e c a s t i n g  rn o d o la  w o re  th ©  sam e  a s  t h e

f o u r  m o d e ls  s e l e c t e d  o n  th ©  b a s i s  o f  R M S  c r i t e r i o n  a n d  R**
a

c r i t e r i o n *  T h e r e f o r e ,  s e l e c t i o n  o n  t h e  b a s i s  o f  t h e  t o t a l  

p r e d i c t i o n  v a r i a n c e  ( J ^ )  c o n f i r m e d  t h e  p r e v i o u s  r e s u l t s  w i t h  

r e s p e c t  t o  t h o  s e l e c t i o n  o f  f o r e c a s t i n g  m o d e l s *
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V )  S e l e c t i o n  o n  th ©  b a s i s  o f  M SE P

O n  t h e  b a s i s  o f  p r e d i c t i o n  m ean s q u a r e  e r r o r  ( M S E P ) ,  

t h e  ' b e s t '  c r o p  f o r e c a s t i n g  m o d e ls  s e l e c t e d  f r o m  t h e  

T a b le  1 3  w e re  f o u n d  t o  be  t h e  m o d e l s  h a v i n g  t h e  s m a l l e s t  

v a l u e s  o f  M 5 B P ,  v i z *  M o d e l  1 ( 1 )  ( 3 Y , S M ) ,  M o d e l  I ( 3 ) ( 3 Y , 3 M ) ,  

M o d e l  X I { 2 )  ( 3 Y , 3 M )  a n d  M o d e l  1 1 ( 1 )  ( 3 Y , 6 M )  r e s p e c t i v e l y ,

w h ic h  w e re  t h e  sam e  a s  t h e  a b o v e  f o u r  m o d e ls  s e l e c t e d  o n  t h e

2
R M S ,  e n d  c r i t e r i o n *  S i n c e  o n e  o f  t h e  p r im a r y  o b j e c ­

t i v e s  o f  d e v e l o p i n g  c r o p  f o r e c a s t i n g  m o d e ls  i n  t h e  p r e s e n t  

I n v e s t i g a t i o n  w a s  t h e  p r e d i c t i o n  o f  c o c o n u t  c r o p  y i e l d  i n  

a d v a n c e  o f  h a r v e s t ,  s e l e c t i o n  f o r  t h e  'b e s t *  c r o p  f o r e c a s t i n g  

o n  t h e  b a s i s  o f  M SE P  c r i t e r i o n  w o u ld  b© m ore  m e a n i n g f u l ,  

a p p r o p r i a t e ,  r e l i a b l e  a n d  c o m p a t ib le  w i t h  o u r  o b j e c t i v e s  o f  

t h i s  s t u d y *  .

v i )  E l e c t i o n  ..on t h e  b a s i s  o f  A S V

O n t h e  b a s i 3  o f  a v e r a g e  e s t im a t e d  v a r i a n c e ,  t h e  c r o p  

f o r e c a s t i n g  m o d e ls  i n  T a b le  1 5  h a v i n g  t h e  s m a l l e s t  v a l u e s  

o f  A E V  w e re  th©  M o d e l  1 ( 1 )  ( 3 Y , 3 M )  M o d e l  1 ( 3 )  ( 3 Y , 3 M ) ,

M o d e l  1 1 ( 2 )  ( 3 Y , 3 M )  a n d  M o d e l  1 1 ( 1 )  ( 3 Y , 6 M )  r e s p e c t i v e l y *  

T h e s e  m o d e ls ,w e r e  t h e  sam e  a s  t h e  f o u r  m o d e ls  s e l e c t e d  on  

t h e  c r i t e r i a  o f  R M S ,  R 2 , a n d  M S E P  r e s p e c t i v o l y .  T h e r e ­

f o r e ,  th ©  a v e r a g e  e s t im a t e d  v a r i a n c e  (A E V )  c o n f i r m e d  th©  

p r e v i o u s  r e s u l t s *

vii) galfifitiap_on_tbe..bosis of apc
O n  t h e  b a s i s  o f  Am em iya  p r e d i c t i o n  c r i t e r i o n  ( A P C ) ,
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ths forecasting models having tho analloat values of 
average prediction variance o w e  the some as tho raodelo 
selected on tho basis of above criteria functions. There­
fore, selection on tho faasia of AfC also confirmed the pre­
vious results with respect to tho selection of tho fore­

casting models0 ,

Vili) e,a),a c t i o n ..00

On the basis of Akaike information criterion (A1C), it
was also seen that the forecasting models having the smallest 
values in the AIC column of Table 15 wore the same fore­
casting models selected on the basis of other criteria fun­
ctions. Therefore, the selection on the basis of AXC also 
confirmed the previous results with respect to tho selection 
of forecasting models*

Her©, it was found that the above four crop forecasting 
models always overlapped in any selection based on any cri­
terion measure discussed above*, therefore* it was finally 
decided that these four crop forecasting models were the 
•best* and most ‘promising* plausible and efficient® fore­
casting models which highly satisfied our objective of pre­
diction of coconut crop yields in advance of harvest* It 
was also highly recommended to maintain and utilise those 
crop forecasting models for the purpose of future use in 
predicting the coconut crop yields in advance of harvest,
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especially for the region of Pilicod© and to try these 
forecasting modelo in other different places in order to 
Investigate predictive power and validity of the models*

Here the effect of change in a particular weather 
variable on the coconut crop yield was studied in term of 
the rate of change in the coconut crop yield for a change 
of one unit in the weather variable when other variables 
were kept constant at their average levels* Therefore* 
mathematically* the effeGt of change in weather variable on 
the crop yield is a partial derivative of yield response Y 
with rospfect to the woether variable under study# The 
partial derivatives of Y with respect to the weather varia­
bles included in tho *best* four models were shown in 
sections 4*15*1-4,13*4*

From the five partial derivatives computed in sec­
tion 4.15,1 of Chapter IV It was noted that effect of X| 
was constant which showed that the effect of change of one 
centimetre in total rainfall on the coconut crop yield wao 
uniform over all the 12* 3-month periods covering effective
crop season of 3 years (36 months}# The effect of wasow
a linear function of w, while all th© othor partial deri­
vatives were parabolic function of w at assumed level of 

. other weather variables#
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From Table 16* it was noted that tho effect of change 
(increase) of on© cm in the total rainfall on the coconut 
yield was constant for all the periods w* For other three 
variables viz** sunshine hours* wind velocity and transformed 
relative humidity* tho effect of one unit change (increase) 
in these weather variables on the coconut yield response was 
negative upto 10th period or season* From 11th period 
onwards the effect of these weather variables showed positive 
response* Out, when this was taken conversely* effect of
unit changes (decrease) in these weather variables showed

>
positive response on tho coconut crop yield*

j
For example* an Increase of one hour in bright sun­

shine hour (Kg) above its average at 11th period or season* 
assuming other weather variables to be constant at their 
average levels as shown in Table 1* increased the yield 
response Y of average nuts per bearing tree per half year 
by 2*2299 3 nuts and similarly 7*37 8 nuts for 12th period* 
However* it would be practically impossible to control and 
keep other variables at their average level simultaneously 
for each, and every period*

5.4.2, Egfest.9t .chanaaMo_ya%r-variable; on ths coconut croc vlald under th* ModeOtsi f S O a )

From tho partial derivatives computed in section 4*15*2* 
it was noted that tho effect of change in weather variable 
at each period were always changing because tho corrolation 
coefficients of Y with th© weather variable were also
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changing from one period (season) to another, Due to 
difference in formation of weight functions given to the 
weather variable© under this model* the partial derivative© 
were also independent of period number w*

From Table 17* it wa© found that the effect of change 
(increase) of one unit in ali the weather variables under 
this model had negative response on the coconut erop yield 
for all the periods {seasons), Xt showed that the decrease 
of one unit in the weather variables had increased the 
coconut crop yields by the amount of nuts shown respectively 
in Table 17*

5*4.3, Effect of changes in weather variables on the crop
i

From the partial derivatives computed in section 4*15*3 
of Chapter IV* it was seen that all the partial derivatives* 
except that of V with respect to X-w (wind velocity), were 
constant for all periods. From Table 18, it was found that 
tho variable© (sunshine hour) and X4w (relative humidity) 
has positive response on the crop yield Y while the variable 
Xgw (maximum temperature) had negative effect on the crop 
yield, Upto the 7th period* the effect of (wind velo­
city) has negative effect on tho crop yield Y and from the 
Oth period onwards* it was found that it had increased 
the crop yield* by one nut at 10th period* by 2 nut© at 11th 
period and 2 nut© at 12th period* respectively.



193

5*4*4* fijffrttt ofgroa viel<i under th<LM3dfll XW J  1 3 M B 1

From th© partial derivatives computod in seGtion 
4*15*4 of Chapter IV* it was seen that partial derivatives 
of V with respect to Xg^ (sunshine hours) was constant for 
all th© periods and hence the effect of this weather variable 
was also uniform over all the periods. However, the par­
tial derivatives of Y with respect to (wind velocity) 
and X^w (narimum temperature) were parabolic functions of w* 
Therefore# th# effects on the crop yield were always chang­
ing for all the periods (seasons).

From th# Table 19# it was interesting to note that the
effect of X ^  had negative.response on the yield while
effect of X ^  had positive response on the coconut crop
yield for oil th© periods (seasons) considered within
effective crop season of 3 years with 6-month period or 
seasons.

5 .5. ^  <*« 'best* and moat IflffifiAaatl
f our foreeasfrlnn modols ,se 1 ec t ed -On^h^biia&L-ffigr̂iou9_crlt<?rl̂ -mMM.Ŝ a
Among the *be3t' four forecasting models selected 

based on different criteria functions# the Model II(2)(3Y#3M) 
and Model XI(1)(3Y#6M) wore the 'boot* and the moat 
'convenient* (handy# suitable and easy to use) model on 
the basis of Ft2 and FI2 per predictor variable involved in 
the models, because only 6 and 7 variables were employed
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€\ p
in theso two models, Tho R and per predictor variable 
were 0*1527 and 0*1483 for Model 11(2) (3Y#3M) and 0*1413 
and 0*1407 for Model 11(1) (3Y#SM) respectively. Tho corres­
ponding values for tho rest two models wore 0*0862 and 
0*0825 for Model 1(1) (3Y,3M) and 0*0941 and 0*0901 for 
Model 1(3) (3Y*3M) respectively*

Therefore* by using the two models* viz* Model 11(2) 
(3Y*3M) and Model XI(1) (3f*6M)» wo have to make collection 
of the weather data and computation for only 6 and 7 varia­
bles while the other ’best1 two models contained 11 and 13 
predictor variables* Consequently* w© can substantially 
save and economize time* manpower# energy and coot# by the 
adoption of the 'boet'.most efficient and •convenient* erop 
forecasting models like Modol 12(2) (3Y#3is) and Model IX(1) 
(3Y*6M),

of, _statl.stlfi.al.crop-wê th.Qg models, .r.Glevant^statlatlcai

the suggestions and guidelines for further development 
of empirical-statistical crop-weather models with special 
reference to perennial crops* relevant statistical analysis 
and criteria for selection of the models were proposed in the 
following sections* '

3.6.1*
In this Investigation# the effective crop season of 

3 years (I*e* as far back as 36 months from the first month
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3 mat before a half-year harvest) has bean equally divided 
into 12 and 6 periods (seasons) respectively* in the future 
investigations, the periods (seasons) should be formed in 
conformity with the different stages of development or . 
growth of crop because the weather parameters affect tho 
crop yields and yield components differently during the 
different stages of development or growth of crop# in this 
regard, we should consult and collaborate with plant phy­
siologists and agronomists*

In this Investigation, a quadratic polynomial of 
degree 2 was taken for all the periods to approximate the 
linear, quadratic and interaction effect of weather variables 
on the crop yields* In order to get a bettor and precise 
estimate of weather effects on the crop, the degree of poly­
nomial should be Increased from ®»2 to ep3 In line with the 
suggestion of Fisher (1924)*

From th© point of view of *econometrics*, the crop 
forecasting models developed in this investigation were 
actually th® 'multivariable finite distributed lag models* 
using the 'Almon polynomial lag* (Almon, 1963) in all the 
periods (seasons) within effective crop season of three 
years«

There are some problems with the Alraon lag specifica­
tion# First, it is difficult to capture any long tailed 
effect of weather variables spread over the whole effective
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crop season by mean of a single second degree polynomial 
as in our crop forecasting models. This problem can be 
solved using a pioceivloe polynomial or by some other methods 
using the Pinion method* in conjunction with other models.
In this regarde it is highly recommended and suggested that 
tho 1 in the future develop*
ment of crop-forecasting models should bo used because tho 
infinite distributed lag approach Is more appropriate to 
our crop—forecasting models for the perennials like coconut 
crop.

Since it is very difficult to know th© ©xact length of 
offactive crop season of perennial crops, th© following
infinite distributed lag models were highly recommended to

»
be tried and used in the crop forecasting models for other 
perennial cropss

i) CJoometric lag
11) Pascal lag

ill) Jorgenson*s rational log
iv) Gamma distributed lag
v) Geometric polynomial lag

vi) Exponential lag, and
vii) Revised Gamma lag.

i

A thorough treatment and illustration of these infinite 
lags were given in Johnston (1972) and Lladdala (1977).

After developing th© appropriate theoretical crop 
forecasting models through tho above ’infinite distributed
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lag methods', selection of the candidate variables and 
fitting of the model should be carried out through the 
following statistical analysis techniques*

5 *6.2,

In developing and fitting the crop forecasting models, 
wo may come across a situation In which it becomes difficult 
to disentangle the separate effect of tho predictor variables 
on tho crop yield (response variable) because of strong 
Inter-relationship among tho predictor variables. It is 
referred to as multicollinearlty problem. Tho question is 
how strong these inter-relationships have to be to cause a 
'problem*. Thus, with the multicollinearlty, the problem 
is one, not of existence or non-existence, but of how serious 
or problematical it is. Usually, the multicollinearlty pro­
blem ereops into the ill-conditioned data, like data on 
weather variables Included In the forecasting models, because 
most of the weather variables wore usually more or less inter­
related to each other. Therefore, In future statistical 
analysis for the crop-forecasting models developed through 
infinite distributed lag methods discussed above, the follow­
ing statistical analysis techniques were highly recommended 
to be used in order to detect and eliminate th© multicolli- 
nearity problem which weakens tho efficiency, performance and 
precision forecasting models:

i) Ridge regression
ii) Principal component regression
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lii) Step-wls© regression using forward and downward 
selection procedures .

lv) Latent root regression
v) Stage-wis© regression
VI) Robust regression
vii) Weather indess regression

The regression procedures from (i) to (vi) were tho­
roughly treated in tents by Banorjee and Price (1977),
Draper end Smith (1981), Hocking (1976) and Vinod and 
UllQh (1931)*

5*6*3* Criteria functions

After fitting the crop forecasting models through the 
variable selection techniques discussed above& all the 
criteria functions given in Chapter Xrl axe highly recommended 
to be used in aolectlng the best, most promising and plau­
sible crop forecasting models* Tho other t o  criteria func­
tions, compatible with our pre'diciivo purposes are given 
as follows# *

. i) Prediction sum of squares (PRESS)
ii) Mallows* statistic

The computational procedures for these criteria func­
tions were thoroughly discussed by Mocking (1976),
Sober (1977) and Draper and Smith (19815«
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The yield data of 91 coconut palms (ordinary ftest 
Coast Tall type), maintained at Coconut Research Station 
(Nileshwar 1), Regional Agricultural Research Station, 
Pllicode, under the Kerala Agricultural University, and 
the meteorological data for th© region of Plllcode, collected 
from the Central Plantation Crops Research Institute (CPCRI)? 
Kasaragod District, Kerala were utilized in tho present 
study with the following objectives:

t) to develop a suitable and reliable statistical 
methodology for the pre-harvest forecast of coconut crop 
yields by evolving different empirical—statistical crop- 
weather models using tho original and generated weather 
variables as predictor variables,

2) to perform a comparative study of relative effi­
ciency, adequacy and performance of each of these crop- 
forecasting models evolved and to select the 'best', most 
promising and plausible crop forecasting models for the 
purpose of future use in predicting the coconut crop yields 
reliably In advance of harvest,

3) to investigate the effect and influence of changes 
In weather variables on the yield of coconut crop, based on 
the crop forecasting models selected as the 'best' fitted 
models.

159-
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4) to render suggestion and guidelines for further 
development of statistical crop-weather models# criteria 
for their selection# and relevant statistical analysis.

Th© coconut trees under study were reserved for tho 
purpose of control in experimentations conducted by the 
Station. They had not been given any special treatment 
ox Irrigation during the course of study (1968—1930). 0ased 
on the monthly yield data# the average yield of nuts per 
bearing tree per half-year# taking first half-year as from 
January to June and second half-year as from July to 
December# were computed excluding those trees which wore 
not bearing female flowers and not giving any nut for th© 
year as a whole# being treated as the abnormal trees for 
that year.

Th© weekly data on tho weather variables# via* total . 
rainfall in cm# bright sunshine hours, wind velocity in 
ka/hx» relative humidity in percentage and maximum tempera­
ture in centigrade were converted into 3-month and 6-month 
seasonal weather data for the span of 16 years (1963-1980). 
Since th© data on relative humidity were expressed in per­
centages# they were transformed into are-sin© root propor­
tions.

At first tho two general crop forecasting models war© 
developeds one is complete second-order response surface type 
model (square model) and the other is square root model.
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Tims variable was also included to correct the long term 
upward and downward trend In the coconut crop yields*

. In the crop forecasting models, average yield of nuts 
per bearing tree per half-year was taken as response 
(predicted) variable* while tho generated first and second- 
order weather variables wore token os predictor variables* 
With the three different weights given to the effect of 
weather variables« six different crop forecasting models were 
developed for the two general forecasting models* Further 
these sir models were considered under the effective crop 
eeaoon of 3 years (i*e* as far back as 36 months from the 
first month Just before a half-year harvest) with 3-month 
and 6-month period (season) formation. Therefore, totally 
twelve crop forecasting models for the yields of coconut 
crop were developed and fitted* The second degree polynomial 
was used to approximate the linear, quadratic and Interac­
tion effects of weather variables. Therefore* 61 predictor 
variables, Including the time variable, were obtained for 
each forecasting model and 61 simple correlation coeffl- 
cients of yield response Y with each of predictor variables . 
were worked out* The 20 preliminary variables having the 
maximum absolute correlation coefficients were selected*

Further, the final crop forecasting models for the 
yields of coconut crop were fitted through step-wise regre­
ssion technique using tho forward selection procedure
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(step-up regression technique) based on the data for those 
20 preliminary selected variables# Comparative study of 
efficiency and performance of the fitted forecasting models 
wore carried out and the ♦beat*# most efficient and promts* 
lag crop forecasting models were selected through the cri­
teria functions#viz# residual moan square (RMS)# computed

" p 1
F-value# squared multiple correlation coefficient (R )#A Aadjusted R (ftj)# total prediction variance (Jr)# prediction 
mean square error (M3EP), average estimated variance (AEV)# 
Acsoiaiya prediction criterion (APC) and Akalke information 
criterion (AIG) respectively.

The four crop forecasting models# selected from all 
the twelve fitted forecasting models and considered to be 
the 'best*# most efficient and promising crop forecasting 
models on the basis of all the criteria functions stated above, 
were found to be as follows:

V c 116*7730 + 261.5990 Z$Q - 2*4406 Zz% - 0#G023 Z'50 
+ 0.1319 Z't 4- 0.0011 Q(1fi)0 - 5.2728 Q(23)<)
- 1.1269 Q (23)1 + 0.1543 Q(23)2 - 3.25*3 U(34)0 
+ 0.0297 q(34)2 - 0*0034 Q{3&)1

with RMS e 4.5109, F © 23.2973# R2 a 0*9492 ..
R| © 0.9075, Jx e 171.4154, ESEP « 9.0084 
AEV © 2.0819, AFC © 6.5929# AIC © 75.9049
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9239*4700 + 65*8204 Ẑ Q ~ 29*7642 Zg2 ♦ 609.0960 Ẑ 2
- 2*2427 Zg0 * 0.0008 Z\2 - 9*5624 Ẑ Q *• 0*0322 Q(1S)0 
*" 0*0403 * 0*2084 “ 1*4025 T

with MIS e 4*8116* F o 23*8378, ft2 o 0*9400
K2 » 0*9013* Jr » 178*0298* E5SEP « 8.9226
AEV » 2.0359, APC »■ 6.8474, AIC « 74.6826

3) Crop..gQgac^otAnci llodol. IXl2iX3Y.Mi
■ ] < , ' »
y =  2757,4610 * 37,5324 Zg, -  2.1867 Z *Q -  639,1850 Z£0

-  177.4370 Q(23)0 + 69,2921 Q(23)0 + 44.7271 Q(34)0

with m s  » 5.3836, F « 34,5767* R2 e 0*9161. a? « 0,0896' ■ r . Q
« 177*6580, MSEP ft’ 7.7648* AEV ft 1*4494,

APC ft 6,8330* AIC e  67*4909

Y .ft w 8765*4000 + 645*0530 Z32 + ,6*03S3 230 
- 1.2749 Z£q - 0*1046 2^ - 10*1382
■" I2*8*48 Q{23)0 ~ 0*0®tS ^{35)2 

with RMS e» 0*7247, F » 237*7490, U2 ** 0.9893 
R| ft 0*9851, « 24*6376* MSSP.ft 1*1067
AEV a 0.2229* APC a 0*9477, AIC ft 34.3298

Th© above four cropjforecasting models could be used 
.confidently and reliably In order to predict tho coconut
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crop yield In advance of harvest? ©specially for tho region 
of PllicodGo

Based. on tho' *bost* four forecasting models 9- offset ; 
of weather, changes on the coconut crop yields vjoro investi­
gated© Suggestions and guidelines for further development
' ‘ t i . • ■ '* *

of crop-weather models» selection criteria functions and 
relevant statistical analysis ivero also presented©
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APPENDIX III
Data on yield response Y (average nuts per bearing tree per half year) and ten generatedpredictor variables selected through step-up regression procedure tinder Model I(3)(3Yf3M)

Y Z50 Z22 Z52 ^ 0 z*12 2’20 q (12)Q Q(12)2 Q(23)2 T

33.69 31.35 7.16 30.70 985.04 14693*08 943.95 . 333.11 345.92 12.40 126.20 31.29 7.86 31.94 9S1.07 20777.29 1021.29 372.61 526.21 6.30 234*31 31.15 6.93 30*19 972.34 21109.68 912.45 448.69 419.47 13.91 322.02 31.10 7.81 31.99 974.38 32163.26 1025.12 448.75 627.86 9.15 422.25 31.16 7.35 30.39 973.27 18075.17 924.95 472.00 373.82 18.00 519.05 31.10 7.79 31.97 969.32 26753.72 1023.75 466*08 746.51 10.37 627.52 30.93 7.22 30.04 959.26 23029.97 903.85 318.17 445.59 19.63 , 725.14 30.84 7*76 31.85 953.31 2*9543.02 1016.61 547.59 691.75 10.01 831.52 30.77 6.79 29.79 949.25 19492.38 889.10 467.04 381.27 18.13 924.23 30.66 7.69 31*58 942.41 28756.68 998.58 462.80 622.41 9.09 1039.36 30.73 7.04 29*70 946.60 19253.60 883*63 466*68 420.89 16.87 1136.96 30.80 7.69 31*43 950.94 24937.65 988.36 448.79 644.17 8.55 1228.26 , 30.82 7.33 29*95 952,06 15129.78, 898.28 397.95 311.99 17.30 1328.36 30.86 7. 31 31.56 954.77 20001*50 997.84 388.32 614.95 7.43 1433*05 30*86 -7.18 30.09 954.66 14680,93 907.10 407.80 364.87 17.84 1532.49 30.79 7*96 31.08 950.25 21028.35 1018.51 411.97 556.72 7.66 1637.78 30.59 6.86 29.63 933.62 18566.30 879.69 396.20 277.40 23.14 1728.33 30.39 7.62 31.28 923.99 28473.11 980.41 401*18 579.81 10.60 1946.79 30.46 6.96 29.54 930.08 17069.98 873.74 418.77 332.33 30.09 1945.26 30.51 7.63 31.14 932.84 27537.68 970.60 425.90 530.63 14.75 2035.75 30.60 6.73 29.64 938.28 19840*79 079.74 404.69 353.94 31.42 21. 35*48 30.68 7.64 31.34 943.52 25507.24 983.03 438.31 529.55 16.50 2230.24 30.73 6.76 29.98 946.26 21684.13 899.95 418.45 344.29 29.76 2330.48 30.92 7.46 31.78 958.35 30605.79 1012.05 400.34 520.37 16*12 2424.22 30.95 6.40 30.00 960.22 20636.04 901*01 388.24 309*60 30.56 2534.61 31 .04 7.03 31.73 966.15 30322,76 1007.95 388.77 552.10 15.62 26

Note: The generated predictor variables were defined in section 3*3*1 of Chapter III.



APPENDIX V
Data on yield response Y (average nuta per bearing tree perhalf year) and six generated predictor variables selectedthrough step*»up regression procedure under *4odol II(2)(3Y,;&1)

Y Z31 7*30 ? *50 Q(23)0 Q(25)0 Q(34)0

33*69 1.12 1.07 5*59 2.93 15.21 ■8.46
26.20 1.31 1.09 5.59 2.97 15.11 8.59
34.81 1*53 1.15 6.37 3.14 15,14 9.09
22.02 1.84 1.22 5.58 3.34 15.16 9.56
22,23 1.84 1.27 S.50 3.49 15.27 9.99
19.03 1.97 1.34 5*37 3.67 15.21 10.49
27.32 1.83 1.37 3.56 3.73 15.10 10.80
25.14 1.84 1.37 5.35 3.73 15.02 10.86
31.52 1.70 1*34 5.54 3.61 14.88 10.53
24.23 1*72 1.31 5.53 3.51 14.03 10.37
39.86 1,56 1,20 3.54 3.47 14.99 10*10
36.96 1.65 1.27 5.54 3.46 15.07 10.02
23,26 1*49 1.23 5.54 ; 3.39 15.10 9.73
28.36 1.63 1.25 5,55 3.44 15,16 9.82
20.05 1,55 1.24 5.53 3.43 15.18 9.77
32.49 2.09 1.32 5.54 3.66 15.16 10.34
37.70 2.42 1.43 5.52 3.79 14.63 11.23
28.33 2.85 1.51 3.51 4.06 14.71 11.84
46.79 2.98 1.62 5.51 4.32 14.76 12.73
45,26 3*12 1.68 6.52 4.50 14.75 13,21
35,75 3.18 1.78 5.53 V 4.71 14.64 14.10
35.40 3,23 1.78 5.33 4.70 14,62 14.13
30.24 3.14 1.70 5.54 4,69 14,65 14.12

30.43 3,28 1.70 5.33 4,65 14.55 14.17
24.22 3.30 1.30 5.56 ^ 4.63 14,36 14.32
34.61 3.33 1,81 5.56 4.62 14.29 14.38 '

Motet The ,generated predictor variables wore defined In 
section 3*3.2 of Chapter 112*



APPENDIX. Vi
Data on yield response V (average nuts per bearing tree per half year) and nine generatedprodictor variables selected through step-up regression procedure under Modal 11(3)(3Yf3M)

Y Z50 Z52

o•in
N 2**22 H z Q(12)2 Q(S3 )2 q<35)2 Q(45)1

33*69 31.35 30.70 5.59 2.61 5,53 16.76 3*46 6.37 41.27
26.20 31.29 31.94 5.59 2.79 5*65 19.41 2.46 5.74 47.53
34.81 31.15 30.19 5.57 2*57 5.49 17.67 3.61 6.69 41.11
26.02 31.18 '31.99 5.58 2.79 5.65 19.56 2.86 6.48 46.91
22.25 31.16 30.39 5.58 2.66 3.31 16.68 4.06 7.46 40.13
19.05 31.10 31.97 5.57 2.70 5.65 19.96 3.11 7.22 46.66
27.52 30.93 30.04 5.56 2.64 5.48 16.88 4.34 Q.11 40.99
25.14 30.04 31.85 5.55 2.78 5.64 20.08 . 3.18 7.28 46.62
31.52 30.77 29.79 5.54 . 2.54 5.45 15.95 4.26 7.85 #0.99
24.23 30.66 31. 58 5.53 2.77 5.61 20.50 2.98 6.84 46.22
39.86 30.73 29.70 5.54 2.59 5.44 16.72 4.08 7.53 40.92
36.96 30.80 31.43 5.54 2.77 5.60 21.56 2.89 6.69 46.25

" 28.26 30.82 29.95 5.54 2.66 5.47 14.65 4.12 7.37 41.02
23,36 30.86 31.56 5.55 2.70 5.61 19.63 2.70 6.39 46.40
33.05 30.86 30.09 5.55 2.63 5.48 15.75 4.16 7.54 40.71
32.49 30.79 31.83 5.54 2.32 5.64 18.17 2.75 6.48 46.67
37.78 30.59 29.63 5.44 2.53 5.40 13.23 4.66 0.20 36.54
28.33 30.39 31.23 5.51 2.74 5.59 18.82 3.06 7.60 46.51
46.79 30.46 . .29.44 5,51 2.54 5.23 14.03 5.27 9.66 40.01
45.26 30.51 31.14 5.52 2.72 5*58 18.93 3.67 S.83 45.37
35.75 30.60 29.64 5.53 2.52 . 5.44 15.54 5.54 10.20 40.33
35.48 30.68 31.34 5.53 2.74 5.59 18*52 3.97 9.54 45.83
30.24 30.73 29.93 5.54 2.52 5.47 14.47 5.45 10.14 41.22
30.48 30.92 31.78 3.55 2.71 5.63 18.40 3.94 9.61 46.05
24.22 30.95 30.00 5.56 2.43 5.47 14.73 5.46 10.38 41.14
34.61 31.04 31.73 5.56 2.64 5.63 20.55 3.90 9.74 46.09

Notes The generated predictor variables vjer© defined in section 3,3.2 of Chapter XIX.



APPEHD1X V2I -
Data on yield response Y (overage nuts per bearing tree per half year) and eight -generatedpredictor variables ©elected through ©top-up regression procedure under Model I(1) (3Y*6ul)

Y % 0 ; ZS2
■ 7 *
, 50 • 7 * 51

z*^52 Q(12)0 Q(23)1 Q(35)1

33.69 108.10 2823.73 5907.74 20409.57 37858*19 5621.07 174.35 740.23
26.20 107.70 2867.84 5333.71 20757.68 90482.00 5533.27 218.97 862*24
34.81 186.92 2806.58 5031.82 ' 20180.77 86691.18 6494.11 237.44 ' 985.02
22.02 187.1! 2839.26 3844.10 20631.40 89976.16 6512.11 307.71 1199.10
22.20 107.00 2802.37 5837.54 20126.33 86444.01 6665.8T 290.32 r; 1192.24
19.00 186.64 2847.53 5814.26 20492.57 89235.20 7423.92 - 324.11 1287.40
27.52 185.63 2776.53 5754.13 19815.19 84883.63 7201.71 291.00 1220.87
20.14 195.08 2825.94 6413.72 -20000.42 87971.58 7583.65 299.46 1226.11
31.52 104.66 2758.06 5694.11 19344.67 83732.30 6310.05 261.50 1100.67
24.23 184.02 2806.28 5653.04 19906.56 ; 86673.05 6744.46 279.73 1117.28
39.86 184.40 2783.98 5675.81 19711.27 85259*50 6899.28 ' 249.40 1013.92
36.96 184.82 2854.94 5703.00 20400.23 89701.76 6673.14 280.83 1089.85
28.26 184.94 2789.44 5710.03 19876.39 35678.84 5945.43 241.68 ' 976.94
28.36 183.19 2830.10 5725.97 20306.51 88477.OS 5019.34 280.08 1071.89
38.00 180*21 2771.61 5727.14 19745.55. 84580.11 5802.25 250.98 1009.77
32.49 104.70 2798.44 5700.00 19911.58 36175.19 5075.05 358.70 1351.82
37.78 183.60 2734.22 3630.22 19250.62 82286.30 5970.04 352.56 1531.22
28.33 182.42 2777.30 5554.74 19532.39 84387.24 6031.95 464.87 1810.61
46.79 182.63 2752.28 5579.00 19302.31 03325.20 6160.57 454.09 .1889.86
45.26 183.09 2323.51 5595.71 .19963.67 87741.84 6066.99 , 507.39 2013.51
35.70 .183.64 2780.70 5628.23 19728.43 05573.05 6027.46 472.94 2047.57
35.48 184.14 2832.14 5659.07 20182*86 88240.75 6470.01 .509*66 2107.22
30.24 ‘ 184.41 2768.04 5673.59 19656.36 84335.16 6431.60 452.01 2024.27
30.40 185.54 2839.21 5747.81 20326.06 80769*04 6210.20 503.82 2(52.53
24.22 183.74 2799.01 5759.77 19974.65 86243.94 6082.07 460.41 2147.14
34.61 186.29 2871.37 3795.55 20669.91 90784.66 6096.53 496.64 2199.01

Motes The generated predictor variables v*sre defined in section 3*3*1 Of Chapter III



. . AFPSFIDXX VIII
Data on yield response V (average huts per bearing tree per half year) and eight oon©rated
predictor variables selected through step—up

ta*
Y

H o 2 m H o 2,51

33.69 31.35 31.05 984.62 971.88
26.20 31.29 31.51 989.61 988.46
34.81 31.15 30.34 971.97 960.90
22.02 31.18 31.42 974.01 983.39
22,25 31.16 30.79 972.92 958.49
19.05 31.10 31.29 969.04 975.83
27.52 30.93 30.51 959.02 943.58
25.14 32.51 31.05 1068.95 990.49
31.52 30.77 30.30 949.01 930.69
24.23 30.67 30.83 942.17 947.93
39.86 . 30.73 30*59 945.96 938.63
36.96 30*80 31.37 950.50 971.44
28.26 30.88 30*65 951.67 946.49
28.36 30.86 31.15 954.32 966.97
38.03 30*86 30.45 954.52 ■ 940.26
32.49 30.79 30.75 950.00 940.17
37.73 30.60 30.04 938.37 916.69
28.33 30.40 30.52 925.79 930.11
46.79 30.47 30.24 929.83 919.15
45.26 30.51 31 .02 932.61 950.65
35.75 30.60 30.64 93Q.04 939.44
33.48 30.69 31.12 943.31 961.03
30.24 30.75 30.41 945.93 936.01
39.48 30.92 31.20 957.96 967.90
24.22 30.95 30.75 959.96 981.17
34.61 31.04 31.55 965.92 984.28

Notes Tho generated predictor variables were d<

procedure

H z i I ! 
* 

| «a
*

I t
o

I o Q (23)1 ^(45)0

965.47 936.84 8*30 1944.23
994.30 922.21 10*42 1935.91
952.65 1032.35 11*30 1922.54
988.74 1085*35 14*65 1916.44
949.93 1110.97 13.82 1911.65
930.60 1237.32 15.43 1910.29
932.80 1200.20 13.85 1911.15
966.72 1264.77 14.26 2026.70
920.13 1135.00 12.45 1917.94
952.45 1124*07 13.32 1920*65
936.91 1149.88 11.87 1911.53
985.73 1112.19 13.37 1910.82
941.52 990.90 11.50 1910.83
972.27 969.89 13.33 1911.29
929.45 967*04 11.95 1909.31
946.93 979*17 17.08 1897.40
904.24 995.00 16.78 1892.59
932.02 1005.32 22.13 1080.62
915.66 1026.76 21.62 1803.18
964.19 1011.16 24.16 1S90.16
940.36 1004.57 22*52 1904.82
969.67 1078.33 24.26 1919.29
926.75 1071.93 21.52 1930.19
975.49 1035.03 23.99 1944.72
947.73 1013.81 21.92 1950.83
997*63 1016.09 23.64 1955.08

in section 3.3.1 of Chapter ill



Data on yield response Y (average nuts per bearing tree per half year) and seven 
generated predictor variables selected through step-up regression procedure under

Model Ii(3)(3Yt6M)

APPENDIX XII

Y Z50 H 2 H o 7*51 7*52 Q(23)1 Q(35)1 •

33.69 31.35 30.47 5.39 5.41 5.51 3.56 6.42
26.20 31.29 32.16 5.59 5.76 5.67 2.35 5.74
34.01 31.15 30.21 5.58 5.30 5.49 3.76 6.78
22.02 31.10 32.21 5.58 3.78 5.67 2.76 6.50
22.25 31.16 30.21 5.50 5.38 5.49 4.16 7.51
19.05 31.10 32.12 5.57 5.77 5.66 2.95 7.03
27.52 30.93 29.92 5.56 5.34 5.46 4*45 8.08
25.14 30.84 32.03 5.55 5.76 5.66 3.04 7.21
31.52 30.77 29.75 5.54 5.32 5.45 4.41 7.97
24.23 30.67 31.75 5.53 5.74 5.63 2.84 6.86
39.86 30.73 29.53 5.54 5.33 5.43 . 4.23 7.57
36.96 30.80 31.63 5.54 5.74 5.62 2.78 6.63
23.26 30.32 29.82 5.55 5.35 5.46 4.22 7.47
20.36 30.86 31.89 5.55 5.76 5.64 2.61 6.31
38.05 30.86 29.97 5.55 5.35 5.47 4.35 7.64
32.49 30.79 32.02 5.54 . 5.75 5.65 . 2.58 6.47
37.78 30.60 29.56 5.53 5.30 5.43 4.93 8.65
20.33 30.40 31.48 3.51 5.71 5.61 2.91 7.56
46.79 30.47 29.44 5.51 5.32 5.42 3.48 9.63
45.26 30.51 31.26 5.32 5.70 5.59 3.41 0.69
35.75 30.60 29.55 5.53 5.34 5.43 5.73 10.24
35.40 30.69 31.56 5.33 5.72 5.61 3.82 9.53
30.24 30.73 29.94 5.54 5.37 5.47 5.67 10.22
30.48 30.92 31.92 5.55 5.76 5*64 3.81 9.62
24.22 30.95 29.86 5.56 5.35 5.46 5.64 10.38
34.61 31.04 31.98 5.57 5.78 5.65 3.77 9.75

Notes Tho generated predictor variables wore defined in section 3.3*2 of 
Chaptor III. . .
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ABSTRACT

An analysis of the yield data of 91 coconut palms, , 
maintained at Coconut Research Station (Nileohivar I), 
Regional Agricultural Research Station, Pllicode, under 
Kerala Agricultural University and the weather data for 
the region of Pllicode, collected from Central Plantation 
Crops Research Institute (CPCRI), Kasaragod District,.Kerala 
was carried out with the following views and objectivess

1) To develop a suitable and reliable statistical 
methodology for the pre-harvest forecast of coconut crop 
yields by evolving different empirical-statistical crop- 
weather models using the original and generated weather 
variables as predictor variables..

2) To perform a comparative study of relative effi­
ciency, adequacy and performance of each of these crop- 
forecasting models evolved and to select the 'best1, most 
promising and plausible crop forecasting models for the pur­
pose of future use in predicting the coconut crop yields 
reliably in advance of harvest,

3) To investigate the effect and influence of changes 
in weather variables on the yield of coconut crop, based on 
the crop forecasting models selected as the 'best* fitted 
models.



ii

4) To render suggestion and guidelines for further 
development of statistical crop-weather models, criteria 
for their selection, and relevant statistical analysis,

Xn this study, the twelve crop forecasting models for 
the yields of coconut were developed and fitted under the 
effective crop season of 3 years (i.e., as far back as 
36 months from the first month just before a half-year 
harvest) with 3-month and 6-month period (season), using 
the generated weather predictor variables. The response 
variable was taken as average yield of nuts per bearing 
tree per half year, and the original weather variables were 
total rainfall, duration of bright sunshine hours, wind 
velocity, relative humidity and maximum temperature. Since 
the relative humidity is expressed in percentages, the data

were transformed into arc—sine root proportion.
The final crop forecasting models were fitted through 

step-wise regression technique using the forward selection 
procedure (step-up regression). The comparative study of 
adequacy, predictive efficiency.and performance of these 
fitted crop forecasting models were carried out. The fbest* 
and most promising crop forecasting models were finally 
selected on the basis of the various criteria functions, 
viz,, residual mean square, squared multiple correlation 
coefficient, total prediction variance, adjusted squared 
multiple correlation coefficient, prediction mean square 
error, average estimated variance, Amemiya prediction cri­
terion and Akaike information criterion.



ill

Tho effect of weather changes on the coconut crop 
yields was studied based on the ’best* forecasting models 
selected. Important suggestions and guidelines for further 
development of empirical-statistical crop-weather models, 
their relevant statistical analysis and selection criteria 
were presented.


