PATTERN OF OCCURRENCE OF RAINFALL AND
ESTIMATION OF RAINFALL PROBABILITIES IN NORTHERN
DISTRICTS OF KERALA

By
SANTHOSH. K.

THESIS
submitted in partial fulfitment of the requirement |
for the degree
MASTER OF SCIENCE IN AGRICULTURAL STATISTICS
. Faculty of Agriculture
Kerala Agricultural University

Department of Statistics
COLLEGE OF VETERINARY AND ANIMAL SCIENCES
Mannuthy, Trichur

1987



n@;aébwéa/ o
%y Peotboved Foseonts



DECLARATION

I hereby declare that this thesis entitled
"Pattern of occurrence of rainfall and estimatioﬁ
of rainfall probabilities in northern districts of
Kérala“ is a bonafide record of research work done
by me durinz the course of research and that the
thesis has not previously formed the basis for the
award to me of any depree,; diploma, assoclateship,
fellowship or other similar title, of any other

University or Soclety.,

L Sea il
SANTHOSH, K.

Mannuthy,
5 w91 087,



CERTIFICAIE

Certified that this theslis entitled
"Pattern of occurrence of rainfall and estimation
of rainfall probabllities in northern districts of
Kerala" 1s a record of research work done independently
by Sri, Santhosh; K. under my guidance and super-
vision and that it has not previously formed the
basis for the award of any degree, fellowship or

agsocliasteship to him.

e

(P.V, PRABHAKARAN)
Chairman
Advisory Committee
Professor of Statistics,
College of Agriculture,
Yellayani,

Vellayani,
¢ == ] ==1987,



Approved by:

Chairman:

Sri. P.Y, PRABHAKARAN .

Hembers: ' -~ \

Sri. V.K. GOPINATHAN UNNITHAN

=\ -
Spi. N. RAVEENDRANATHAN N?“" =

Dr. P.V. BALACHANDRAN

External Examiner: W



ACKNCWLEDGEMENT

I express my profound sense of gratitude and
indebtedness to Sri. P.V. Prabhakaran, Professor of
Statiaties, 0011ege‘of:Agr1cu1ture, Vellayanl, for
his expert guldance, critical suggestions and unfailing
inspiration throughout the course of the investigation
and the preparation of the thesls,

My sinceré thanks are due to Sri. V.K. Goplnathan
Unnithan, Associate Professopr of Statistics, College of
Horticulture, Vellanikkara, Sri. N. Raveendranathan,
Assoclate FProfessor of Statistics, College 2f Co=Opera=-
tion and Banking, Nannuthy and Dr. V.K. Sasidhar,
Profesasr of Agronomy, College of Agriculture, Véllayani.
for their valuable suggestions and coritical scrutiny
9f the meanuscript,

1 am grateful to Dr, E.J. James, Head, Surface
Water Division and Sri. K.E. Sreedharan, Sclentist B,
of the Centre for Vater Resources Development and
Management, Calicut, for making avellable the date
for the study and the ever-willing help and ca—aperé— |
tion rendered by them, '

I eitend my sincere gratitude to Dr. K.C.George,
Professor and Head, Department of Statisties, College
of Veterinary and Animal Sclences, Mannuthy,
Sri. AJV.R. Kesava Rao, Assistant Professor, Department
of Agrometeorology, College of Horticulture, Vellanikkara



and Sri. C.N. Chandrasekharan Nalr, Librarian,

Vikram Sarabhai Space Centre, Trivendrum for their
invaluable agslstance and timely advice. Indeed T owe
a great deal to them, more than what could be expressed
here,

The asaistance of Sri. Mathew Sebastlan, Junior
Assistant Professor, Department of Statisties, College
of Veterinary and Animal Sciences, Mannuthy and
Sri. C.E. Ajithkumar, Junior Programmer, Departmant of
Agricultural Statistics, College of Agriculture,
Vellayani, la sincerely acknowledged

I owe immense gratitude $0 all others who
helped me in the successful completion of this thesis,

I also thank the Kerals Agricultural Univorsity
for the award of Junior Fellowship during the period
of my post zraduate programme,

SANTHOSH, K.



CONTENTS

Page
INTRODUCTION 1«10
REVIEY OF LITERATURE 1M - 1'?
MATERTALS AND METHODS 13 - 52
RESULTS 53 = 95
DISCUSSION 96 =108
SUMMARY coss 109 =113
REFERENCES L-v

'ABSTRACT



.Tabla Na,

1.1

1.2

1.4

1.6

i

-LIST OF TABLES

Title

Characteristics and estimates of

parameters of Markov chdin model -

Kasaragod.

Characteristics and estiﬁéﬁes of

parameters- of Markov chaln model -

Irikkur.,

Characteristics and estimates of
parameters of Markov chdin model
annanosre.

Characteristics and estimates of
parameters of Markov chain model
Kozhikode,

" Characterigtlcs and estimates of

parazeters of Markov chain model
Guilandy.

Characteristics and eatimates of
parameters 2f Marksv chain model
Mananthody,

Characieristics and estimates of
parameters of Markov chain model
for the 3 seasons.

Chi-aquare test for the prouping
of centres,

Mean and coefficient of variation
of rainfall,

Pay

95

37

60

65

67

70

72

Th



Zable No,

51

P

Title

Rainfall probabilities and
confidence limits -~ Kasaragod.

Rainfall probabilities and
confidence limits - Irikkur.

Rainfall probabilities and
confidence linpits - Cannanore,

Rainfall probabllities and
confidence limits - Kozhikode,

Rainfall probabllities end
confidence limits - Qullandy.

Reinfall probabilities and
confidence limits - Mananthody.

W
l%
i [

a2 - 83

85 = B6 -

%% - 95



INTRODUCTION



INTROUCTION

The repetitive behaviour 2f seasonal weather
has been a fascination for meteorologists and stati-
sticians of all time. The meteorosloglsts are
interested in the physical explanation for such
phenomena whereas the statisticians' interest
centres aroqnd exploring the possibllities of
model building for explaining the observed phenomena,
Such models may provide informations on the physical
understanding of the complex phenomena by way of
~ utilising the deductive power of mathematics to
reach conclusions that could not have been reached

otherwise,

Agrarian economy of any underdeveloped or
developing region would predominantly be a weather
controlled one. The distinctive characteristics
of the tropical environment have major influence
on the distribution of natural endowments: soils,
rainfall and climate. In tropical countries, water
is the limiting factor for crop growth and develon-
ment; the main source of water being precipiltation.

In low rainfall areas especially in tropilcs, the



importance of rainfell over rides that of all other
climatic factors which influence crop growth and
yield. Because of the high evaporative demend during
most of the growlng season, variation in timing and
amount of precipitation are generally the key factors
influencing the agricultural production potential of

a given region,

Rainfall which is one of the most important
of the weather parameters is highly varieble in
nature. In a particular region, the commencement
of rain may be much earlier or considerably delayed
than the normal dates. The railn may terminate
considerably aarlier-of persist longer than usual.
Rainfall may be unevenly distributed in space and
time being excessive in one part of the region and
deficit in another pért. In order to avoid the
risk of <cultlvation due to the unpredictable nature
of rainfall, suitable techniques have to be developed
which characterises the rainfall pattern in a given
region. The model bullding technigue will be of
immense importance in such situations, The analysis
of rainfall data over large number of years would

reveal the sultable statistical model to be adopted



for representing the rainfall pattern. Once such
a model is found out, the rainfall pattern could
be predicted in advance by utilising the properties

2f such models.

The food production in India is limited
primarily by the erratic nature of weather. Indian
farmer knows through long and often bitter experience
that there are no certainties in agriculture because
nature itself 1s so unpredictable and that their |
systems of faraing is a hazardous way of life, Vater
is precious, and extended dry perisds often mean
emrty stomachs for farmers and their families, for
they have no means to irrigate their crops. They.
anxiously 1look forward to timely commencement and

proper distribution 9of rainfall during the season,

In Indla, about 27 of the cultivated lend
en}oys irrigation facilities. 1In the remaining
area, farming 1is done under unirrigated conditions
and as such it depends mostly on the occurrence of
rainfall., The inadequacy of rainfall and its uneven
distribution significantly affect the totél agrie

cultural production of the country. It 1s often



said that the Indian agriculture is a gamble in
monsoons,. HMany studies have been made from time to
time to know the pattern of occurrence af abnormal
seasonal conditions during which either to9 much
rainfall occurs or n% rainfall, vhen it is most
needed, occurs at all, Both these situations
affect our agriculture programmes adversely. The
Quantity of rainfall received over a period nf tine
at a particular place provides a general picture

regarding its sufficiency to meet crop needs.

-

Bagause of the vagaries of monsoons, scientific
approach to study rain water availability for use in
dry land sgriculture is all the more a necessity. -
Infarmati&ns on water availabllity perlods, proba-
bility of assured rainfall and the expected amount
of precipitation during varying periods of crop.
grawth etc. are of great importance in rainfed farm-
ing. In Kerala, year round cultivation mainly
depends on south-west and north-east monsoons. But
the distribution of rainfall in long and short

spells over the past several years has been marginal

and erratic. Consequently, there is a growing need



for utilising the available monsoon rainfall in the
most effective manner. The northern districts of
Kerala constitute one of the praoblem regions of
Kerala with regard té the pattern of oscocurrence of
rainfall, Rice is the most important crop in this
region. Untimely and irregular premonsdon showers
and delay of the onset of monsoon forces the culti-
vators of these areas to delay sowing and some times
the seeds fail to geraminate at all. Flood damages

during the later stages of the Viripou (Autumn)

crop and earlier stages of Mundakan (Vinter) crop
also occur. Further in these districts, the north-
east monsoon is not at all strong and exerts no
significant impact on water availability. About 20%
of the annual rainfall is received during the period

froa May to August.

Hence.a detailed study of rainfall data for
a sufficiently long period will help in understanding
the ralnfall patteras of the region and suégesting
methods of efficient crop planning. The results of
the study wmay reveal useful informations on optimum

sowing time, suitzable crOppihg season, periods of



moisture deficiency and surplus and the crops to be
grown., Such informations are very helpful in lessen-
ing the risk of farming due to the adverse veather

conditions and inturn enhanced productivity.

In one of hls earliest attempts, Fisher (1924)
opined to consider the effect of distribution of
rainfall rather than its quantum. 2n crop output.
Since the distribution of rainfallﬂdepends on the
sequence of wet and dry spells over a-period of
time, the investigation of the pattern of occurrence
of such spells during the crop growing perlod will
be very important. If the number of wet days in a
given period is more, the rainfall distribution
will be good, .even 1f the total seasonal réinfall
is less. Thus the expected nuamber of wet deys can
decide the crop potential of an area., Probability
of .sequences of wet days can tell us the adeguacy
of water and probabllity of sequences af dry days
can tell us the recurrence of the risk of crop
failure. A two state Markov chaln model can give
the basic probable representation of the éistribution
of spells and goes further in making 1t possible to



derive several other properties of rainfall occurrence
patterns. The sequence of wet and dry spells can be
an 2ald to better agricultural planning end for finding

climatic crop potential,

It 1s observed in general that the average
rainfall at a centre doas not give'the true picture
of the situation. WNot enough work has been done
with respect to rainfall probabilities, consumptive
use of molsture and water requirement of a crap
during different crop phases under diffefent agr 0=
climatic zones, This kind of information if collected
and studled over large areas of rain grownﬂcrOps,
would go a long way in successfully growing that
crop in those regions. This would also help us to
locate the areas where a particular crop cannot be
grown successfully and would enable us to eliminate
that particular crop from that rezion and other crop
vith less moiéture requirements could be grown

sudcessfhlly.

The study.of rainfgli probabllities is an
approach to sound planning against the hardship .

caused by lerge variation in rainfall. In particular,‘



a study of this nature would be useful in deciding
upon whether a particular agricultural area peeds
major, medium. or minor irrigation as well as the
type of irrigation (well, canal etc,). Moreover;
once these lrrigation projects are coampleted, these
véiy statistics would be useful in regulating the
water supply in each month or any other fime unit.
The probabillity of a fixed amount of rainfall to be
expected can be compﬁted by fitting appropriate
probability distribution of rainfall,

Rainfall probablilities togefher with the
expected minimum and maximum amounts of rainfall
would be much more important and useful from Indian
agricultural point of view. These winimum and |
maximum amounts of rainfall to be expected are
otherwise referred to as confidence limits of

assured rainfall,

One of the most important uses of the study
of confidence ;1hits would be to manipulate sowing
dates at a given place. The sowing d@tes will have
to be decided in a manner so that the watér logging

conditions are avoided., Moreover, one should ensure



that this period falls preferably during the months
of higher rainfall or in the alternative, when the
soil moisture reservés afe quite adequate to meet

the increasing demands of the crop. In a nutshell,
the study of confidence 1limits helps to determine

the possibility or not of any cultural practice/s
during a fixed periosd in general and saowing operation

in particular.

From the aforesaid it is clear that it would
be appropriate in demonstrating the use 2f methodo-
logies for quantifying rainfall in agronomically
relevant terms. It is with the view in mind, the
present study was undertaken for a proper under-
standing »f the pattern of rainfall in the northern
districts of Kerala so that necegsary orientation
eould be given to the breeding and agronomic works
on ‘erops of that region. The present study was

taken up with the following objectives.

1. To determine the pattern 2f sccurrence of moist
days during the whole year in terams of the expected
length of wet and dry spells, and equillibrium

probabilities of occurrence of wet and dry days
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in various fortanights.

2. 'To predict the expected amount of fortnightly
rainfall at different reporting stations with a

given degree of confidence.

2. To make 2 comparison of the different districts

on the sccurrence of rainfall.
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REVIEYd OF LITERATURE

Many works have been done earlier in India
and abroad with a view to characterize the rainfall
occurrences. 7The repetitive behaviour of seasonal
rainfall hes been studied by many using a variety
of mathematical and probabllity models. HModels
based on stochastic process were also being applied
in such studles, Some of the important works based
on stochastic and probability models are outlined

hereunder.

1. Stochastic model

141 Markov chaln model

One of the ploneer works in this fleld is
that of DBesson (1924). He reached the conclusion
through a statistical analysis that at Montsouris,
France, past weather exerts an influence on future

weather.

Gabriel and Newmann (1962) fitted a two state
Markov chain model to dally rainfall occurrence at -

Tel Aviv. The various properties of Markov chain
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model applicable to rainfall were also discussed.

A two state Markov chain model has been fitted
by Hopkins and Robillard (1964) to the daily rain-
fall observations 4t Edmonton, Swift Curreht and
Vinnipeg. This modgl pfovided very serviceable
approximation to the April-September frequency

statistics.,

Bhargava et al. {1972) found that a first
order Markov chain model fitted well to the daily
rainfall data recorded at 21 raingeuge stations

located et different parts in Raipur.

The occurrence and persistence of deficient
rainfall periods during the .main rainy season were
analysed by Krishnan and Kushwahe (1973) for Jodhpur
and Jaipur by random-model and'simple Markov chain
model. Simple Markov chain model fitted the observed

frequencies better than the random model.

Medhi (1976) used a first order Markov chain
model for explaining the occurrence of dry and wet

days in Cauvhati,
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A Markov chain model was fitted fog-daily
rainfall data by Robertson (1976) to establish
drought frequencies during 10 day periods,

The use of Markov. chain model for- crop
planning in the Jalagaon area (ﬁaharﬁshtra) was of
interest to Narain et al. {1979). The application
of the Markov chain model to dail§ rainfall for
efficient crop planning in the area dgflng fhe crop

-seasom’ of major crops was also discussed,

Victor and Sastry (1979) fitted a first order
Markov chain model to daily rainfall data of the

monsoon months in the Delhbi region.

Mahajan and Rao (1981) studled the behaviour
of the occurrence of wet and dry spells during the
crop season 9f rice at Hyderabad using a first order

Markov chain model.

2. Probability models

Whitcomb (194D) found thét gamma distribution
gave an adequate representation of monthly precipi<

tation amounts.
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The incomplete gamma curves have been fitted
by Barger and Thoa {(1949) to frequency distribution
of n-vweek rainfall totals, The probabilities of
getting a fixed amount or less rainfall have been

Wor’ked sut,

Jeeves et al., (1952) employed the incoméiete
gamma distribution for fitting reinfall data.

1% was found by Chow (1934) that lognormal
probablility law could be applied to model monthiy
and daily rainfall amounis.

¥riedman and Janes (1957) have applied the
gamma distribution for obialning the probability
of recelving a given amount of precipitation at

different stations in U.S.A.

Gamma distribution has been fitted by
Barger et al. (1959, a) for obtaining probahbilities
of weekly precipitation at different stations in
U.3.A. They have also fitted gamma distribution
fori 2 and 3 week precipitation totals (1953, b).

Warkovie (1965) discussed the application of
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gamna distribution function to model annual preclpi-
tation.

Neyman end Scott (1967) used gemme distribution
to £it the amounts of déily precipltation,

Avtar Singh and Pavate (1968) observed that
monthly precipitetion amounts at Amravati and
Coimbators followed the normal probability law,
when the data are transformed to the squareargot
scale. The monthly and annual rainfall probabilities
together with the confidence 1limits were also worked

suts

Gamna distribution was adjudged by Hooley
and Crutcher (1968) to be the best for representing
rainfall data of longer durations such as weeks and
months when compared to other continuocus distribue

tions,

Thom (1968) recommended the fitting of
incomplete gamma functlons to skew distributions

such as those of rainfall having zero lower bound.

Strommen and Horsfield (1969) uged gamma



distribution £or representing rainfall emounts.

Gamma distribution function has been fitted
by Mooley and Appa Ras (1970} to pentad rainfall of
two statlions in Rajastan during the south-west and

north=east monsoon sSeasons.

Krishnan and Xushwaha (1972) fitted incomplete
gamma distribution to pentad rainfall totals of two

stations in Rajastan.

Mooley (1973) found that gamma distribution
vias the most suitable probability model to characterize
monthly rainfall pattern.

It was observed by Thomas (1977) that the
distributions of the annual amount of rainfall and
annual number of rainy days at Pattambi obeyed the

normal probability law,

New methods for estimating the Qeekly raine
fall of a place has been developed by Surendran et al.
{(1977). VYeekly smounts of precipitation at Trichur
were predicted together with the confidence limits

at various probabllity levels.
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Biswas and Khambete (1979) computed the lowest
amount of rainfall at different probability levels
by fitting gamma distribution probability model to

week by week rainfall totals.
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MATERIALS AND METHODS

The_da?a for the present study pertalning to
daily rainfall were collected from_the meteorological
records maintalned at the Centre fpr Watér Resources
Development and Management (CWRDM), Calicut for the
period of 30 years from 1942 5nwards. Although
informations were available from a large number of
meteorological reporting stations of the northern
region, six centres alone were selected specifically
for the study. Two rain gauge stations were selected
at random from Cannanore and Calicut districts and
one each from the other two districts viz. Kasaragod
and WYynad. The raingauge stations that come within
the purview of the study were Kasaragod, Irikkur,

Cannanore, Kozhikode, Quilandy and Mananthody.

Methods

3.1 Markov chain modeling of rainfall

5.141 HMarkov Process

The systems which develop in time or space and
which conforms with probabilistic laws are discussed

in the theory of Stochastie processes. The theory
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can be applied to explain a variety of phenomena in
the field of scilence and technology.

A stochastic process can be consldered to be
a set of random Qariables X(t) depending on a real
parameter 't' which varies in a certain set I of
natural numbers. It is denoted by {X(t), t€I}.
A real number x is sald to5 be a possible value or a
state of a stochastic process {X(t), t €I} if there
exists a time 't' in I such that the probability
3 (x-h <%(t)< x+h) is positive for every h>o.
The set of possible values of a stochastic process 1is

called its state space,

!

Imagine a finite stochastic procegs with n
states with state space O,1,é « + o 0t and assume
that at time t, the process is at state O, Then
at time (t+1), let the probabilitles of the process
being in states 0,1,2 . + . n be denaoted by Pyg»
Ppgi * + + Py, respectively with Pog*Po1*t + ¢ +*Ppue 1.
Similarly if the process is in state 1 at time t,
let the probabilities of the process being in states
04142 ¢ » o« n at time (t+1) be O, P1g» P42 » ¢ o Py
with Pyg + Peg * e o o+ Dg = 1. This is true for



every state of the stochastic process. If pij denote
the probability of moving from state i to state J in
one step, we can note that jfpi. a 1, The probabl-
lities pij are called transition probabilities and
Pa (pij) is the transition probability matrix.

A stochastic process is said to be Markovian
1f given the value of X(t) for a given t, the proba=
bility distribution of X(s) for s>t does not depend
upon the value of X(u), u<t, Loosely speaking, the
future behaviour of the process depends only on the
présent state but not on the past. Thus thé funda-
mental principle underlying Markov process is the '
independence of the future from the past if the
préesent is known. In other words, a finite Markov chain
is a stochastic process with a finite number of steps

in which the probabllity of the process being in a
)th

on the state occupled at the ﬂth

particular state at the (n+1 step depends only

step and this .

dependence is assumed to be same in all steps.

A stochastic process {X(t)] is said to be a
Markov process if for any set of n time points.

t3t-1>t=2 . . . >t-n+1 in the index set of the
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process, the conditionsl’ distribution of X(t) for
glven values of X(t=-1), X(t=2) . . « X(t-n+1) depends
only on X(f;1), the most recent known value, More
precisely, for any set of real numbers X1 Ka . s o X .

n
P [x(t) %, /X(t=n+1) = x4 o o o X(t=1) = xn_q]

= P [x(t) x, /X(t-1) = xn_1l (1)

3.1.2 Markov chain

A class of Markov processes in diécrete tine
whose state space is discrete is called a Markov chain,
It 4s also evident that equation (1) holds good in the
cage of Markov chainsg and ﬁhq conditional probabillty
is independent of the states occupled at times prior
to. (t-1).

In general, higher order Markov chains can be
defined to represent stochastic processes such that
"the value ' of the process at time t is independent on

its value in several immediately preceding time

periods. Thus an n'® order Markov chain is one in
.which |
PL(X(E) = xy/X(6-1) = xy, X(£-2) = % o+ » K(O) = x_]

= P [x(¢) =%y fX(E-1) = g, X(5e2) = % ;x(§-n)=xp](a)



o
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If a process is divided into n states, then n2

transition probabilities must be defined. However
at each step, the process must elther remain in

state i or proceed to one of the other (n-1) states,
Thus§§; Py = (3)

¥ith this restriction, an n state Markov chain
requires that n(n=1) transition probabilities or

parameters be estimated., The remaining n pijfs

can be determined from equation (3). The n® transi-

tién probabilities can be represented by the n x n

matrix P given by

-

P1qg Pl v » o Pin
Poq Pop o ¢ ¢ Py

P:ﬁ(pij)-'-o'.lcoooo

Pnt Pppv e e pnnJ

L

Once P is khown, all that 1s required to
determine the probabilistic behaviour of the
Markov chain is the initial state of the chain.
In the £ollowing, the notation pgn) means the
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probability that the chain is in state } at step or
time n. The 1 x m vector p(n) has elements pgn)

Thus p{®) = (p,gn) L, pén))

. It can be easily verified that

2™ 91(!1-1) Prg ¥ p, ) Pag * v e o7 p, ") Pry
+ s . o.+ pm(n“.‘I) pm,j
@, (n-1)
"= e P )

(n=1)

or it is the product of the row vector p ang

the Jth column of the transition matrix P. ie. the

components of p(n) are obtalned by multiplying p(n’1)

by the appropriste column of P

Thus gﬁn) a plo=1) P (5)
and in particular .
2(1) g B(’0)' P

p(2 P-(1)
o(0)

NCYREN )

(6)

21% Ena}lm

Furthermore, it can be shown that

plasn) 4 pl@) o (7)



As the Markov chain advances in time, pj(n)

becomes less and less dependent on EFO)' Thet is
to say the probability of being in state J after a
large number of steps becomes independent of the
initial state of the chain., A point is reached
where Eﬁn) = E(n+m) for a sufficiently large n.
From equation -(6) we then get for a sufficilently
large n that En = gn+m

wvhen this occurs, the chain is sald to have reached

a steady state, Under steady state conditions
p(™) . plovm)

and cén thus be denoted simply as p.

One can therefore calculate the steady state
probabllities simply by computing En for a large
endugh n. In practice, one would compute gn and'gzn.
1f the two differed by an acceptably small amount,

p would be taken as one of the rows of’g?n.

The transition probability matrix P can be
estimated from observed data by fabulating the number
2f times the observed data went from state 1 to
state J,ie. nij’

Then an estimate of pid would be

Py = 0./ n ‘ |
13 13% 13 (9)



Fels3 Two state Markov chain

The theory of two state Markov chain described
by Cox and Miller (1965) is presented below,

Consider a Markov chain with two states, Let
the two states be "success" and "failure™ denoted
by 1 and O respectively. This is the case of a
dependent Bernoulli triallin which the probabllity
of success or fallure at each trial depends on the

outcome of the previous trial,

Suppose that if the n'P trial results in

faflure, then the probability of success at the
(n#1)*® trial 1s ocand the probability of failure

at the (n+1)% trial is 1 ~oc. Similarly if the

nth trial results in success, then there are proba=-
bilities 1 -f andﬁ of success and fallure respectivély
at the (n+1)th trial., In other words, if the systeams
1s in state 0 at tiwe n then there is a probability
(1 =0C) of being in state O at time (n+1) and a
probability oC of being in state 1 at time (n+1).
Sinilarly if the system is in state 1 at time n,

then the probablilities of belng in state 1 at time



{n+1) 13.(1-;3 ) and in state O isﬁ_ » These are
the transition probabilitlies and the transition
probability ‘matrix

1 B 1-5

The metrix element 1n'position (1,3) denotes
the ‘conditional probability:of a transition to the-
state j at time (n+1) given that the system is in
state 1 at time n. The assumﬁtipn here is that the
transition probabllities are independent of time,
Also we exclude the somewhat trivial cases
(1)oc+B =0 1le.oc=0, f =0; in this case the
system remains for ever inlits initial_stéte,n
(2) c+B =2 1le. oC=1, B =1; in this case the
system alternates déterﬁinistically 5etween'the two,
states, and 1f the initiel state s given, the

behaviosur of the systems is non random.

lat the row vector E(n):=-(b°(n) p1(ﬂ{)

denpte the probabilitles of finding the systems in
states 0.or 1 at time n when the initial probabilities
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of the two states are given by p(O)-u‘(bo(O) p1(02>._
Consider the event of beihg.in state O at time n.
This event can occur in two mutually exclusive éays;
either state O was occupled at time {n-1) and no
transition out of state O occurred at time n; this
has probability po(n-‘l) {_1-.00)'. Alternatively

state 1 was occupied at tiﬁe (n=-1) and a transi{tion-
from state 1 to state O occurred at time n; this has
probability p1(n'1%5 . These consideratidns may

lead to the following recurrence relations,
5™ = o™ (1 00y « p,(310p (10)
131(“) o po(fl-ﬂ Joc + p1(n-1) (1= B.)

which 1n matrix notation may be compactly written

p™ o g (11)

p(n) - p(n-2) ?2 B . o .‘—'(0) En (12)

hd v i~

Thus-given the Initial probabllities EFO)
and the matrix of traﬁsition probabilities P, the
state occupation probabilities at any time n can be
found out using the relation (12),
Let pij(n) denote the (1,3)th element of gn._ If the
system 1s initially in state 9, then 2‘0) = {1, 0)
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and' B(n) -2 é’oo(n) pm(n)) » If the system is

initially in state 1 then EFO

o = (5o 5y, ()

(n) = P (state j at time n/state 1 at time Q)

)3(0,1)31'1(3

Thus p

i3
pij(n) are the n step transition probahilities.

A matter of interest at thls stage would be
to see whether after a sufficlently long period of
time, the system settles down to a condition of
statistical equillibrium at which the state occupa-
tion probabilities become independent of thé initial
conditions. If this is so, then there is an equilli-
brium probability distribution = (T, I1)) and
on letting n->o00 in (11),'n-w111 clearly satisfy

T=T5
or M(I-p) = O | (13)
this e TP o, = Terw T Ao

This is a homogenedus system of equations and
have a non zero solution if and only if the deter-
minant }I-E, vanlshes, Clearly II-EI does vanish
and ve can make the solution unigue by noting that

we need the condition, TTO + ]T1 = 1



for: a probability distribution. ‘
Thus 1] = p/ (otv B, Ty =cc) (ocs p)

It may be noted that 1f the initial probability
digtribution is TT, then EF1) = 7{2 = TT,

p@ 2y e ToaT

andlgcn) = 1] (n=1,2, + & .)-

Thus the distribution p(n) is stationary if p(o) = 1

ie; it does not change with time,

k)

3.1.4 Analytical procedure

Each month in an year is divided into two
fortnights of 15 or 16 days duration. However,
February is divided into 2 fortnights each with 14
days duration,. The.various fortnights in an year

aré defined as f£ollows.

Month Dates Fortnight
nunber
1=15 | 1
January
16=31 2
" 1-14 3
February

15-28"




Month Dates Fortnight
number
1=15 5
March
16-31 6
1=15 7
April
16=30 a
T=15 9
May
16=31 10
1=15 11
June
16=30 12
1=15 13
July
16-31 14
1-15 15
August
16=31 16
1=15 17
September
16=30 18
1=15 19
October
: 16-%% 20
1=15 21
Noveaber
16=30 22
1=15 23
December
16=31 24

30

*In leap year, the fortnight no.4 will have 15 days.
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Similarly the three crop seasons for rice

(Orvza sativa) viz. Virippu, Mundeken and Punija can -

be defined as follows.

Segson Season Dates " Duration in
nuber ' days ‘
1 Virippu May 1 = , 138

(Autumn)  September 15

2 Mmundaken  September 16 - 122
(Winter) January 15

3 Punja January 16 - 105
{Summer) April 30 '

Based on dally rainfall data during the whole
year, a classificétioﬁ of days are made based on the
amount of rainfall received on each day, ' & wet day
can be defined as a day on which the amount of rain~‘
fall received is greater then or equal to 2.5 mm.
(Gdbriel and Neumann, 1962). Similarly, a dry day
is 'defined as a'daykwhich receives an amotnt of
rafhfall'which'islless than 2.5 mm. By this classi-
fication, a sgquenbe of Qet and dry days are obtained.
One of the following Zour possibilities_may octur
while classifying each day of such a seﬁuenée..

1. A dry day preceded by & dry déy |
2, 4 wet day preceded by a dry day



32

3. A dry day preceded by a wet day
4, & .wet .day preceded by a wet day

The number of days for the absve four possi-
bilities are counted for each fortnight. The process
is repeated each year and the total number of days
are obtained for all the fortnights separately. lLet
these frequencies be denoted by Nyqs g0 né1 and N5n
respectively with Nyq + Nyy = Ny and Noq + Noy = Mo
Given that the previous day is dry, let the probable
lities of a day being dry and wet be respectively
Pyq 80d Py, With pyy + Py = 1 where py4 = n,”/n1
and p4y, = n.la/n1 which are the maximum likelihood
estimates. Simllarly, given that the previous day
is wet, let the probabilities of a day being dry
and wet be respectively‘p21 and Paoo with Poq+Pop = 1,
vhere p,, = -1121/1'12 and Py, = n22/n2; It is assumed
that the probability of rainfall on any day depends
only on vhether the previous day was wet or dry.
Given the event on the previous day, then, the
prabability of rainfall is assumed independent of
events of further preceding days. Such a probability

model is the Markov chain whose parameters are the
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twd conditional probabilities.
Pyp = » (wet day preceded- by dry day)

Py = P (wet day preceded by a wet day)

This model is formulated entirely in terms
of occurrence and non accurrence of rainfall on any
day; no account being taken of amounts of precipita-

tion.

After having obtained the parameters of the
model, the next step would be to explore the possi-
bilities of how these parameters could be utilised
in determlning whether the Markov chain 1is of first

order. The method can be explained as follows,

Conslder the sequence of wet and dry days.
Glven the previosus day was dry,‘let_the sccurrence
of a wet day be termed as 'success'! and a dry day
be denoted as 'failure'. Hence the occurrence of
vet or dry day subject to the above condition can be
considerad as a Bernoulli trial with two possible
outcomes for each trial (success or failure). Let
P45 be the probablility of success and 11-p12), the
probability of failure. Then for a sequence of
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n1'aays, the probability of getting exactly . x
sudcesses is(nf)p12x (1-p12)n1"x. glven by the
biriomial probzbility‘law, The proportion of
successes 1s given by p;, = x/n1 and making use af
the properties of binomial éiétribution we get

v (b12) = Do (1;p12)/n1. In a similar manner, we

can show that V (py) = pyy (1=pyy)/nye

In order to test whether the occurrence of
day and wet days assumes a first order Markov chain

model, the usual normal deviate test can be applied.

-WG sompute Z = |p12 - pazllfSE (p12 - paz) N (0'1)
SE (pq, = Pyp) is estimated by pg (1/ny + 1/n,)

where p = (n; pyy + 0y Poy) / (ny + 0y)3 @ = 1-p

A gignificant value of Z reveals theat the
accurregce of rainfall on a particular day depends
on ithe immediately preceding day's rainfall which 1s.
evidently the property of the first order Markov chain,
In such cases, the sequence of wet and dry days over
a given perioé strictly follows a two state
Markov chain with 4 transition prabébilities having

parameters Pio and Poy as expliained earlier,
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Thé transition probabllity matrix

P11 P92

P2q Pop

The equillibrium probabilities j, and T[4, which
are independent of the initial conditions, given as

ﬁeﬁ equation (14) can be written as
Mo = P/ (cef) = (1apyy) / (1-pyy + Pyp)

Tl—f"[ =OC/ (OC"'ﬁ ) = P12/ (1-922 + p12)

The number of days after which the equillibrium
is achieved is equal to the number of times the P
matrix is powered t1ill the elements of a column of
the' powered matrix become equal correct to 4 decimal

places.

3.1.5 Expected lensth of dry end wet spells and
that of weather cvcle

The various other properties of the Markov chaln
model can be further demonstrated by utilising the
properties of the geometric distribution.

Under the assumption that the‘weather‘of any
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day depends only on thelprevious day'as weather, the
probability that a wet day will be followed by wet

or dry day and vice versa can be deteroined., Further,
the probability of an X-day long wet or dry spell can .
be determined. A wet spell of length W 1s defined

as ¥ successive wet days followed by a dry day. |

Herice the probability of a wet spell of lensgth k 1is
glven by P (W 2 k) = pzak-1 (1-p22)o

where ¥ is a random varlable follbwing geonetric
digtribution and its expectation is given by

o)
B (W) "‘Z k Pzzk-q (1"'1322)
Kal

=1/ (1'P22)

Similarly 1f D is the length of a dry spell, that 1is

D successive dry days followed by a wet day, the

probability of an m day long dry spell is given by
P (D= i) = (1=pg )™ py,

D is a random variable f£ollowing geometric distribu-

tion with its expectation given by E (D)=:§:m(1-p12)m-1p12
n=

=1/vq
Now a weathe; cycle is defined as a wet spell followed

by a dry spell or vice versa, That is if C denotes
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the length of a weather cycle, then C = D + W. The
lengths of successlve spells are readily seen to be
independent and the prohability of a weather cycle
of n days 1s
Pyp (1=pyy) [(1-p12)n'1 - ngn'q / (1=pqp =Da5)
The expected length of a weather cycle is given by
E(C)=E (d) + E (D)

=1/ (1=p55) + 1/py,

3.746 Comparison of different districts on the
oceurrence of rainfall.

Having obtained the estimates of the two
parameters Pqa and Poo of the Markov chain for each
centre separately, the common estimates o: these
parameters pooled over all centres can be obtained,
Such of the centres, the parameters of which, do not
differ significently from their common value is
regarded as belonging to the same homogeneous group.
Let's consider the procedure of grouping of the -
centres.

th

Suppose the cell frequencies for i centre be

dendted by Ngq40 Bypgr Doy and-n221 respectlively
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VATh Myqy * Mggy = Bgy 80 Mgy + Mppy = Ny

The estimates of Pas and Pao p2oled over all the

ceritres are then 512 = 252“131/j£:“ﬁ1

Taking these estimates as the expected ﬁrobabilities
at ‘each of the centre, we can compute two chi-squares
for each centre, testing for the discrepancies.
between observation and expactatioﬁ. Hence with
usual notatlon; the observed frequencles forr the
itn!centre for assessing the discrepancy between

Py, and 512 can be put as n11iland nypy With

gy + Bypy = Mg Let the corresponding expected
freguencies be fgy (1-512) and ng 512. Similarly,
for finding out whether there is any significant
devliation between the observed and theoretical
proportions p,, and‘ﬁgg respectively of the pto
centre, the usual chisquare test cgn be applied
takiné N4, @nd n,,, as the observed and Noy (1-522)'

and N,y Py, @S expected frequencies with n211+n221=n21.

Let's denote byj}fp1 s the chi-sguare for assessiﬁg
. ,

the significant deviation between p,, and 512.
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- 2 - = 2
[’3111. = B4y (1'}'312)] . £n121' n1i, p12)

.2
5 11 P12 2 11 B2 )
994 ¢ _ M2 R YPOL
gy (1=345) g P12

distribution with 1 degree of freedom.

In 2 similar manner.rthé chi-square statistic for
testing the significance of the devlation of Pgé,
from its expected value is given by '

2

2 .
n : -2
7{2 Pog = 214 . ooy S TR
gy (1-95,) Boy Pop

distribution with 1 degree of freedom.

These two chi-squares are vorked out for the 3
seasons. Those centres which éhaw non-=significant
chiw~square values for both the pafaméters are regarded
as similar in the pattern of occurrence of rainfall.
They can then be grouped together for obtaining

common estimates.of the two parameters.

3.2 Fitting of a probability distribution to fort-

nightly rainfall and estim tion of rainfalr
Erobabilities

3e2,1 Characteristics of the distributions fitted

Theoretical distributions are also fitted to
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characterize the rainfall pattern in the tract

within the purview of the study. Normal distribution,
its| two modified versions viz. the root normal and
lognormal and the gamma distributions are the four
thebretical distributions to be tried for filtting
fortnightly rainfall amounts.. Characteristics of

these distributions are discussed below,
1. Normal distribution

The most widelylused and most important
continuous probability distribution 1s the Gaussian
or hormal distribution, named after Gauss who first
discussed the proparties of the distribution in
1809, A random variable X 1s said to follow a
normal distribution if its probability density
fungtion is i
£ (%) = (1/ 2T ).exp (-1/2) (x-})%/ % (13)

- 00 X L80

‘}&a_mean and 5—2 = variance are the parameters of
the distribution.,

i A
It is well known that f4= X, the sample mean and

'A 2
élﬂ = 52, the sample variance,
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Let 2 = (X =}) /o~ |
Then the probability density function of Z is given by
£ (2) = (/2T ) exp (=1/2) (2%) -w<zZ<o  (16)
Thils distribution, known as the standard normal _
digtribution does n&t depend upon the parameters

fang e
2. Root normal distribution

let Y = /¥ be normally distributed. Then X is

gald to follow root normal distribution.

Since ¥ is normally distributed, we have
f0y) = (12T o) exo (<1/2) (v- )%/
-0 L YL 00
The distribution of X c¢an be found from
£40x) = £,(y) ld ]
AN Y 3@%
¥ =X
1 1
d
’E%l = <. X709
' 2,2
fetk) = (/2 X /2T o) exp [(-1/2) (==} /a"’y]“?)

x>0
Thfé gives the distribution of X as the roont normal
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distribution with parameters ,U " and g—zy.
Y = ,f, X is normally’ distributed while X is root
nomally distributed.

The parameters }&y and 0—2 can be estimated by

2
y

all of the Xy 's to ‘{i's by y; = ﬁ;

y

¥ end 85 in the usual manner by first transforming

Then ¥ nZ'}!i/n a'nd'si = (1/n)ZY§- -5'.2
with all summations -from 1 tgﬁ n.

The rt-h raw moment
(&%}

Hr‘ =_f' ' £ (x) dx
fsr‘?r £ (y) ay

On- simplication, we get
-, _
! 2 2
/AJ‘I = /Mx = /b\yl*' G_y
- 3. Lognormal distribution

In 1879, Galton pointed out that 1% X,y Xgp + o-.

X ‘are independent positive random variables and
.n 1=1 X, then log, T =Zloge X, would tend

to,pomal distribution as n —> 00,
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If there is a number & such that Y = log, (X=0)
is normally distributed, the distribution of X is
said to be 1ognorm@1.“1t is clear that X con take
any value exceeding O but has zers probability of
taking a value less than & . In many céses, & can
be taken to be equal to zero or X is a positive
random variable. This important case is called the

two parameter lognormal distribution.

Mc Alister (1879) appears to be the first
person to set down explicitl& and in some detail

the theory of the lognormal distribution,

If Y = 1oge X is normally distributed, then the
distribution of X is given by

) g
2y%) = 2y(v)| -S|

« (1x [2T ap) exp (=1/2) (logx - }4)°h5  (18)
| x >0

Thils is the distribution of X as the lognormal

distribution with parameters M and 6——?.

Y = log_ X is normally distributed whereas X is

lognormally distributed.
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The estimates of the parameters Hf and o"‘s

are § = (1/n) Xy, and 55 = (1/m)Sy5 -5°
respectively which ¢an be obtained by transforaing

all X,'s to Yi's by the transformation y, = log ¥,

The pob

(=¥
' r
PI' mbj- oi{ f (X) dx
= jeyr £ (y) dy, since Y = log X
= exp [r /L(Y + {1/2) r2 a‘"?}

Mean = /Ux = exp[/uy + {1/2) 4 EZJ
2

' 2 2
Varience = 45— = exp (2 + 2g7) = exp (2M4+,5)
X /UY ¥ Y y

raw moment of the distribution is given by

b

2 o, 2 1
exp (24 + o) [exp (c5) = 1
2 2
o [exp (o) - 1]
. From the above two relations, it is evident that

by = 72 105 [ 12 (@2 1)

and 6__2
' Yy

]

- 2
= log, (cvx + 1) where Cv, is the

coefficient of variation of the original data

given b*_?r cv.x = 5-—}—{/ /Ux

From equation (18) we have fx(x) = fY(y)/x



"Expressing fY(y) in terms of standard normal density
. 5 e
£,02), we have £,(y) = £,(2) [3§1= fz(z)/:7“§
or‘fx(x) = fz(z)/x Ty
The prob (X < x) is equal to the prob (Y < y) since
Y = loge X 1s a monotonic single valued function,
Since Y is normally distributed, prob (Y< y)=prob (Z<z)
where Z = (Y - f§)/ =
Therefore the standard normal tables can be used to

evaluate fx(x) and Fx(x).
4, Gamma distribution

A random variable X is sald to follow gamma
distribution if its probability density function is
of the form

. -1 m
£ (%) = (x ~oc) exp[~ (x -cc)fp] /B[
x>0, >0, x>cx

This distribution is included in type IIL
rearsonian system and depends on three parameters
<, B,

tting x = 0 and 14ﬂ = /) the distribution turns to be
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£(k) =-xq} exp ggﬂx)ﬂn/r'f) X37147 > 0O
where! ( M) = f 1:"7"1 exp (-t) dt for 7>0
[+ 1) = 7T(Y)  for 7o
M) =T(2 = 1;[(1/2) =JT
’1] is the shape parameter and 2 is the scale param?ter.
Moment generating founction of the distributign is
given by Mx(t) @ of exp (tx) ﬂ’qqu exp (- A x)/M
- [1-e/n )J_n .
Kumulant generating  function Kx(t) = 108, Mx(t?
= log, (1 = (t/2))

== [ @)+ (3203 « (132700 . L
K1 = mean = c¢oefficlent of t/1! = 'T] /2

K, = varlance = coefficient of t2/2,’ =] /7|2

4,1 Estimation of parameters

Maximum 'llkelihood estimates of 7] and 7
which are consistent and efficient are obtained as
per method given by Thom (1958),

The likelihood function is given by
-1 Y -
Mnfr x exp(=2x)A/ [ (7 )
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ioge M = 12:1 1log, xq]— exp (-Ax) [ T(7M)
. ' n ' n
= 14:?1 (7 =1) Logg Xy + 3 20q (=7 ) Xy + 4 Za{log 7
n :
- 121 ‘l:’ge r“(r:) )

> n o A n A
S 108 M=y g 108, Xy + g 2 Logd- 12477 )

n A I A
- 1.3;1 log, x; +nlog A =n Y (7 ) =0 (19)
A o) A
wher (M) = —log, [ (7 )
ere l)U 7 =Y e q?
o n 1l A A
—log, M =~ ,2 4% +,24 " /2
oA
n
==, 20 x1+n’ﬁ]/7'\'=-0 (20)

- 4 -
te, X =7/ 714 where X is the arithmetic mean

From equétion (19)
n A
(1/n) 121 log, X, = - log, 2 +-(P(’Y3)
ioge G + 1oge% - (-,U (’a) = 0
log, G + log, (’7:)‘/ E)- lP(’Y?) =0
y A - :
log, 7] = W) + log, (G/X) = O (21)

vhere log, G =(i/n) 121 log, x; = log, (x4 X5 & .>cn')1/rl
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Thus G 1s the geometric mean of the n quantities

X1y Xp o = o X0

Now G/A < 1, hence 1oge ((}r/A)S_: 0. The sign of
equality holds when Xg = X5 = o o o X = A, which is
a trivial case. Thom (1958) has approximated
(Log, 7 - P(M)) to 1/27+ 1/124?2

Substituting this in equation (21) we get

(1/12 ‘ﬁz) + (1/2’?) + log, (¢/ X) =0

12 log, (G/X) 74}2 + 6"'7+ 1=0

Hence 7)= {_1-J1_(4/3) log, (G/ )’E)J/a log, (G/X)

the other root being negative is in admissible.

Fe2s2 Analvtical procedure

1. Normal distribution

The fortnightly totals can be used to obtain
a frequency table. The moments and the parameters
of the distribution are then computed. Measure of

2, 3
skewness given by /51 = }A3/ }5 and measure of

2
kurtosis }92 = /(*4/ Hz are also calculated where
M f’% and Fh are respectively the second, third
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and fourth moments about the mean}A.

As a test of normality, the significane of
ﬁ1 and ﬁg are tested by the normal deviate test,

In large samples {n > 24), Pearson and lartley

(Buck, 1975) have shown that Z; = £1 (n€1l_§n+3)
6 (n=-2

is approximately normally distributed with mean zero

and SD = 1
2

. 6 n+1 n+3) (n+

Similarly Z, [( [%2_3) i ]\/;l’ n (n-2) (n=3)

is approximately normally distributed with mean

zero and SD = 1,
In such fortnights where ﬁ% and ﬂz are found
non significant, the distribution can be assumed

to be normal.

2. Root norm2l and Lognormal distribution

The fortnightly totals are transforme@ to the
sQuare root aﬁd logarithic scales, In fortnights
where there are zero values, JE:I and log (X+1)
transformations are used. The moments are computed
and the testing of normality can be dﬁn@ as explalned

above.
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3, Gamma.distribution

In fortnights where the distribution was found
to be highly skewed, the gamma distribution can be

tried to fit rainfall amounts.

In order to establiéh the relation between
gamma and chi-square random variables let's consider
the probability density function of a chi-square

random variable given by

£ (x-?-) - 1/23/2]—'(:1/2) exp (_ x2/2) (Xz)nlz -1

0« xz £ @0 with n degrees of freedom.
Comparing this with the probability density function
of the gamma variate, we get’7 =n/2; n= 27

(1/2)’)(_2=7\x; 9(,2::2?\:{

Hence the tables of x? can be used to evaluate the

cumulative density function of gamma variates. For
this purpose, "Blometrika tables for statisticlans®”
vol. 1, edited by Pearson and Hartley (1954) can be

used.

In order to find out the expected frequencies,

the parameters 0] and 2 are first estimated from
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the observed data, The table contains 1 - Py(x) and
is entered with 912 =27 xand Y = 27 ;2 being
degrees of freedom. These are the two parameters
required in using the tables, The expected proba-
bilities can be found out from the table and hence
the expected frequencies computed, The goodness of
-£it can be tested by employing the usual chi-square
tast.

3.3 Estimation of rainfall probabilities and
confidence limits

The probabilities of receiving a minimum
assured amount of rainfall can be computed by
utilisipg the properties. of the corresponding
distribution in various fortnights. For noraal,
root normal and lognormal distributions the table
of standard normal distribution can be used for
obtaining the rainfall probabilities as
PX<x)=P(Z2L2) whereZa('X-/j)/o'A—
For the gamma dlstribution, these probabilitles
can be computed using "Biometrika tables for

statisticiansy.

80% and 903% confidence limits for the mean
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total rainfall for-such fortnights which follow
nbrmal, roostnormal or lognormal distributions can be
computed as _
¥ + t_ . . SE(X
'X = “n1,0¢ 7S (x)
where tn~1 1s the value of t for {n-1) degrees of

freedom at-the desired probability level.
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RESULTS

The data were analysed according to the
procedure described in the preceding section and the

results are outlined hereunder.

1. Markov chain model

The conditional probabilities P12 and Pso
were estimated for every fortnight and for each
centre and the gifference in these estimates were
tested for significance'by the usual normal deviate
test. A significant value of Z would show that the
weather of a particular ﬁay was influenced by the
weather of the previous day and hence the occurrence
of wet and dry days could be described by a two
state Markov chain model,  Such a model was then
fitted to rainfall data in such fortnights which
showed significant Z values.

The transition probabilities.p12 and Pss
along with the values of the normal deviate for each
centre in different fortnights are presented in
columns 2, 3 and 10 of table 1.1 to 1.6. Expected
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length of dry and wet spells and that of weather
cycle in different centres are given in columné by 5
and 6 of table 1.1 to 1.6. The state occupatiom
probabiliiies at equillibrium and the number of days
required for the system to §chieVe the state of
equlllibrium were worked out and are presented in

columns 7, 8 and 9 of the tables,

The estimates of parameters and ﬁhe various
properties of Markov chain model fitted to wet and
dry days in various fortnights of the Kasaragod
repof%ing station are presented in table 1. It
was found that the Markov chain madel was not suiltable
to describe the pattern of rainfall occurrence in the
1t till the 5th fortnight of the year since the
corresponding values of the normal deviate (Z) were
non significant. A mexXimum value of the parameter
P4, which amounted to 0.6779661 was noticed in the
14th fortnight wﬁile the minimum value of 0.0106610
was noticed in the 6th fortnight. Py, Was max imum
in the 13th fortnight and minimum in the 7th fort-
pight; the maximum and minimum values being 0.9515739
and 0,1904762 respectively. Maximum equillibrium
probability for wet day was found to be 0.9246 in the



Tab}e 1.1

Characteristics and estlmates of parameters uf Markovchaln model - Kasaragod.

o DTG povoes denn o TRt R0l (e
P12 P22 gggll §§211 23%%28“ To T b
T 0.0022271 0 ' ' .04
2 6.0083857 0 0.15
3 0.0023866 0 0.04
4, 0 0.5 14.57
5  0,0089285 0 0.13
6 0.0106610  0,3636364 93.79 1.57 95.37 0.9836 0.0164 13 8.59
7 0.0466201 0.1904762 21,44 1.23 22,63 0.9456  0.0544 6 2.86
B 0.1030151  0.2307692 9.70 1.30 11.00 0.8l  0.1162 G 2.68
9 0.1478454 0.3353333  6.76 1.50 B8.26 0.8184 0.1816 6 3.07
10 0.2330097 0.6140351 4,29 2.5% 6.88 0.6236  0.3764 10 8.23
11 0.4537815 .0,8700906 2.20 7.69 9.90 0.2226 0.7774 12 9.1
12 0.5 0.9304124  2.00 14.37 16.37 0.1222  0.8778 13 9.39
13 0.5945946 0.9515739 1.68 20,65 22.33 0.0754 0.9246 9. 7.76
14 0,6779661  0.9002376  1.47 10.02 11.43  0.1283 0.8717 7 .80
15 04776120 0.9086462 2,09 10,94 13.03  0.1606 o.éaga 13 . 8.98
16 0.4112150  0.8552279  2.43 6.90 2.33 0.2604  0.7396 1 9.43
17 0.3141362  0.7451738  3.18 3.92 7.10 0.4479  0.5521 13 9.10
18 0.2352041  0.7179488 4.25 3.54  7.79 . 0.5452  0.4548 15 10.21
19 0.2233677 0,5471698 4,47 2,20 6.68 0.6697 0.3303 10 6.94
20 0.2389937  0.5123457- 4.18 2.05  6.23 0.6711  0.3289 1 6.01
& 0.1120000  0.4666667 8.92 1.87 10.80 0.626b 0.1736 1 7.0
22 ©.0716049  0.3111111 14,00 1.45 15:45 0.9058 0.09h2 7 5.18
23 0.0309524  0.4666667 32.30 1.87 34.17  0.9451 0.0549 1% 10.18
' ’ i
24 0.0149253  ©,2727273 67.00 1,37 68.37 0.9799  0.0201 8 .5.91




13th fortnight while the minimum was 0, 0164 in the
6th fortnight. - Number of days to attain the steady
state vardied between 6 to 15 in various fortnights.

Expected length of wet and dry spells for the
6th, 7th, 12th, 13th, 23rd and 21;1:.1'1 fortnigh‘ts vere
-not relisble as the expected length of the weather
cycle based on these values exceeded the actual 1ength
of the cprresponding fortnights. The variati;n in
the expected length of dry spell was between 1 to 14
days, that of wet gpell was in the range grom 1 to 11.
(10.94) .days énq that of weather cycle ranged £rom
6 (6.23) to 15 (15.45) days; Expected length-of"
wet spell waé maximum in the 15th fbrtnight, the
length of the spell being 11 (10.94) days.,’ $he:
expected length of dry.spell had a meximum value of
4 days in the 22nd fortnight, Thus during the .
15th fortnight, one can expegt'11 continuous rainy
days in a time span of 13 days. ‘The minimum and
maximum expected length of weather cycle were .

6 (6.23) and 15 (15.45) days during the 20th and 22nd
fortnights_fespectively. |

From table 1.2, it could be seen that at
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Table 1.2

Characteristics and estimates of parametera of Markov chaln model - Trikkur,

Fort- Transition Expected length 2f  Equillibrium state No, of Values
night probabilities probabllitles days to of Z
- equilli-
Pip Py dry wet weather -, T ‘brium

gpell spell cycle

1 0,0089887 0.2 111.25 1.25 112,50 0.9889 0.0111 7 “h.05
2 0.0062893 0.3333333 159,00 1,50 160.%0 00,9907 0.0093 12 6,21
3 0.0023866% 0O 0.0h
4 0.0070754 o 0.16
5 0.0044642 -O . ¢.09
6  0,0170213 6.2 58.74 1.25 59.99 0.9792  ©0.0208 7 4ot
7 0.0778588 0.2820513 12.8&‘ 1.39 14,23% 0.5022 0.0978 7 4,15
‘e 0.1440W43 0,4382023 6.9k 1,78 8.72  0.7959  0.2041 9 6.18
9 0.1794872 0.3939394  5.57 1.65  7.22 0.7715  0.2285 8 4.50
10 0.2150171 0.6951871 4.65 3.28  7.93 0.5863  0.4136 14 10.46
11 0,3629630 0.8698412 2.75 8.00 10,75 0.2639 0.7361 15 10.94
12 0.4307692 0.9402598 2.32 16.73 19.05; 0.1218 0.a782 15 7.64
13 0,5945946 0.9467312 1.68 18.77 20.45 0.0822  0.9178 10 7.h6
14 o.578947h  0,9457014 1.72 16041 20.13 0.0a57 0.9143 13 7.8h
15 9.5056180 9;8698061 2,00 7.68 3.68 0.2048 0.7952 11 7.66
He 0.2957747 0.e461539  3.38 6,50 9.88 0.3h22 0.6578 16 11.83
17 6.2566666 0.7625000  3.75 4.2 7.66 04711 0.5289 15 10.351
18 0.2727273 0.6923077 3.66 3.25  6.91 0.5301  0.4699 12 8.69
19 0.2375479 0,6455027 4,20 2.82 7,02 0.5988  0.4012 12 8.68
20 0.272%881 .0.6509634 3,67 2.86 6.53 0.5617 (3.‘!383 L 8.29
21 0.1517857 0.5175639 6.58 2.07  8.65 0.7607  0.2393 3 7.85
.22 0.080%795 0.,5230769 12.41 2.09 14,50 0.8556 0.t 15 92.38
23 0.0216306 0.5882353 46,22 2.42 48,64 7 0.2501 0.0499 15 12,93

24 0.0105932 0.5 94,39 2.00 96.39 0.9793  0.0207 15 10.11
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Irikkur, the values of the normal deviate failed to
show statistical significance in the fortnights
numbered 3, 4 and 5 and as such the Markov chain
model was not constructed for those fortnights. It
was found that the maximum and minlimum Po of
0.5945546 and 0.0062893 were observed in the 13th
and 2nd fortnights respectively. The maximum‘pzz
was noticed during 13th fortnight and the minimun
Pyo WAS observed during 6th‘and 1st fortnights.

The maximum and minimum values of Py, Were 0.9467312
and 0,2 respectively. The state occupation probabl-
lities at equillibrigm was found to vary between
0.0822 to 0.9907 for dry days and between 0.0093 +o
0.,9178 for wet days. The variation in the number

of days to attain the steady state was from 7 to 16
days. The maximum and minimum equillibrium probabi-
lities were noticed in the 2nd and 13th fortnights
réspectively for the dry days and during 13th and

2nd fortnights for the wet days,

The expected length of weather cycle for the
fortnights numbered 1, 2, 6, 12, 13, 14, 23 and 24
were found to exceed the length of the corresponding

fortnights and hence those estimates were not taken
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into consideration for further discussion. 'It was
noticed that the expected length of dry spell waé_
maxlmum during the 7th fortnight wﬁich amounted to
13 (12,84) days and it was minimum during 13th, 14th
‘and 15th fortnighfs;-the minimum expected length
being 2 days., The maximum expected length of
ﬁet’épell of 8 days was noted during 11th and 15th

' fqrtnights., The expected length of the weather cycle
-panged £rom 7’to 15 dgys.

At Cannanore, the 2 - test failed to show
statistical significaﬁce in the 2nd and Lth fort=
niéhts whereas 1n all other fortnights, the. basilc
assumption of the Markov chain model was justified;
From table 1.3, the maximum Pqo of 0.5810811 was -
opserved during the 12th fortnight and a minimum of
0.0022321 in the 1st fortmight. The naximun and
minigum values of p,, observed in-'the 13th and 5th
fortnights. were respectively 0.9136126 and Q.1.
During the 3rd fortnight, there was not even a single

. . record of wet day and hence no attempt was made to

'fit the Markov chain model to the rainfall sequence
of that-fortnight. The equillibrium probability for
a dry day was found to be meximum (0.9956) during the
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Characteristics and estimates of parameters of Markov chein model - Cannancre.

'

Fort- Transition .Expectéd 1eng£h of Equlllibrium state MNo. of  Values
night probabilities probabilities g:§§1§z~ of ?
Pra P22 Shony hpell eyeie o T e
1 0.00223é1 0.5 L48.00 2.00 450,00 '0.9956 0.0044 15 12.55
2 0,0041841 o] 0.09
4 0.0762517 o ¢.29
5 0,0112108 0.2500000  89.19 1.33 90.52 0.9853 0.0147 8 4,14
6  0-0148936 o 67.14 1,11 68.25 0,9837 0.0163 6 2.08
7 o.ovéa155 0.2894737.  13.73 1,40 15.13 029070 © 0.0930 7 4,64
8  0,1007557 0.2452830 9.92 ,1.32 11,24 0.8822 0,170 6 3,06
9  D.1280000 0.4266567 7.81 1.74 9.55 0.8175 0.1625 9 6.17
10 0.1949686 0.6296296 5.12 2.70  7.82 0.6551 0.3469 13 9.49
11 0.3701299 6.8581081 2.70 7.04 9.74 0.2771  0.7229 15 10.62
12 0.5810811 0.8882979 1.72 8.95 10.67 0.1612 _0,8383 10 6.55
13 0.6705882 0.9136126 2.12 11,57 13.69 0.1551  0.8049 15 9.34
14 0,4204546 ©.9030512 2,37 10.31 12,63 -0,1874 0.8126 14 15.52
15 0.4506405 0.8407079  2.22 6.27 8.9 0.2612  0.7308 3 g.18
16 0.2937853 0,8019802 3.40 5,09 8.45 0.4026  0.5974 16 11.03
17 0,2196970 0.6720430 4,55 3.04 7.39 0.5988 0.4012 14 9.61
18 0,1702128 0.7261905 5.87 3.65  9.52 * * 11.76
19 0.1640857 G.5354331 6.09 2,15 8.24 0.7390 0.2610 1 7.99
20 0.2023460 0.5179856 &,94 2,07  7.01 0.7043 0.2956 9 6.88
21 0.0981432 0.4794521 10.18 1.92 12,10 0.8414  0.1586 12 8,13
22 0.0555555 0.2500000 17.99 1.33  19.32 0.9310  0.0690 7 4.35
23 0.0330183 0.42%0769 30.28 1.73 32,01 0.9659  0.0541 12 8.42
2k 0,00843B8 0.3333333 118.49 1,50 119.99 0.9875 0.012% 13 7.11

. ¥ Equillibrium could nobt be attained in 15 days,
p12 could not be found sut as no wet day was observed during 3rd forinight,



1st fortnight and minimum (0.1551) during the 13th
fortnight. Simllarly for the occurrence of wet

days, the equillibrium probability was meximum dﬁring
13th fortnight with a value of 0.8449 and was minimum
during the 1st fortnight with a value of 0.0044. The
nunber of days to attain the steédy state varied
between 6 to 15 days, However for the 18th fort-
night, the equillibrium could not be attained within

a time span of 15 days,

The expected length of dry and wet spells
was found to vary between 2 (1.73) to 14 (13.73)
days and 1 to 12 (11.57) days respectively. In the
cage of the weather cycle, the maxipum expected
length of 15 (15.73) days was noted during the 7th
foritnight whereas the minimum of 7 {7.01) days was
observed during the 20th fortnight. Maximum nusber
of rainy days were expectéd in the 13th fortnight,
Fortnights numbered 12 and 14 were also expected to
" have a majority of wet days in the weather cycle

comipared to other periods of the year,

Characteristics and estimates of parameters
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of the Markov chain model fitted to rainfall data

at Kozhikode are presented in table 1.4. The normal
deviate test revealed that the Markov chain model
could not be fitted to the distribution of wet and
dry days of the fortnlghts numbered 1, 3, 3, 8 end
24, The conditional probabilities P12 and Poo Were
found to be maximum during the 12th and 13th fort-
nights respectively while the minlmum values were
noticed during the 2nd and 4th fortnights respectively.
The maximum values of Pea and Py, Were respectively
0.556962 and 0.8989638 whereas the minimum observed
values of these probabilities were 0.008438 and 0.25
respectively. The maximum numbef of wet days could
be expected during the 13th fortnignt. Equillibrium
state probability for a dry day'was found to vary
between 0.1559 to 0,9334 while that for a wet day
varied between 0.0166 to 0.8441. The number of days
after which the system would settle down. to a condi-
tion of statistiecal equillibrium varied between

5 to 16 daya.

For the 2nd, 4th, 6th, 22nd and 23rd fort-
nights, the expected length of the weather cycle
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Table 1,4
Characteristics and esfimatea of parameters of Mar&ov chain model -~ Kazhlkode,
Fort- Trensition - " Expected length of Equillibrium state  No. of Values
night probabllities probabilities days to of Z
equilli-
R
1 0.0135135 o] 0.28
< 0.0084398 0.5 118.49 2.00 120.49 0.9834 0.0166 16 9.98
3 0.0047847 0 0.09
& 0.0192771 0.2500006 51.87 1.33 53.20 0.9749 0.0251 7 4.97
5 0.0157657 o] 0.30
6 0,03%4737  0.3750000 25.33 +1.60 26.93 0.9406 0.0594% 10 6.95
7 0.1357703  0.2537314 7.36  1.34 8,70 0.8461 0.1539 *5 2.47
8 0.1785715  0,2325581 1.15
9 0.212389&. 0. 4104144 4,70 1.70 6.40 0©.7338 0,2662 7 4,20
10 ‘ 0.2659176 0,6619718 3,76  2.95 6.71 0.5597 0.4403 16 8.68
11 0.4475525%  0.8338763 2.23 6.0 8.24 0.2707 0.7293 13 8.41
12 0.556962  0.8894879  1.79 9.04 10.83 0.1656  0.834f 10 7.16
13 0.5468750 0.8989638 1.Bé 3.89 11.71 0,1559 0.8441 12 7.28
14 0.5056180 ) 0.8845104 1.97 8.68 10,65 0.1854 0,8146 11 8.30
19 0.6245630 0.7617755 2,12 5.58 7-70 0,2761 0.7239 10 7233
16 0.2659575  0.8C82192 3.76  5.21 8.97 0.4190 0.5810 15 11.81
17 0.2690119  0.6802031 W01 3.2 7.13 0.5632  0.4378 13 9.14
18 0.2030075  0,7010870 4,92 3.34 8,26 0.5955 0.4045 15 10.57
19 0,.2640266  0,4761903 3.7¢  1.90 5.68 0.6649 0.3351 7 ho47
20 0.2307692  0.5357143 4,33 2,15 65.48 0.6680 0.3320 9 6.73
21 0.1734104  0.6326923 5.76 1.76 7.52 0.7658 0.2351 8 5,48
22 0.0705289 0.3396226 14,17 1.51 15,68 0.9035 0,0965 10 6.07
23 0,0668317 lO.b565218 14 .96 1.84 16.80 6.8905 0.1095 1" 8.11
24 0,1705760 0 0.43
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exceeded the number of deys in the corresponding
fortnights and hence were unreliable.’ In other.
fortnights, the expected length of wet and dry spéll
wag maximum during the 13th and 7th fortnights with
thelir lengths being 10 (9.89) and 7 (7.36) days
reapectively. The expected length of weather cyéle
varied between 6-(5,68) to 12 (11.71) days with the
ma¥imum expected length in the 13th fortnight.

At Guilandy, (Table 1.5) the conditional
prababllity py, was found to vary between 0.0041928
to 0.5384616 and Py, Was found to vary between
0.125 to 0,9037433. The maximum number of wet days
could be expected in the 13th and 14th fortnights.
The maximun valge of the equillibrium probability‘
was 0,8343; the minimum was 0,011 during the first
fortnight. It was also noticed that between 6 to 16
days, the system settles down to a.state of statistical
equillibrium in which the state occupation probabi-
lities become independent of the initial conditions.
The expected length of dry and wet spells and that
of weather cycle during fortnights nuambered 1 ti1l
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Table 1.5
Characteristics eand eatimates of parameters of Markov chain model - Quilandy.
i Tt o g DrTeSted langth of | Equbllibris atate fo o Ty
equilll- -
#12 Pz N bponl eyete . T T, e

1 0.0067415 0.4 148,33 1.66 149.99 0.9889 .0.0111 1 ' 8.34
2 0.0041928 0.3333333 238.49 1.50 239.99 0.9937 0.0063 12 7.21
3 0.0023865 0 0.04
4 0.0167064 0,1250000 59.85 1.14  60.93 0.9813 0.0187 6 2.23
5 0.0111857 0.3333333  89.39 1.50 90.8% 0.9835 0.0165 § L eBh
6 0.0303687 0.2631597  32.92 1.35 34,27 0.9604 0.0396 8 5.10
7 0.0350002 6,3600000  10.52 1.56 12,08 0,8707 0.71293 9 5.35
8 0.1394102 0.2857143 7.17 1.40 8.57 0.8367 D.1633 6 3.15
9 0.f1581921 0.4166667 6.32 1.71 8.03 0,7867 0.2133 8 5.48
10 0.2791519 0,6548224 3.58 2.89 6,457 0.5529  0.4471 1 8.17
11 0.2513514  0.8543047 2.84 6.86  9.70 0.2931 0.7069 15 10.82
12 0.4631579 0,8845071 2.15 8.65 10.80 0.1996 0.8004 14 9.0!
135 0.@3&2106 0.9037433 2.30 10.,3%8 12.69 0.,1815 0.8185 14 9.80
14 0.5384616 0,8930348 1.85 g.3%  11.19 Q.1657 (.8343 11 7.72
15 0.4351145 0.8087775 2.29  5.22  7.51 0.3083 0.6947 12 7.85
16 0.3152174 0.777027 3.17  4.68  T7.65 0.4143  0.5857 16 10.04
17 0.2218045 0.6584753 4,50 3.01  7.51 0.5991 0.4009 14 9.49
18 0.1805054 0.7167630 5.5 3.53  9.07 0.6108 0.3892 15 11.36
19 0.2535212 0.5662651 3.9 2,30 6.24 0.6311  0.3689 10 6.63
20 o.g37o1jo 0.5465116 4.21  2.20  6.41 0.6568 0.3432 11 6.82
21 0.1432507 0.3793104 6.98 1,61 8.59 0;5125 0.1875 7 5.05
22 0.0755667 0.4339623 13.23 1.76 14.99 0.8822 0,1178 12 7.60
23 0.0539215 0.4523810 18.54 1.82 20.36 0.9104 0,0895 13 8.54
24 0.2307692 66.71 1.30 68.01 0.9809 0.0191 7 5.37

0.0149893
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the 6th, 23 & 24 were unreliable as the expected
length of weather cycle exceeded the number of days

in the fortnight.

It was also found that the largest weather
cycle of 15 days could be expected during the 22nd
fortnight while the smallest one of length 6 days
would be realised in the 19th fortnight. The maximum
expected length of wet spell was in the 13th fort=-
night while the minimum was in the 8th fortnight,

The value of the normal deviate failed to
reveal statistical significance in the 3rd fortnight
at ¥ananthody and hence the Markov chain model could
not be fitted to the data of that fortnight. The
parameters and the characteristics of the Markov chain
model fitted to the other fortnights are presented in
table 1,6. Due to the reasons indicated already,
estimates on the expected length of dry and wet spells
that that of weather cyecle of fortnights numbered
1 t5 6, 23 and 24 had to be rejected.

The conditional probabiliiy Pqo Was found
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Tahle 1.6
Characterlstics and estimates of paramnters of Markov chaln model - Mananthody.

Fort- . Transition ' Expected length of ' Equlllibrium state No. of , Values

night probabllities probabilities days to of Z

equllll-
E: P22 g;gn :;:11 :;giger T T brian

.1 0.0022271 0 448.99 1.00 449.99 0.9978  0.0022 2 4.72
2 0.0126582 0.1666667  78.93 1,20 80.19 0.9850 0.0150 6 . 3,12
5 0.00956385 0 ) ) ' 0.22
4 0.0266344  0.2666667 37.56 1.36 38,90 0.9650 0.0350 9 4,96
5 0.0205011 0,3636364  4B,77 1.57 50.34 0.9688 0.0312 10 6,71
6 . 0.0514541 0.3030303 19,43 1,43 20,86 0.9313 0.0687 . 12 5.51
7 0.1675978 0.3913044 5.96  1.64 | 7.60 0.7841 0.2159 8 4.67
a8 0,2059702 0.4086957 4,85 1.69  6.54 0,7417 0.2583 8 .28
9 0,1842501  0,4705882 5.h2  1.88  7.30 0.7418 0.2582 9 6.10
10 0.2315569 0.5273973 4.51 2.1 6.62 0.6008 0.3192 g 6.63
11 0.3286385 0.7637131 3.0& 4,23  7.27 0.4183 0,5817 13 9.27
12 0.4693678 0.8778409. 2.13 8.8 10.31  0,2065 0.7935 & 12. 8,76
13 0.5373135 0.9060052 1.86 10.63 12.49 0.1489 0.85M 12 T 7.82
t 0.5671642 0.5031477 1.76 10.32 12,08 0,1459 0.8541 10 7.27
15 l 0.4880952 0.87978T4 2.04  8.31 10.35 0.197é 0,8024 12 8.19
16 0.3507463 0.8410405 2.85 6.29 9.14 0.3119 0.6881 14 10.55
17 0.2&?5898 0.7175926 4,10 3.5 7.64  0.5369 0.4631 "1 10.06
18 0.2150533 0.6549708 4,65 2.89 7.54  0.6160 0.3840 13 . ‘9.32
19" 0.2310231 0.5102041 4,32 2.04  6.36 0.6795 0.37205 17 5.94
20 0.2113565 0.5644172 4.73 2.29 7.02 0.6733 0,3267 12 7.78
21 0.1685714 0.4 5.93 1.66 . 7.59 0.7807 0.2193 8 kg2
22 0.0776942 0.3137255 12,87 1.45 14,32 0,8983 0.1017 10 . 5.18
23 0.0525059 0,3870968 19,06 1.63 20,67 0.9211 0.0789 10 6.60

24 0.00§ﬁ102 0.5 156.00 2.00 158.00 0.9873 .0.0127 15 12,44
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to be maximum during the 14th fortnight and ainlmum
during the 1st fortnight. Similarly p,, was found
meximum during thé 13th fortnight and minimum during
1st fortnight. The maximum equillibrium probability
for a wet day was 0.8541 and for a dry day was
0.0022; the maximum and minlimum probabilitiles were
" observed during the 14th and 1§t fortnights of the
year reépeétively. Similarly, state occupaéion
probability at equillibrium for a dry day was found
to be maximum in the 1st fortnight while.it was
ninimum in the 14th fortnight, The number of days
~ to attain equiliibrium varied between 2 to 15 days;

The expecﬁed 1éngth of wet and dry spells
varied between 1.0 to 11 (10.63) days and 2 (1.76)
to 13 (12.87) days resp&ctiveiy. The expected length
of wet spell was found meximum during 13th fortnight
vhidle it was minimum during the 1st forinight. The
maximum expected length of a weather cycle waé

14 (14.32) days in the 22nd fortnight.

The two state Markov chain model was also

fitted to the distribution of dry and wet days of
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the ¥irippu, (Autumn), Mundaken (winter) and Punjas
(summer) crop seasons £or all the six centres. The
parameters of the mdodel were estimated and the various
properties of it were discussed and presented in

table 2. It can be seen from this table that for

the first season the expected length of dry spell
varied between 3 (3.07) and 4 (3.69) deys, that of
wet spell varied between 5 (5.29) and 7 (7.26) days
and that of weather cycle varied between 8 (8.36)

and 11 (10.66) days. Similerly for the 2nd season,
the variations in the expected length of dry spell,
wet spell and that of weather cycle were 9 (8.65)

to 12 (12.42) 'days, 2 (2.01) to ¥ (2.62) days and

10 (10.71) to 15 (14.65) days respectively. In the
case of the 3rd season, the expected length of

dry spell ranged from 16 (15.57) to 41 (41,08) days,
the expected length of wet spell ranged from 1 (71.29)
ts 2 (1,57) days and that of a weather cycle.ranged
from 17 (17.15) to 42 (42.37) days. The state occupa-.
tion probabilities at equillibrium are given in

columns 10 & 11 of the table. - The number of days to
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Chéracterlutlcs and eatipates of parameters of Markov chaln model for the J seasons,

Centre Soa= Transitlon Fxpected longth of Equillibrive Ha. of dafe Values

agn probabilitlies gtate probabl- to equllll- of 2

litlesn brium ’
p p dry wet weather T
12 22 spell gpel)l cycle ° T

1 0,3084113%  0,8565121 3.24 65.96 10.21 0.3175 0.6025 17 oM

Kasaragod 2 0.0?67853 0.5519360 10,33 2.23 12.56 0.8224 0.1776 15 27.22
3 0.0243407  0.225B065 41.08 1.29 42,37 02,9695 0.0305 B 11,12

1 0.2963455 0.8624120L 3.39 7.26 10.66 0.3185 ©0.6815 20 35.90

Trivhur 2 0.1076529 0.6195788 9.28 2.62 11.91 0.7794 0.2206 16 30.62
3 0.030114h  0.3466667 29.31 1.53 30.84 0.9504 0.0H96 10 17.21

1 0.2705283 0.8276430 3.69 5.80 9.49 0.3892 0.6108 L 1 ] 3%5.20

Cannanore 2 0.0804559 0.5513514 12.4h2 2.22 14,65 0.8479 0.1521 14 28.19
3 0.0288919  0.2272728 .61 1.29 35,90 0.96H0 00,0360 a 10.49

1 0.3252362 0.8111111 3.07 5.29 8.36 9-567# 0.6326 19 NL76

Kozhikode 2 0'.1155357 0.5150215 8,65 2.06 10.71 0.8076 ©,1924 13 23.90
2 3.0529824 0,2524753 19.87 1.33 20.20 0.9338 0,0662 7 11,02

1 0.2965117  0.8145885 3.37 5.39 B.76 0.3857 0.6153 16 32.79

Gutlendy 2 "0 1057455  0.5577746 9.45 2,26 11.M 0.8070 0,1930 14 27.03
3 0.0394463  0,2062963 25.35 1.62 26.77 0.9469 0.0531 B8 14,18

1 0.3021249 0.8189195 3.30 5.52 8.83 0.3748 0.6252 16 32.70

: . , s

ﬁanantuody 2 G.1069414 0.5247376 9.3% 2,01 11,46 0.8163 0.1837 12 24,99
3 0.06L1903  0.3642857 13.57 b, 57 17.14 0.9083 0.0917 9 16.58
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attain the steady state are presented in column 12,

It was seen that the number of days to attain equilli-
brium varied for the first season from 16 to 20,

that for the second season from 12 to 16 and that

for' the third season from 7 to 10.°

In order to test for hamogenltyJamong centres
with respect to précipitation pattern, chi-square
tests were used in accordance with the procedure
outlined in the preceding section. The values of 7(2
for the three seasons are gilven in table 3. It could
be seen from the table that for the first season at

Mananthody centire, both the chi-square values ie.qtz

Pi2

and?(zpzz were non sigﬁificant. for the second
season, both chil-square values were non sigqificant
at Kasaragod, GQuilendy and Mananthody centres,
Sigilarly in the third season, the chi-square values

were non significant at Irikkur and 2uilandy centres.

2. Intensity of rainfall and 1ts‘variabilit1

The fortnightly avérage rainfall together

with the coefficlent of variation are presented in



Table 3

Chi-sauare test for the grouping of centres.

7 .
" - values for the centres each with 1 df

Season E}é Do
: Kasaragod -Irikkur Cannanore Kozhikode Quilandy Mananthody
2
) X 0.5282  0.1406  6.1278  4.8198  0.0505  0.,0648
1 0.1991246 0,8328810 P12
2 - * * * *
"><p 11,0794  17.2002  0.4429 8.4153  5,7656 3.3972
22
)12 - ¥ * .
2 00101 958’? 0.5551}738 Fxpg-z 008457 009673 1 5.0637 507139 O.LIJ-}L}B 04775['{'
. #* * .
Pso 0.0326 13.4306 0.0382 4L,6323 0.0150 2.5519
x* * #* * *
3 0.0403696 0.2993997 Pyo 19,6177 2.9312 10.0046 11.7034 0.0637 40.6167 ‘
x* «
Pss 2.4317 1.5625 2.?655 2.1638 0.0100 5.5285 .

* Significant at 5% level
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table 4. It is seen from the table that at Xasaragod
centre, 3 maximum fortnightly average rainfall of -
564 mm was received in the 14th fortnight while the
minimum being 0.1016 mm in the 3rd forthigﬁt. The
minimum coefficlent of variation of rainfall of
27.3% was noted in the 13th fortnight whereas the
maximum variability (538.5%) was noticed in the

3rd fortnight; '

At Irikkur, 2 maximum of 661.2833 mm of
rainfall with a minimum coefficlent of variation of |
50,7% was recorded in the 13th foftnighx whereas a
minimun precipitation of 0,7457 mm with the highest
coefficient of variation of 538.5% was recorded .in

the 3rd fortnight.

At Cannanore, a2 maximum aversge rainfall of
525.8750 mm was received during the 13th fortnight
whereas the minimum rainfall (O mm) was réceived
during the 3rd fortnight. The coefficient of varias-
tion of rainfall at this centre ranged from 44,2%
in fhe 12th fortnight to 525.9% in the 1st fortnight.



Table &4

Meen ond cocff{iclent

of variatlon of rainfall.

P4

Fort- Kasaragsd Irikkur ‘Cannanare Kozhikode QuLlundy Hanonthody
night Mean ﬁwm) ﬁ%ﬂ' tlean {mm) %&5. Mean {mn) %gﬁ. tean {mm) %#3. Henn‘tmm) cfﬁ' Mean (om) %kﬁ'
1 0.2717  18h,0 3,0567 164.6 1.1154  525.9 2.4750 180.0 1.9812 499.5 D0.,193h 468.9
2 1.1633 .278,0  1.7695 &471.7 2.1667 427.1  4.1993 371.0  3.2225 '429.5  3.7333 100.7
3 0.1016  538.5 0.7451 538.5 0 0.6334 327.2 0.110% 538,95 1.3122 308.4
L 0.3733 A53.8  1.3729 458.0 2.6333 174.2  8.5277 326.1 11,1857 28h.6  6.4000 130.7
52,1617 182.0 1.9925 367.3 L,,0667 148.1 5.7000 160.0 3.9167 1789,1 7.3917 }61.5
&  4.7500 209.6 9.7833 252.4 4,0120 318,6 4.7533 126.3 1B.9667 155.0 11.9205 111.6
7 129233 172.6 37.1333 115.6  26.3500 1.4 51.0000 7.8 33.870% 96.0 30.2730 70.7
3  36.4000 98.1 66,1833 156.6 23,6046 92,1 36,6147 82,7 36.7220 90.3 43.0115 74,1
g 35.5973 97.5 57.4986 77.8 59.4750 112,1 65.8972 84,3 57.4650 B83.1 36.1860 105.7
10 148.5797 89.7 146.9016 083.9 123,9176 102.9 228;63_33 76.7 166.3235 183.3 B2.4793 n7.6
1t 413.0000 41,7 265.4067 68,1  359.6333 64.6 376.0000 51,2 363,779%  9B.% 169.3083 - G1.n
12 553.0000 43,7 473.1336 52,7 W64, 9842 44,2 445,2000 45.6 516.2083 49.6 292,2233 69,1
13 547.5000 27.3 661.28337 50,7 5295.8750 45,2 472.7084 45,4 4BB.S500  49.1 562.1333  60.4
14 564.0000 38.6 555.6769 56,2 477.2819  4B.7 420,0333  52.2 475.2779  47.7 H21,0000 53.3
15 386.8792 46.0 307.6088 57.0 264.8379 55.8 261,B750 48.8 272.3708 75.2 269.0864  59.0
16 265.2764H 50.2 238.2840 64L.6 182,0931 68,0 182,1000 50.9 213.6833  95.7 194.6474  Th.4
17 151.2843 69.7 132,7405  73.h 87.7833 99,7 108.5750 B3.7 67.2753 109.3 76.6148 67.2
18 121.2891 87.5 116,3000 69.1 92.2328 88,6 107.6737 92.6 158.3250 120.7 76.1583 77.1
19  85.8577  79.3 141,9158 79.0 B5.0167 87.8 87.7978 70.9 96.8277 93.0 61.2813 4.3
27 B5.e184 67.7 1424453 63.6 14,6602 07.0 107.4875  79.7 139.1224  83.7 66.3500 69.1
2% za.l«n_is 102.1 70,9167 76.6 62.0000 102,64 65.1615 92,4 59.9848 105.9 21.4573 97.4
22 17.673h  102,2 B.9416 134.0 6.0332 ., 125.8 17.952% 109.4 71,5917 254.7 7.04k93 1141
23 184067 1507 21,6250 147.9 4.3277 162,3 25.4002 116.0  7.5689 118:3  5.3102 Vb2
24 9.0000  105.7 7.7300  165.3% 7.1505  1h,0 5.2083 12000 5.3939 35008 3.TON0 10,7




At Kozhikode, a maximum mean fortnightly
rainfall of 472,7084 mm with a2 minimum coefficient
of variation of hﬁ.kﬁ was received in the 13th fort-
night and a’ minimum precipitation of 0.6}34 me with a
maximum coefficient of varietion of 327.25 was

received in the 3rd fortnight.

The maximum end minimum rainfall amounts at
Quilandy were 516.2083 mm and 0,1101 mm respectively.,
The maximum aﬁerage rainfall was received during the
12th fortnlght and the minimum amount was during the
3rd fortnight. The 1owést coefficient of variation
of 47.7% was observed during the 13th fortnight
while the highest estimate (538.5%) was in the
3rd fortnight. |

t Mananthody, the maximum mean rainfall -
which amounted to 562.1333 mm was received during
the 13th fortnight whereas a minimuam amount of
0 1954 mm was received during the 1st fortnight.
The maximum coefficient of variation of 468.9%
was observed during the 1st fortnlght 'while the

éihimum coefficlent of variation o: 535.3% was
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observed during the 14th fortnight.

3. Rainfall probabilities and confidence limits

Normal, root normal and log normal distribu-
tions were tried t9o characterize the fortnightly
rainfall pattern. Measure of skewness and kurtos;s,
ﬁ1’and ﬁg were computed ard their significance
tested by the normal deviate test given in the
previous sectlion. Appropriate distributions were
fitted in accordance Qith the values of ﬁ1 and ;32.
These values together with the test atatistic for
testing their significance are presénted in columns
3 to 6 of tables 5.1 to 5.6. 1If lack of normallty
was evidenced in the original data by the statistical
significance of 21.and,22, the root normal distribu-
tion was first tried. 1In case norﬁal&ty could be
established by this transformation, no further
transformation was attempted. In the reverse case
the logarithmic transformation was tried to restore N
normality. Gamme distribution was also tried to
characterize the pattern of fortnightly precipitation
in such of the fortnights in which all the three



above mentioned distributions were not found to fit
‘we}l. After fitting the appropriate probebility
distributions, the probabilities of recelving fixed
amounts or less of rainfall and the 80% and 90X
confidence limits of the meen fortnightly rainfall
weré worked out. The amounts of expected rainfall
which are 203 & 40% above and below the average
observed rainfall together with the relevant proba=-
bilities are given in cblumns 5 & 9 of tables

5.1 to 5.6. The mean-rainfall in voarious fortnights
are presented in column 7 and the 80%'and 90¥% confie
dence limits are'given in columns 10-14 of tables

5.1 to 5.6, However for fortnights in which gemma
distribution was fitted, only the rainfall probabi-
lities were estimated. No probability distribution
was found to fit the rainfall amourts in the fort-
nizghts numbered 1-7, 23 and 24 for the Kasaragﬁd and
Irikkur centres, fortnights 1-6, 9 and 24 for thé
Cannanofe station, fortnights 1-5 and 24 for Kozhikode,
fortnights 1«6, 18 énd 24 for Quilandy and fortnights
1,;3, 4, 5 and 24 for Manaﬁthody centres since most

of the data were zeros.



The rainfall probabilities and confidence
1imits for Kasaragod are presented in table 5.1.
It was found that during the earlier fortnights,
the probability of receiving rainfall amounts which
were less than 205 and 40% of the mean rainfall was
more, but it gradually decreased towards the period
of intensive monsoon rainfall and thereafter gradually
increased towards the later fortnights. In the 8th
fortnight, the probability of recelving 21,84 am or
more rainfall was 0.5363 while during the 13th fort-
night, the probability of receiving more than 328,5 mu
of rainfall was 0.9286. But during the 22nd fort-
night, the probability of receiving more than
10.6052 mm of rainfall is 0.7230. That is towards
middle fortnigpts, the probebility of receiving
high rainfall was more as compared to that in the
first and last few fortnights. The 80} lower confi-
dence limits were found to vary between 26,3374 mm
In the 9th fortnight to 511.1088 mm in the i4th
fortnight and then decreased to 11.9832 mm in the
" 22nd fortnight., The upper 80% confidence- limits
ranged from 46.2055 mm during earlier fortnights



Table 5.1

Rainfall probabilities and canfidence limits - Kasaragod.'

Confidence limita

Probabilit
:g;ﬁ; Dis};tzzsian P1 |Bz 21 ZE Egi:fall g;i{::i:l of 1‘9621‘\"113':5 80% limits 9% limits
(e) Trmm) RN
Lower Upper Lawer Upper
Nnmit 1limit limit 1imit
1 2 a & 3 [ T ) ] g 1] 1% [
21.8400 0.4637
8 Gamma 36.4000 29.1200 0.5643
43,6800 0.7122
50,9600 0.7652
. 21.3584 0.2365
9 Rastnormal 0.1499 2.4507 0.9553 0.5080 35.5973 28,4778 0.3398 26.3374  46.2055 23.8554  49.6037
: 42,7168 0.6401 .
49,8362 0.7634
89.1478 0.2265
10 Rootnormal 0,1527 2.1612 00,9642 0.9214 148,5797 115.86%8 0.3557 112,1139  190,1321  102.2967 203.4042
. 178.2956 - 0,6443
208.0116 0.7734
247.2000 0.1690
1 Normal 0.1189 2.9210 0.8509 0,1637 413,0000 330,4000 0.3159 371.0216 454,9786  358.5979 467.4022
495 ,6000 0.6840
575, 2000 0.8309
331,8000 0.1804
12 Normal L0.0119  1.9285 0.2695 1.2538 553,0060  L42,4000 0.3239 494.0553 611.%448  476.6101 629.3839
863.6000 0,.6760
774.2000 0.8195
©, 328.5000  -0,0714 L.
13 Noraal Q.5303 2,5532 1.7969 0,3817 547.5000 438,000 0.2319 511.,10B8 583,8912 500.3386 594.6615
&857.0000 0.7681
766.5000 0,9286
i 338, 4000 0.14%0%
14 Noraoal 0.3892 2.7531 1.5395 0.0761 564,0000 4651,2000 0.3025 510.9048 617.0952  495.1909 632.8091
N 676,850 0.6973
785.6000 0.3493
220.127% 0,0476
15 Rootnormal 0.4628 3.2161 1.6788 0.5850 385,8792 293.5034 0,2021 325,3101 410,946%  313,4866 424,4682
' 440,2550 0.7979
513.,6309 0.5524




Table 5.1 contd.
Rainfall probabilities and confidence limits -~ Kagaregad,

0.7210

Probability Confidence 1limits
Mgt CHimer R P 1 T2 B Seeemist womeryens 50% Lisits 50% Liuits
- (em) {(x mm) rainfall Lower Upper Lower Upper
C limtt limit limit Llimit
] 2 3 54 -3 & - ] 2 & ja [ 1z a3
: 159.1670  0.0714
16 Reotnormal C.0597 2.6585 0,6030 ©0.2113 265,2784 212.2227 0.2319 231.1929 301.7068 221.5544 312.9373
* 318.3341 0.7681
371,3898 0,9286
90.77056  0.1499
17, Rootnormal 0.2586 2.2799 1.25h48 0.7518 1451,2843  121.0274  0.3021 124.1994 181.0386 116.6954 150.3565
181.5412  0.6979 '
. 211.7980  0.8501
. 72,7735  0.2191
18 Rootnormal 0.0095 1.9007 0.240% $.20934 121,2801 97.0313  0,3492 92,4926 153.9458 84,7103 184,351
145,5869  0.6508
169.6047  0.7809 ”
. 51.5146  0.1995
19 Rootnermal 0.0713 '2.1380 0.859C 0.9545 85.8577 68.6852  0.3365 66,9636 107.0664 61.8156 113.7871
103.0292 0.6635
120.2008  0.8005
51.4910  0.1675
20 .. Rootnormal 0.0119 2.5495 0.2689 0.3669 85.8185 68,6547 0.3149 69.1676  104.2403% 64,5794 110.,0321
- 102.9821 0,6851 i
120.1458 0,B325
. 17.0409  0.2646 .
21 Roctnormal 0.5655 2.8226 1.8623 0.0230C 28.4015 22.7212 0.3756 20.0028 38.2096 17.7874 41,3826
34.0818  0,5234
39.7621  0,7354
. 30.6052  0.27%0
22 Rostnormal 0.5589 2.3852 1.8449 0.6015 17,8754 14,1403 ,0,2848. . 11,9832 24,3996 10.4963 26,5876
- 21,2105 0.6152 ' :
2h, 7456

08
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to 617.0952 mm towerds the middle fortnights and
then decreased to 24,3996 mm towards the later
fortnights., Similarly at 907 confidence level 9th
fortnight had assured rainfall of 23,8554 mm, it
reached a maximum of 500,.3386 during 13th fortnight
and then decreased to 10,4963 mn in the 22nd fort-
night. The upper limit varied between h9;6037 mm
in the 9th fortnight to a maximum of 632.8091 mm in
the &4th fortnight and then decreased to 26.5876 mm
in tﬁe 22nd fortnignt.

At Irikkur, the probability of recelving an
amount of rainfall which are above and below 2033%
and 403 of the.average are pfesented in ¢oluma 9 of
table 5.2. It waa noticed that the probability of
high rainfall was more during the 14th and 15th
fortnights when compared to other fortnights. During
the 14th fortnight, the probability of receiving
an agount of rainfall which would exceed 333.4067 mm
was 0.9354. This probability was found to decrease
towards the-beginning and at the end of the fort-
nights of the year. The varlation in the 83% and 90%



Table 5.2 )
Rainfall probabilities and confidence limits - Irikkur.

o 5 . ‘Probability Confidence limits
ort-  Distribution Z Z Mean Rainfall of receiving
night fitted 7 A 2 1 - 2 rainfall emounts . X mm Or less 80% limits ~ 90¥ limits
' - (ma) (x mn) - rainfall Lower Upper Lower- Upper
) 2 3 A ] [ v ) 9 limit Umit liﬂit llmits
. T L 3 LE-]
39,7099 0.3955
8 Gazwa 66.1833  52.9467 0.4888

79.&?99 0.6345
92.6567 0.6908

34,4992 0.1841
9 Rastnormal 0.0247 '2.910% 0.3878 0.1483 57.5986  545.9989  0.3264 45.5245 70,8418 42,2439 75.0535
68.9983 06736
80.4980 0.8159 ' -

BB.1410  0.2090

10 Rootnormal 0.0326 2.,1195 0.5659 0,9810 146.5016 117.5213  0.3427 113.4793 184.5987 104.4075 196.5752
176.2819  0.6573

. : " =205.6622  0.7910

. ' : 159.2440  0,1611 . _

1 Rgotnormal 0.0968 2.7109 0.7679 0.1364 265.4067 212.3254  0.3103 215.5780 320.3900  201.8193 337.6512
318.4880 0.6897
371.5664  0.8389

283.8800 0.2242 B
12 Normal Q.0342 -2,0003 0,5742 1.1512 473,1334  378.5067 0.3524 412,3495 533.9173 394,361 551.9068
’ 567.7601  0,6476
662,3868 0,7758

\

396,77¢0  0,215%

13 Normal 0,4322 2,9286 1.6222 0.1744 661,2833 529.0266 0,3469 579.5360 T743.0306 535.3423 767.2253
793.5400 0.,5531 ’
925.7966  0.7845

333.4061 . 0.0646 ) . :
% Rsstnormal 0.183%4 3.8812 1.0738 1.2492 355,.6765 4445415  0,2239 486,.6607 629.2679  467.1122 651.9250
! 866.8123  0,7761
777.9677  0.9354

. 184,5653  0.0893 .- .
15 Rsotnarmal 0,0012 2.8386 0.0856 0.0459 307.6088 246,0870 0.2506 . 264.6745°7353,7688  252.5863 368.0488 1)
' ' 69,1306  0.7434

430.6523  0.9107

.




Table 5.2 contd.
Rainfall probabilitfes and- confidence limits -~ Trikkur.

Fort-

Distritution

}

night fitted ! Fx Zy 2y ﬁ:i:rall' Hainf:11 Pgﬁbab:il:y . Confidence limits .
i ' (mm) a?3u§m§ : m;egr Iegg 80% limits 90% limits
) raiafall Lower Upper Lower Upper
limit limit lipit = 1limit
) 2 3 4 = G " 8 2 o 1 12 3
42,9704  0.2681
16 Normal 0.46€3 2.351C 1.6851 0.6504 238.26840 430.6272  0.3786 200.7637 275,8043 , 189.6593 285,9087
. 285.94508 0.6214
333,.5976 0.7319
) 79.64463  0.2930
17 Normel 0,4508 2,1928 1.6568 0.8763 132.7405 106.1924  0.3927 109,0099  156.4711 101.9867 163.4643
' 159.2886  0.6073 ° ‘
185.8367 0.7070
69.7800 0.2816
18 Normal 0.1614 2.2751 0.9944 0,7588 116.3000  93.0400 _ 0.3862 96.7137 35,8863 90.9170 141.68%
. 139.5600 0.6138
162.8200 0,7184
M -
85.1495  0,2021
19 Rostnormal 0.2679 1.7738 1.2772 1.4747 141,9158 113,5326 0.3383 110,49483  177.2331 101.9419 188.4326
170.2990  0.6617
198.6821  0,7979
85,4666 00,2647
20 Normal 0.2951 2.5%03% 1.3406 0.3943 142.L443  113.9554 03767 120,3796  164,5090  113.8494 171.0392
170.9332  0.6253
177.b220  0.7353
42,5500 0,3009 .
21 - Normal 0.2509 2,1765 1.2380 0.8550 70.9167 56,7333 0.3970 57 .6843 24,1490 53,7681 88,0652
85.0539 0.6030
99.2833 " ¢.8991
5.3650 0.2572
2z Lognormal - 0.0973 4.6467 0.7697 1.6562 ‘B.9416 7.1533 . 0,3950 5.5320 16,1309 4,7685 16.1337
' 10,7299  0.6050 .
. 0,7028

12.3182

£B
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assured rainfall was from 5.5320 mm in the 22nd
foétnight to 579.5360 mm and from 4,7685 mm to
555,3423 mm respectively in the 13th fortnight.

At Cannanore, the probability of ;edeiving an
amount of rainfall which would be less than 405 of
the meen rainfall in the corresponding fortnights
wvas found to be more durlng the earlier and later
fortnights of the year. in the 7th fortnight, the
probébility of receiviné én amount of rainfall less

than 26.89 mm was asg hiéh as 0,8167 while in the
15th fortnight, probability of receiving a rainfall
less than 158.9027 mm was still higher. Thus a
consziderable increase in the probability of precipi-
tation was noticed towards the fortnights of the
ac¢tive ponsoin seassn and theresfter it gradually
declined., 1In the 235rd fortnizht, there was a very
'small probability of 0.3473 for getting 6.0588 mm
rainfall or more. A minimum assured rainfall of
2.5189 mm at 80% confidence was noted ddring the
23rd fortnight while the meximum of 467.9832 mm was

observed during the 13th fortnight. The upper 80}



Table 5.3
Rainfall probabilitles and confidence limits - Cannanore,

0 Frobabllity Confidence limits
ment  ritted hooh “ 2 3Reall  mmones x o or less B3% 1limits 90% limits
B (mm) {‘x ‘om) ralnfall Fp— Upper T lower _Uppe'r
' Z 3 4 5 6 n 8 2 Limit,e  1imity limitp " limit ,q
15.8100 0.6160 )
7 Ganma ) 26.3500 21.0800 0.6855

31.6200 0.7821 -
36.8900 0.8167

] 14,1626 0.2349

8 Rootnormal  0.1584 2.2549 0,9821 0.7732 23.6044 18,8835 0.3588 17.5234 30,6779  15.7652 32.9425
) 28.3253 0.6412
33.0462 0,7651

74,3506  0.2471.

10 Rootnormal 0.5209 2.6203 1.'}810 0.2639 123.9178 99.1341 0,3662 91.1390 161.7217 82.4017 173.8738
148,7011  0.8338
173.4848  0.7529 -
215.7800 0.2680 ’

1 Normal ‘0,1459 2.4720 0.9424 0.4776 359,6333 287.7066 0,3785 '303.0612 416.2254  286.2926  432.9742

431,5600 0.6215
503,4867 0,7320

266.9665 0.0416 ‘
12 Rootnsrmel  0,1574 3.1040 0.9789 0.54250 5444,9442  355.9553 0.1932 396.3370 496.3621  382.4904 512.1187
‘ 533.9330 0.8068
622.9219 0.9534

315,.%25¢ 0.1882 .\
13 Normal 0.4279 2.8159 1.6141 0.0192 525,8750 420,7000 0,3292 467.9832 583.7668 450.8488 600,9003
£31.0500 0,6708
736.2250 0.8118
286.3692 0,2060
14 Normal 0.1519 1.8283 0.9616 1,39638 477.2819 381,8255 0,3408 420.6293 533.9345 403.8625 550.7013
: 572.7383 0.6592
668.1946 0.7940
158.9927 0.0955
15 . Rostnormal 0.156%% 2,2369 0,9904 .0.8133 264.8379 211.8703. 0,3566
. 317.8055 0,7434
370.7731  0.9044

X 226.8526 -305.7621 2186,1742 318.4375
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Table 5.3 contd.
Rainfall probabilities and canfidence llaits - Cannanore.

Fort-

Distribution B Bs

z, Z,  Mean Rainfall Probability Confidence limlts
night fitted rainfall smounts of receliving
(zm) (x om) x me or less 80% 1imits 90% limits
raingall Lower Upper Lower Upper
1 2 2 4 5 & el 3] i) 15‘.“.1:'1: llﬂit 1151‘?t 1l;u-]\it
109.2359 0.1332 ’ :
16 Rootnormal 0.0009 2.0809 0.0759 1.0361  182.0931 1456745 0.2892 151.5886 215,3923  143.0964 225,7833
. -218.5117  0,7108
254.9303 0.B668
. 52,6700 0.2260
17 Rootnormal  0,5311 2.8151 1.7984 0.0123 87,7833 70,2266 0,3535 66,5173 111.9944  60.7882 119.7246
: 105.2406  ©.6465 ) :
122.8966 0.,7740
, 55.3397 0.2287
18 Rootnoraal 0.1067 2.5411 0.8062 0.3790 92,2328 73.7862  0.35%1 ' 69.3994 118.2680 63,2557 126.5874
110.6794  0.6449
129.1259 2.7713
51.0100 0.3244
19 Normal 0,3275 1.8126 1.4121 1,4192 85.0167 £68.0133  0.5099 65,8425 103,1908 61,4537 108,5696
102,0200 Q.5901
' 119,0233  0.5756
68.6761  0.2127
20 Rootnormal 0.0137 1.8423 0.2889 1.3768  114.4502 91.5682 0.3451 87.5727 144,3950 80.7945 153.9141
137.3522 0.6549
160.2443 0.7873
37.2000  0.5349
21 Gazma 62.0000 49,6000 0.6016
74,4000  0.6590
86.8000 0.7360
. 3.6199 0,3076
22 Lagnoraal 0.2611 1.78298 1.2118 1.4932 6,0332 4,82656 0.4008 *3.8198 9.2632, 3.3098 10.4778
7.2393 0.5992
8.4463 0.5924
] 2.5966  0.3473
23

Lognorpal 0.6140 1.8789 1.9336 1.324€ 4.3277 3.4622 0.4222 2.5183 T.0665 2.1323 - 8.1201

5.1932 0.5778
6.0588 0.8327
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confidence limits ranged from 7.0665 am to 583,76G3 mm.
The 90% lower confidence 1limit hed a value 15,7652 rm
during the 8th fortnight, it reached a maximum value
of 450,.8498 mm in the 13th fortnight and then declined
to 2.1123 mm during the 23rd fortnight. The upper
1imits at 90% confidence ranged from 8.,1201 mm 1o
600.9005 mm during the above period.

Rainfall amounts wﬁich are above and below
20% and 40% of the average quaﬁtity together with
their probability and the confidence limits of
estimated mean for Kozhikode centre are given in table
5.4, It was seen that at Kozhikode, there would hé
a non negligible chence (0.3214) of getting low rain-
fall during the 6th fortnight, the expected precipita-
tion belrng less than 2.8521 mo vwhereas in the 12th,
13th and 14th forinights, there were morce chances of
getting very high rainfall say over 450 mm. The proba-
bility of high rainfall increased from 0.6716 in the
6th fortnight to 0.8105 in the 13th fortnight and
then reduced to 0.7079 during 23rd fortnight. The
80% lower confidence limits of rainfall ranged from



Table 5.4

Rainfall probabilities mnd confidence limits - Kozhiksde.

Fort-

Distribution ~ ﬁ B Zq Z2 Mean Ratnfall Prabablility Confidence limits
night ritted rainfall - amounts of receiving 80% limits o0% limits
(&) (x am}  x o3 or less Lower  Upper Lower  Upper
: 2 3 8 5 G . g relnfall limiz  lpit lait Mot
2.8521 0.3284
6 Lognoraal 0.3551 1.7547 1.4704 1.35019 47535 3,8028 04121 2.9209 7.4423 2.5002 8.4577
5.7043 0.5879
5.6550  0.6716
30,5000 0.4998
7 Ganma 51.0000 4L0.8000 0.5819
61,2000  0.7297
71.5000  0.782%
N 21.9688 0.1735 -
8 Rootnarmal 0.,1806 2.4943 1,0486 0.4458 36.6147 29,2918 0.3192 29,2264 44,8101 27.1945  47.3903 °
43,9376 00,6808
51,2608 0,8264
39.5383 0.1955
9 Rostnormal 0,1925 3.,0808 1,0827 0,.2917 65.8972 52,7176  0.3340 51,7849 81,7080 47,9339  86.7131
79.0766 0.6660 S~
- 92.2561% 0.8045
137.1800 0.3011
10 Normal 0.2563 1,9265 1.2492 1,2656 228.6333 182.9067 0.3972 185.9148 271,3518  173.2719 283.9947
274.3600 0.6028
%20.,0866 0.6989
225,6000 0.2177
11 Normal, 0.2566 3.0722 1.2501 0,3795 376.0000 300.2000 0.3u83 329.0533 422,9467 315.1550 436.8410
451,2000 0,6517
526, 4000 0.782%
. 267.1290 0.1902 .
12 Worzal 0,1422 2,1916 0.9304 0,E780 445,2000 356,1600 0.3305 395.7753 494,6247 ' 381,1477 509.2523
534, 2400 0.6695
623.2800 0.£098
283,£250 0.1845
13 Norzal 0,3787 =2.7471 1.5185 0.0848 472.7084 378.1657  0.3301 ‘420,787 525.0294  404,9027 540.5141
567.2501 0.6700
£61.,7918 0.2105
. . . 252.,0200+  0,2218 .
14 Normal 0.2743 2.3939 1.2925 0.5891 420,2333 336.0267. 0.3509 366,6282 473.438% 350.8226 489.2641
504 0400 0.6491
588,04856 0.7782
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Table 5.4 contd.
Rainfall probabllities and confidence iimits - Kozhikode,

* Fort- Distribution 91 ﬁz Z, Z, Mean Rainfall Probability Contidence limits
night fitted rainfall amounts of receiving 80% limits St limits
(om) (x mm) + x mm or less
rajinfall Lower Upper Lower Upper
t 2 3 1 5 & el 3 o 1J,|mit liigit llgzal.t 1imit
157.1250  0.,2064 ' . o -
15 Normal 0.1603 1.9473 0.9879 1.226% 261.8750 209.50C0 0.3411 230.7416 203.0084 221.5274 302.2226
i 314,2500 0.6589
366.6250 0.7936
105.2600 0.2162
16 MNormal 0.1185 2.5610 0.8495 ©.3505 182.1002 145 ,6800 0.3474 159.5107 204,6893 152.8252 21,3748
218.5200 0.6526 -
_ 254.9400  0.,7838
- 65.1450 0.3164
17 Normal 0.5567 2.4922 1.8411 0.4487 108.5750 86,8600 0.,4056 854452 130,7048 79.8957 137.2543
130.2900 0. 5944
152.0050 0,6835
64.6042  0Q.2645
18 Rostnormal 0.1829 2.5913 1.0554 ($.3072 107.5737 85,1390 0,3647 79.2324  140,4247 71.6409 150.9396
129.2084 0.6353
150.74%2 0.7555
52.6787 0.15M1
19 Rootnormal 0.0001 2,484 D.0232 0,4542 87.7978 70,2382 0.3074 71.4434 105.8152 66,9222 111.4666
105.3574  0.£926
122,9169 0.8429
4 64,4925 0.1779
20 Roostnermal 0.0001 2.3628 0.0167 0©.6336 107.4875 85.9920 0.Z222- 86.0101 13,3562 80,1124 128.8789
128.9850 0.6778
150.4825 .0.8221
39,0969 Rel VYl .
21 Rootnormal 0.0229 2.2349 0,3735 0.81867 65,1615 52.1292 0.3648 48,0943 84,8155 43,5392 91,1284
: ; 78.1938 0.6352
91.2261 0.7553
10,7713 Q.2778
22 Rootnormal 0.4186 1.8760 1.5966 1.3287 17.9521 14.3617 0,3840 12.20817 25,7303 10.7065 26.9347
! 21,5425 0.6159
2%.1329 0.7222
15,2449 0.2921
. 23 Rootnareal 0.3764 11,9194 .1.5140 1,2668 25,4082 20,3266 - 0.3922 16,8681  35.6397 11&.&332 38.9883
30.4808 0.60678
35.5715 0.7079

68
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2,9209 mm to 420.3874 mm while the upper limits
ranged from 7.4429 mm to 525.0294 mm. The lower
limits at 90% confidence ranged from 2.5002 mm €9
hoh.992f mm while the upper limits ranged from .
8.4577 mm to 540,5141 mm. The maximum assured rain-
fall would be expected in the 13th fortnight followed
by 12th and 14th fortnights of the year.

At Quilendy, the largest amount of rainfall
was received during 12th, 13th and 14th fortnights,
During 12th fortnight, the expected probability of
receiving 722,6915 mm of rainfall or more would be
9.2101 while during the 13th fortnight, the proba-
bility of receiving a minimum rainfall of 683,97 nn
amount to 0,2078. 'But in the next fortnight, the
probability reduced to 0.0497 for a minimum e2mount
of‘665.3891 mz rainfall, It indicated that rela-
tively high rainfall would be expected during the
12th fortnight when compared to the other two fort-
nights. The 80% confidence limits hed lower and
upper 1imits of 24.2711 end 45,0118 ﬁm during ist
fortnight, 453.8586 mm and 578.5580 mm during 12tk



Table 5.9

Ralnfall probabilities and csnfidence limits - Quilandy.

E‘lix:;c]; Disgﬁgggian B Pz Z, z, Mze:ainf n Rainfgll Zobzbili.‘i;zv Confidence limits
® ) ] (:m? a?:uam? % m:l: :i 1225 8% limits 9% limits
rainfall
lawer . Upper, . ... Lower Upper.
- e . oo o co 1imit iimit limit  limtt
i 2 ) A 3 [ 7 8 9 1a R\ { da, ()
20,3222 0.2562 T
7 Rootnsrmal Q.0763 1.7996 0.6816 1.4378 53,8704 27.0963 0.3717 24,2711 55.0%18 21,7258  48.6049
40,6415 0.6283
: 47,4186 0.7438
22,0332 0.2228 . !
a Rootnormal 0.1539 2.3047 0.9746 0.7165 36,7220 29.3776 0.3315 27.7031  46.9712 25,2698 50,2405
. ’ 44,0654 0.6485 :
. 51,4108 0.7772
34,4750 0.1936
9 Roatnoraal 0.0757 2.9717 0.6788 0.2360 57.4650  45.9720 0.3327 £5,0404  71.37200 41,6475 75.7721
68,9580 0.6673 '
80,4510 G.8064 . B
- 98,5541 0,0376
10 Lognormal N 0,0516 2.6032 0.5606 0.2903 154,3235 131.4583 0.1868 124,2887 217.2540  114.4304 235.9706
197,1882 0.8132
230,0529 0.9624
. 218,2676 0.1768
11 Reotaorzal 0.1983 4.0008 1.0989 1.7055 365.7794  291,0235 0.32%4 297,2263 464,3692  271.2949 469.7615
436.5353 0.6786
509.2912 0.8232
. 309.7250 0.2101
12 Hormal Q.4506 2.6109 1,6580 0.2792 516.2083 412.5668 0,3434 453.8585 578.5580  435,4057 597.0108
619, 4499 0.5566
722.6315 0.7859%
253.1300 0.2073
3 Narmal 0.8196 2.9307 1.9425 0.1774 488.5500 . 390,8400 0.3420 430.1194 546.9806  412,8264 584.2736
586.2600 0.58380 )
£83.9700 0,7922
285.1667 0.0497 . .
14 Rootnormal 0.0815 2.9921 0.7045 0.2631 U75.2779 ~ 380.2200 0.2050 "520.7555 533.1209 405,2561 550,8768

570.3335 0.7950

665.3891 0.9503

16



Table 5.5 coantd,
Rainfall probabilities and confidence limits - Quilandy.

Fort- Distribution

ﬁ [ 1 Z, Mean, Rajnfall  Probability Confidence limits
nlght fitted . rainfall agoimts of receiving
{mm) {x om) ¥ mm or less 80% limits 90% limlts
rainfall = =
- Lower Upper Lower  Upper
1 py 3 4 5 5 o) ) 2 o lieit 1init Limit  limic
LA i T L]
N 163.4225 0.1571
15 Rostnornal G.2367 2.2254 1.2004 0.8298 272,3708 217.8966 0,3074 222.2050 327.6382 208.3%64L  344.,9733
326.8450 C.6926
381.3191 0.8429
- 128.2100 0.2364
16 Normal C.5426 2.7750 1.8177 0.0L45 213,6833 170.9466 Cc.3598 184, 7074 242,6592 176.1318 251.2348
256.4200. 0.6402
) 299,7566 0,7636 ,
i 39.7652 0.08835 .
17 Lognormal 0.0439 2.2479 0.5168 0.7977 66.2753 53.0202 0.2498 48.9772  89.8830 4h, 7834 98.0814
79.5304 Q.7502
92.7854 0,.9115
. 58.0966 0.2049
19 Rootnormal g.4214 ?.5845 1.6019 (.31&9 96.8277 77.4622 0.3407 75.0749 121.3121% £9.1509 129.0824
N 116.1932 0.6539 !
135.5388 0.7951
83.4734 0.1966
20 Rootnormal 0.01017 1.9164 0Q.2477 1,2710 13G9.1224 111.2979 0.3347 108.9808 172.9098 100.7594 183.6086
166.5669 C.6653
194.7714 0.8034
. 35.9909 0.2646
21 Rostnormsl 0,5702  2.8084 1.865& Q,0028 59.98587 57.9878 0.37656 42,5685 80.3228 37.9742 86.9022
: 71.9818 0.6234
83.9787 0.7354
57.2734 0.6392
22 Gamma 71.3917 71.3917 0.6931
85,9100 2.737
100.2284 Q.7735
L.5413 0.3215 -
23 Lagnormal 0.1597 1.5635 1.0164 1.7749  7.5689 6.0551 0.4083 L5.4565 12,4568 3.77462  14.3759
) ' ' . 4.0827 0.5917
10.5563 0.6784

%
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fortnight and 4.456% mm and 12,4568 Qm in the 23rd
fortnight. The assured rainfall at 90% confidence
ranged,froﬁ 3.7742 mﬁ in the 23rd fonﬁnight to
435,4057 mn in the 12th fortnight.,

At Mananthody, the maximum rainfall was
received during 13th and 14th fortnights. During
14th fortnight, the probabllity of high rainfall
which would be more than 589.4 mm was 0;2265 whereas
in the 13th fortnight, the probabllity of rainfall
which would be greater than 786.9866 mm was 0,2342,
Hence a high rainfall would be expected during the
13th fortnight than during 14th fortnight. The 804
and 90% assured rainfall ranged from 3.3487 to
479.3668 um and 2,8950 to 454.8714 mm respectively,



Table 5.6

Rainfall probabilities and cinfidence 1imits - Mananthody,

Fort- Distribution p ’ ﬁ ‘ 21 22 Mean Rainfall Probability Confidence_ limits
night fitted i i rainfall amounts of receiving 0% limlits 90% limits
om (% mm) x mm or less .
rainfall Laowar Upper Lower Upper
1 “ 3 4 [ G ] & 9 limit lipit Limit limit
o L — ¥ T
2.2393  0.4092 ®
2 Gapma 3.7333  2.9867  0.5334
4.4799 0.7189
5.2267 0,7841
7.1523 Q.2788
& Rootnsrmal 0.6032 2.1273 1.9167 0.9698  11.9205 9.5364 G, 3847 * 7.9866 16,5667 6.9589 18.0783
14,3046 0.6153
16,6887 0,7212
22.9626 ©.1902 ]
7 Rootnarmal 0,0014 2.,0700 0.0926 1.,0516 3B.271G 30.6168 0.3305 30.0343 47,4761 27.7822 50.3861
45,9252 0.6695
:+ 53.5754 0.£038
25,8069 0.1950 .
8 Rootnormal 0.0026 2.2173 C.1252 0.8413 43,0115 34,4092 0.2337 33,6055 53,5470 31.0383  96.8816
51.6138 0.6563
62.2161 0.8050
21,7116 0.12a7
9 Lognoraal 0.5077 3.4768 11,7583 0.9573 36.1860 28.9488 0.2856 26,2490 49,7469 23,8535 54,6381
43,4232 0,7144
50,6504 0.8713
49,7276 0.1859 o
19 Rootnormal 0.1319 2,4067 0.8962 0.5708 B2.5793 86.3034 20,3276 65.5873 102.1631 60.8520 108,2552
$9.4552 Gc.6724
116.G310 0.8141 )
101.5850 0,2530 .
11 Normal 0.3424 2.9260 1,439 9.1707 1649,3083  135,4465 0.373% 143.7983 194,8183  136.2484 202.3682
203.1700 0.6257 .
237.0316 0.7410
175.3339 00,1395
12 Rostnormal 29.0560 2.3384 0,5839 0.6684 292.2233 233.7786 09,2941 242,0301 347,1427  223.0813 384,3028
50,5580 0.7059
£09,1125 2.5505
. 337,2300 0,2562
13 Hormal 0.6117 2.8914 1.9300 0.1214. 552.1333  445.7067 0.3704 479,3658 844,3%98  L5L.8714  669.3951
575,353 LE285 .
785.9866 0.7453
i 252,6000 0.2265 (I?
14 Normal 0.1848 2.6420 1,0608 0.2348 21,0000 336.8000  0.3538 - -  366.3711 475.6290 - 350.2033 491.7968 e
505,2000 0.5462
589,5000 2.7735




Table 5.6 contd,

Rainfall probabilities and sanfidence limltz - Mananthady.
Fort- Distributisn ﬁ P Z, Zy Mean Rainfall Probability Confidence limits
night fitted 1 2 rainfall ampunts of receiving
(mm) (x mm) Jrc‘aiiﬂf:i-lless 80i% limits 90% 1imits
Lower Upper Lower Upper
i 2. 3 & 5 6 7 - B 9 Umitye limits. lmityp .limitya
161.9318 0.09% ) -
15 Rootnormal 0.2723  3,1629 1.2876 0.5091 269,836L 215,9091 0.2546 231.5362 3311.1763 220.7470 323,9557
323.8637 0.7454 v
377.8410 0.9066
116.7854 0.0231 .
16 Legnarmal 0.CH4T  2.5233 0.5215 0.4044 194,.6474  155.7179 0.0855 161,35691 234,7884 152,56585 248.1853
233.5769 0.9145
2725064 . 0.9569
45.9689 0.1506
17 Rootnormal .0.2346  3.0059 1.1957 0,2848 76.6143 61.2918 0.3026 62.8622 91,7268 59.0527 96.4599
91.9378 0.6574 ) -
107.2507 0.8494
45,6950 0.2020
18 Noramal 0.,5359 2.6183 1.2054 0.2684 76,1583 60.9267 ~0.3977 61.8532 90.4635 57.5155  §4.8972
91,3893 0.6023
106.6217 0.£980 .
36,7688 0.1393
19 Rootnormal 0.0286 2,6019 £.4028 0,2921 61.2813 4g,0250 €.2940 %0.5886 72.9803 47,6170 76.63%
7345376 0.7060
35.7938 0. 8507
- 51,8100 0.2814
20 Normal 0.6077  3.0431 71,9237 0.%373 86.3500 £9,080G C.3861 71.8201 100.8799 67.51%% 105.1801
e t o 103.6200 0,613
120.83900 0.7186 -
12.8744 . 1770
21 Lognormal 0.3481  2,5902 1.4580 90,3087 21.4573 17.1638 0.3215 15,1958  30.1396  13.7025 53,3025
25.7488 08,6735 !
30,0402 2.8230
i 5.2299 0.3073
22 Lognormal 0.1833 1.5529 1.0578 1.7501  7.0499 5.63499 0.4007 4,3770 11,0516 3.7717 12,5803
' ' M B.4599 0.3993 )
2.,8699 . _ 0.6927
3.13851 0.3149
23 Loagusroal 0.3478  1.8843  1.4352 1.3168 5.3102 4,2482 0.4048 3.3487 8,1563 2.8930 9.2228
. 6.3722 0.5952
T 4345 0.£3851

£6
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DISCUSSION

The aﬁount and distribution of rainfall
defermine the choice of the crop and cultivation
practices of a location. Though Kerala 1s vlessed
with south-west and north-east monsoon rains, the
State has experienced severe drought conditions
several times in the past, especially in recent
years. In Kerala, the percentage of net area
‘irrigated to nét area sown is negligibly small,
Though the State with its numersus rivers and
rivulets coupled with moderate rainfall provide
enormous irrigatlion potentialities, the present
level of exploitation is very low. Agriculture in
Kerala has now become more or less a gamble in the
face oflsouth-west and north-east monsoons. During
the kharif semson, all the major érops of Keralas are
grown mostly under rainfed coﬁdition and so any
amount of deficit or excess rainfall at critieal
pﬁases of crop growth would affect the crop and
dépress the yleld. Estimates of probable -amount of
rainfall that would be expected at particular periods
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are very helpful in working out the regional strategy
for agricultural development and in advising farmers
in operation management. The occurrence of rainfall
at a particular periocd 4n a locallity is beset with
uncertainty. Stochastic models of varying types are
fﬁerefore used for the study of the behaviour. of the
occurrence of rainfall in short intervals of time.
In this study, an attempt was made to characterize
'the behaviour of fortnightly rainfall in six selected
reporting stations of north Kerala bj the use of a
simple Markov éhain model and by fitting sultable
theoretical distributions. The results obtained in

fhe inveatigation are discussed below,.

.The study revealed that a first order

Markov chain model could represent the behaviour of
the fortnightly occurrence of wet and dry days in the
gselected centres throughout the croﬁ groving period
excepf in certain earlier fortnights. In sll the
centres, Pyp Was higher than P15 for all the fort-
nights indicating that there would be greater chance
for a wet day to be preceded by a wet day than by a
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dry day. The equillibrium probability of occurrence
of wet day (.Tl;) showed increasing trend at all the
centres upto the 12th, 13th or 14th fortnights and
thereafter recorded a steady decline. The distribution
of wet days in relation to the order of the fortnights
could be described by a quadratic polynomial curve
w;th an optimum lying some where in ‘the neighbourhood
of the 13th fortnight. This time actually coincides
with the period when the south-west monsoon becomes
most active, The expécted heavy rainfall during the
period usually has a depressing effect on erop grovwth
and yield; low lying lands get submerged under ﬁater,
rivers overflow and crops are damaged., South-west '
monsoon commences in the month of June and continues
till September. The commencement of southrwest
monsoon is usuaily accompanied by heavy showers,

A significant difference bgtween any two earlicest
consecutive values of p,, (or py,) in the anticipated
tine scale indicates the probable start 6f monsoon
ra%ns. It could be seen that at all the centres,

the likely commencement of south-west monsocon was
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in the 11th fortnight (1st week of June), The inten-
sity of south-west monsoon wag_found'to decline
gradually after the 14th fortnight and was completely
weakened by the 19th fortnight. North-east monsoon
was active in the months of October and November.

But in .northern Kerala, the contribution of north-east

monsoon towards total rainfall was negligibly suwall,

Realistic estimates omn fhe expected lengths
of wet and dry spells were not‘available for the
‘first six forinights and the last two fortnights of
the year owing to extremely larger proportion of
ary days in comparison with wet days., 1In particular,
practically no precipitation was recorded in the 3rd
fbrtnight of the year all over the reporting stations
during the entire sequence of years indicating that
the 3rd fortnight of the year could be regarded as
the most dfy fortnight of the year, The probability
of rain in the first six fortnights was found to be
extremely sﬁall. The values of P2 and Poo Were
found to be negliigibly small In the summer months
1hdicating the need for strengthening the irrigation -



154

facilities. The expected length of dry runs in the
other fortnights varied between 1 to 14 days whereas
that for the wet runs varied between 1 to 11 days,
Thus it could be seen that after every 1 to 11 conse-
cutive wet days, a dry day ls expected to occur
whereas affer every 1 to 14 consecutivq dry days, a
wet day 1s expected to occur. I1f ve designate a
fortnight with greater expected lehgth of wet spell
than that of dry spell as 'wet', then all the fort-
nights in the range between sl. no. 11 to sl. no. 16
could be considered to be wet at all the centres,
But at Kasa?agod and at Irlkkur, the wet fortnights
extends further to foritnight no. 17 also. Thus the
timespan from 19th fortnight to 17th fortnight could
be considered t9 be the wettest period of the year

in northern Kerala,

The-number of days to attain equillibrium
in variosus fortnights at different centres varied
from 5 to 15 days. This indicated that after 5 +to
15 days from the beginning of the fortnight, the
probability of a day being dry.or viet would be

~



independent 5f the initial conditlon of the weather.
The equillibrium probability f&r a wet day was mpaximum
in the 13th fortnight in most of thg centres except at
Quilandy and Mananthody where the 1&tﬁ fortnight
recorded the highest equillibrium probability. fThus
the month of July which include these two fortnights
could be considered to be the wettest month of the
year, Anon (1976) has reported that 46 of the total
ra;nfall recelved in Kerala was contributed by the
rainfall received during the months of June and July.
In northern Kerala, the estimates were found to be

'still higher.

The results on expected number of wet and dry
days in different fortnights at different centres
exhibit certain digtinct characteristics, At
Mananthody, a sufflclently higher number of ralny
days (about 4 per fortnight) could be expected in the
7th and 8th fortnights of the year while at Kasarnagod,
& maxinun 2£ 1 or 2 ralny days alone could be expected
during the entire month of April, 'In the 9th fort-

nlight als>, there had been better expectation for



rainy days at iMananthody, Calicut and Irikkur when
compgred to that at Kazaragod and Cannanore. But

by the 10th fortnight, the distribution of rainfell
becomes more or less even in all the céntres.
Expected rainfall during the 11th fortnight at
Mananthody wes significantly lower than that at the
other centres. Kasaragod and Irikkur experienced a
longer wet spell, during the peak period of monsoon
then the other centres. At Kasaragod centre, the
ekpectation of dry days in the 14th fortnight is
'anly 1 while 3«4 dry days could be expected at the
other centréé except at Irikkur. Kasaragod ang
Irikkur experience slightly higher number of rainy
days during the 16th and 17th fortnights also. Butl
towards the end of the north-east monsoon, Kasaragod
centre also experience drought candédltion along with
other centrezs. The distribution of north-east monsoon
was found to be almost uniform in all the centres,
The equillibrium probability of wet day during the
11th fortnight at Mananthody was only 0.5817 which
was significantly lower than that in the other centres.

At the 21st fortnight Kasaragod and Cannancre recorded
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very -low probability of rainfall when compared to

that in other centres.

The seasonwise analysis of rainfall data for
the compafison of éentres in respect of the pattern
of occurrence of rainfall revealed that the rainfall

pattern at different centres for the first season-
were different. During the second season, rainfall
pattern at Kasaragod, Quilardy and Maﬁanthady was
found to be similar as the corresponding chi-square
statistics were non significant for these centres.
It was also observed that Irikkur and Quilandy have
the same pattern of rainfall during the third season
as was evidenced by‘the non significant chi-square

value.,

It is interesting to note that there had not
been any marked dissimilarity among the centres with
regard to the state of .equillibrium condition..-In
-the first éeason, the minimum length of weather cycle
was noticed at Kozhikode. On an average, 6-7 vet
days could be expected in an interval of 10 days

during the firgt season while in the second season,



2-% wet days alone could be expected in a fortnight,
Length of weather cycle had also been drastically
increased on account of change from winter %o summer
season. The expected length of weather cycle during
the summer season varied between 17 days at Mananthody
to 42 days at Kasaragod.. The expected f£requency of
rainy days was greater at Mananthody and at Kozhikode
when compared to other centres Kasaragod, Irikkur
and Cépnanore. Thus there were lesser chances for
the occurrence of summer rains at these three places.
This clearly indicated the'need for strengthening
irrigation facilities at these northern most regions

of Kerala for getting better yield,

Among the different centres considered here,

" the highest mean rainfall of 661 mm was recorded at

Irikkur during the 13th fortnight. In other centres
also maximum rainfall was recorded either in the

13th fortnight or in the 12th fortnight.

At all centres, periods of high rainfall were
assoclated with low coefficient of variation indicating

greater consistency in the rainfall pattern during
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those periods, Maximum rainfall with minimun coeffi-
clent of variation was observed in the 13th fortnight
in all the centres except at Quilandy where 12th fort-
night satisfied the above condition. At all centres,
rainfall distribution showed high variability during
the earlier fortnights of the year. But variability
reduced considerably towards the middle of the yeer

and then showed a steady increase.,

The incidence of relatively high total annual
rainfall in Kerala during the past years has created
a wrong notion in certaln quarters that thefe is no
need for strengthening irrigation facillties in
Kerala. But this notion is based on the assumption
that the annual rainfall 1s evenly distributed
throughout the year. But the fact is that more than
2/3rd of the total rainfall is received during the
south-west monsoon season of four months from June to
September.' A most important factor is the timely
receipt of rainfall in the required amount at appro-
priate staées of crop growth, Thus the distribution
of rainfall over the season is more important than

its total intensity. The irrigation potential of
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the State should be properly egploited to cope with

the requirement.

Information on maximum and minimum expected
rainfall is 5f vital importance to the agriculturist
because 'he cannot undertake a particular agricultural
operation if the minimun assured rainfall ig a place
is not adequete. In such cases, he has to takg
decision on shifting agricultural operations suitably
so that all the operations f2ll in line with the

rainfall patfern of the region.

Aviar Singh and Pavate (1968) have reported
that in India, rainfall heingrconcentraﬁed only to
few months in an year and that it being not very
high, 4:7 confidence limits would serve the purpose.
However 9:1 confldence limlits ha&e also been given
for comparison. 1In all the centres except at Quilandy,
the 1st fortnight of July (13th fortnight) could be
considered to be the wettest fortnight where minimum
expected rainféll was the highest. This was followed
by the immediately preceding or succeeding fortnights
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ofufhe year. At Quilandy, the highest minimum
expected rainfall was recorded in the 12th fortnight
followed by the 13th fortnigsht. HMinimum assured
rainfall at Mananthody and at Kasaragod in the 9th
fortnight was relativély lower than that at other
cen@res. It is also interesting to notg that the
amount of assured rainfall at Manenthody during the
10th, 11th~and 12th fortnights were very low when
compared to that at other centres., Tﬁe minimun
expected rainfall during the 11th fortnight at
Menenthody was about 143 mm while that at Kasaragod
was about 371 mm.. The amount of assured rainfall at
Kasaragod during the 19th and 20th fortnights was
less than 70 mm while that at Irikkur exceeded 100 nm,

Upper confidence limits give the estiﬁates
of risk of obtaining heavy rainfall during a particuler
period. In most of the centres, the incidence of
heavy rainfall was concentrated arcund the 13th
fortnighf with Irikkur and Mananthody experiencing
'the greatest risk than the oéher places.

Probabllity estimetes reveal that in the
earlier fortnights (8th and 9th), there was slightly
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higher chance at Irikkur and Mananthody for getting
sufficiently high rainfall., In the case of later
fortnights, Kasaragod and Manenthody sre likely to be
more prone to drought conditions than the other

centres,

The results of the study exphasize the need
for providing adequate irrigation facilities for
successful farming during the early fortnights of
the year. Proper éurface drainage systems should .
be provided during the months of July ang August:
Supplementary irrigation should be provided during
the fortnight with inadequate lower 1limit of expected
rainfall. Sowing date should be so adjusted to cope
with the onset of monsoon and the occurrence of pre-
monsoon showers. Short duration varieties could be
coupled with delayed sowing at places where drought
conditions prevail especially during the 8th and 9th

«fortnights,



SUMMARY



SUMMARY

A study was undertaken to Anvestigate the
pattern of occurrence of rainfa}l end %o estimate
the rainfall probabilities and confidence limits
at six selected centres of the northern districts
of Kerala. The resﬁlts obtained from the study

ars summerised below,

The analysis ;f-daily rainfall data revealed
that the pattern of occurrence of wet and dry days
in a fortnight could be well described by a two state
Markov chain model. It was found that at all the
centres, there would be more chances for a wet day
to Se preceded by a wet day than by a dry day. The
systemr was found to settle down to a condition of
statistical equillibrium in which the étate QCCUpE=
tion probabilities were independent of the initial
condition of the weather. The number of days to
attain equillibrium in various fortnights at different
centres varied from 5 to 15 daysQ The state occupa-

tion probability at equillibrium for a wet day ( M. )
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shéwed a steady increasiﬁg trend towards the middle
of' the year and thereafter recorded a steady decline,
‘This probability was found maximum during 13th fort-
niéht in most of the centres. Since the number of
-wet days during the first six and the last two fort-
nights of the year were negligibly smell, the estimates
on. expected length of dry anﬁ wet spells vwere not
found to be reliable, The 3rd fortnight of the year
was found to be the extremely dry fortnight of the
year at all the centres, since the amnunt of rainfall
re;eived was negligible. The expected length of dry
runs in other fortnights varied between 1 to 14 days
whéreas_that for wet runs varied betwéeﬁ 1 to 11 days.
Atiall the centres except at Kasaragod and Irikkur,
thé fortnights in the rangé between serial no, 11 to
serial no. 16 could be considered to'bé the ‘wettest!
f@rtnights in the sense that these fortnights have
greater expected length of wet spell than that of
'dfy spell. At Kasaragod aﬁd Irikkur, the wettest
berioﬁ in the time span was from 11th to 17th fort-
nights¢
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For the comparison of centres in respect of
the pattern of occurrence of rainfall, the data were
analysed seasonally and chi-square test was applled.

It was found that 2:2p1 and 3C2p22 were non-signi-
2

ficant for Mananthody centre 1n the first season,
Kasaragod, Guilandy and M§nanthody centres Qith

second season and Irikkur and Quilandy centres in the
third season. Hence 1t may be concluded that during
the first season, the rainfall pattern was different
from centre t» centre while in the second season,
Kasaragod, Quilandy and Mananthody exhibited similar
pattern of rainfall. But during the third season,
simnilar rainfall pattern was seen only at two centres -

- viz. Irikkur and Gullandy.

Among the different centres cpnsidered, the

" ‘highest fortnightly mean rainfall of 661 mm was
received at Irikkur during the 13th fortnight. At all
other centres except at Quilandy, heavy down pour was
during 13th fortnight. At Guilandy, & maximum rain-
fall of 516 mm was recelved during the i2th fortnight.
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It was observed that the perlods of high
rainfall were assaciateé with low coefficient of
variation., At Guilandy, the minimum coefficlent of -
varietion with the maximum rainfall vas noﬁed in the
12th fortmight whereas at all other centres; it was
during the next fortnight. The coefficient of varia-
tion had high values during the early fortnights,
reduced considerably towards the middle 5f the year
and then increased gradually towards the end forie

nights.

It is a characteristic of the pattern of
rainfall in Indiz that the rainfall is restricted
only to few months in an year and has not been found
to be'very high. So in order to get the minimum and
maximum expected rainfall, the 4:1 confidence limits
would serve the purpose 2f the present study. How-
ever 9:1 confidence limits have also been given for
comparison. On the baéia of the minimum e#pected
rainfall, 13th fortnight recorded the highest amount
at all the centres except at Quilandy where the

highest minimum expected rainfell was recorded in the



12th fortnight. A study of the upper confidence
1imits revealed that in most of the centres, %he
incidence of heavy tainfall was concentrated around

the 13th fortnight.,

Probability estimates reveal thet in the
8th and 9th fortnights, the chences of getting
suffiéiently high rainfall at Irikkur and Mananthody
was slightly higherlﬁhen compared to other centroes.
In later fortnighis, there are more chances at

Kasaragod and Mananthody to prevail drought conditions.
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ABSTRACT

A study was undertgken with a view to
characterize the pattern of occurrence of rainfall
and to estimate the }ainfall probabilities and
confldence limits at six revorting stat;ons.or tﬁe
northern districtes of Kerala viz, Kasaragad, Irikkur,
Cannanore, Kozhikode, Guilandy and Mananthody. Dally’
rainfall data of the past 30 years were used to
investigate the pa{tern of fortnightly and seasonal
rainfall occurrence by fitting a first order
Markov chain model to the éequence of wet and dry
days. The rainfall probabilities and confidence
‘1imits were computed by fitting appropriate proba-
bility distributions to fortnightly rainfall amounts.

The results of the aﬁalysis.showed that
at all the centres, there were more chances for a
wet day to be preceded by a wet day than by a dry
day. Tﬁe.maximum expeoted length of wet spell ét
different centres was observed during 12th t9_14th
fértnight of the yéar. The state occupation proba-
bility at equillibrium for a wet day was als2 found



maximun during the same perlod. It could be seen that.
at all the centres, the likely commencement of south-

west monsoon would be in the 11th fortnight.

Suitedble probability distributlions from amﬁng

' normal, root normal, 1og normal and gamma distribution
were selected and fitted to fortnizhtly amounts of
rainfall. Rainfall probabilities of getting a fixed
amount or less oé rainfall were worked out together
with the 80% and 90% cofidence 1limits of the mean
fortnightly rainfall. The 3rd fortnight of the year
all over the centres was faund to bz the driest
fortnight and the 12th or 13th fortnight was found

to be the wettost fortnight of the year,

The results of the analysis emphasized tha
need for introducing drainage systems in fortnights
with more chances of heavy rainfall and providineg

supplementary irrigation facilitics during fortnights
with less chance of rainfzll, |





