
CONFOUNDED ASYMMETRICAL FACTORIAL 
DESIGNS CONSTRUCTION AND ANALYSIS

By

SANTY GEORGE

t h e ;s i s

Submitted in partial fulfilment of 

the requirements for the degree of

d l a s r t e r  o f  I k i e n c e  ( A g r i c u l t u r a l  S t a t i s t i c s ! )
Faculty of Agriculture 

Kerala Agricultural University

Department of Statistics 

COLLEGE OF VETERINARY A N D  ANIM AL SCIENCES 

Mannuthy -  Trichur 

1984
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INTRODUCTION

Factorial experiments is one of the Important 
developments in the field of design of experiments 
initiated by many statistical research workers In the 
beginning of the twentieth century* As the symmetrical 
factorial experiment need a large number of treatment 
combinations for its complete layout, it faced a lot of 
difficulties in the initial stages of its introduction* 
People who worked in this aspect were mainly Fisher,
Yates, Bose, Kishen, Hair, Rao, Das etc* In order to 
apply this design in a more efficient manner, a special 
technique known as confounding was Introduced by the 
aaros authors* After the introduction of confounded 
factorial experiments, the layout of the experiment and 
the efficiency of its analysis Increased considerably. 
Hence, this confounded factorial experiment became more 
prevalent technique in design of experiments especially 
in the field of agriculture* A lot of literature is 
available in this aspect by many authors* The prominent 
among them are Yates, Kemp thorns, Cochran and Cox, Hair, 
Roo, Kishen, Das etc*

The factorial experiment confounded or not confounded 
require the application of each factor in equal levels.
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Hence a large number of treatment combinations ore needed 
while making the levels of each factor equal, eventhough, 
we may not require all these levels in most of the 
situations* This means for the cake of balanced arrange­
ment an experimentor has to face lot of Inconveniences by 
way of taking unwanted levels of different factors. This 
certainly is a main disadvantage of the symmetrical 
factorial experiment.

Many research workers started thinking in this line 
and arrived at a common decision of including only the 
needed levels of the various factors under consideration. 
This means the symmetry of the previous factorial 
experiment cannot be maintained. Only the needed levels 
will be taken into consideration while taking the factorial 
combinations of various factors. This concept led to the 
introduction of asymmetrical factorial experiments. 
Confounding also is practised in order to reduce the block 
sice in aayntmetrical factorial design. The workers in 
this field are mainly Yates, Nair, Rao, Kempthorne,
Zelen, Good, Klshen, Srivaotava, hi. Das, Tyagi, sardana, 
Raghava Rao, Eanerjee, bean, John and many others. Host 
of these authors constructed asymmetrical factorial 
designs which are suited to the specific fields of their 
investigations and generalisation of their results within
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that field only, For example, Yatoo (1937) has given the 
construction and analysis of asymmetrical factorial

i

designs involving factors at two or three levels of powers 
of these levels only. But, Cha&ravarti (1956) has given 
a general type of asymmetrical factorial design viz.,

e'J1 x of x . . • of  through orthogonal arrays, but 
the construction imposes a lot of restrictions, hence 
cannot be practised in all situations. Hsnce an easy 
method of construction and analysis of asymmetrical 
factorial design for a general situation is not available.

In the present investigation an attempt is made with 
the objective bo construct asymmetrical factorial layouts 
suiting many of the situations which the previous authors 
had not attempted. Another objective of the present 
investigation is to give an easy and efficient analysis to 
any type of asymmetrical factorial layout.

These objectives have been met by constructing 
asymmetrical factorial layouts by means of four approaches 
viz.,

1. using Galois field,
2. p x g x t designs from p x p designs Cp>q^ t),
3. using factors at two levels and
4. using balanced designs.
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An easy and modified analysis by means of sum and 
difference method in the line cf Yates modified by Good 
is also attempted* Many examples of QGyirne trlcol 
factorial designs suiting to different levels of factors 
are also worked out. Finally two practical examples of 
asymmetrical factorial designs from the field of 
agriculture have been analysed by the new technique of 
analysis developed in the present investigation.





REVIEW OF LITERATURE

In agricultural experiments the yield or response 
will be effected by a number of factors. Experiments to 
test the response of each factor at different levels are 
often of interest to the experimenter. These can be 
tested by conducting different experiments. A more 
precise teat can be obtained by using a class of 
experiments known as factorial experiments.

Factorial experiments are experiments where the 
treatments consists of all possible combinations of two 
or more foctoro at two or more levels. If the number of 
levels of each factor is the same then, it is a symmetrical 
factorial; otherwise it in an asymmetrical factorial.

In practical situations the use of symmetrical 
factorial is limited as in most cases it will result in 
unimportant, or unwanted level testings or exclusion of 
Gome important levels.

In factorial experiments all possible treatment 
combinations must be applied to experimental units. It 
Is Inconvenient to conduct the experiment with large 
blocks. When there are large number of factors or number 
of levels of factors is large, the total number of 
treatment combinations also will be large. One of the



G

devices resorted in such circumstance Is confounding* 
Confounding is Inextricably mixing up main effects or 
interactions with block effects, in otherwords* information 
on some effects or interactions is sacrificed to obtain 
others more precisely*

Confounding in symmetrical factorial is wall 
developed through the works of Fisher* Yates* Das, Bose* 
Kiohen* Moir, Rao and others• Asymmetrical factorial has 
achieved attention only in recent past. The people mainly 
worked on this aspect are Yates* Nair* Rao* Kiahon* Doa* 
Srivastava* Key and many others* Still a general 
technique to construct confounded asymmetrical factorials 
do not exist*

Confounded asymmetrical factorials is introduced in 
the literature by Yates (1937)* Yates has given method 
of confounding with factors at two and three levels and 
all factorials reducible to them* The design is obtained

t
by confounding as far as possible* the highest order 
interactions. These designs involve partial confounding 
of more important interactions also* The confounded 
degrees of freedom in any replication is divided between 
different sets of treatment degrees of freedom* The 
fraction of information sacrificed on the more important 
interactions io quite small, in order to balance the
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design the number of replications used la some multiple 
of number of replications required for a balanced 
arrangement* The analysis given here is using orthogonal 
contreats.

Nair and Rao (1948) have given combinatorial set up 
of asymmetrical experiments. The arrangement is such 
that

(i) mutually orthogonal estimates are obtained for 
various main effects and interactions*

(ii)degrees of freedom confounding is the same for 
every component of particular main effect or 
interaction*

These arrangements are called balanced confounded 
arrangements. The analysis of a two factor confounded 
arrangement is given* t-fethod of least squares is made 
use of here* Analysis given here cons iota of

(i) estimation of treatment differencea,
(ii) efficiency and amount of information and 
(iii) tests of signiflcancs*

Kerrrpthorne (1952) had attempted to extent confounding 
in syrmetrical factorial experiments with levels a3 a 
prime number to asymmetrical factorial with levels as 
different powers of same prime. He had obtained
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2 2confounded 2 x 4  without confounding any main effect, 
in blocks of eight plots.

orthogonal arrays are made use of by Chakravarti
(1956) for constructing fractional replicates of
asymmetrical factorial* For this, the asymmetric
factorial is grouped into different groups with factors
at same number of levels falling into a group. In this
paper a factorial design of the type x ... ŝ 9
is considered. Then orthogonal arrays tfIj/rn̂ ,si,ki+ <3̂ -1,7\i)
ore constructed with assemblies, constraints,
strength k^+ d̂ -1, index Ai and with elements ao members
of GF(s^). Fractional replicates of the factorial is
obtained by taxing the product of these arrays. It has
been shown that from such a derived array it is possible
to estimate all main effects and interactions involving 

9r ® ̂ TTj rA factors (o<r< gk, k̂ ) becomes
measurable, where, factors are chosen from the first
set of factors and from second set of factors 
and so on. Orthogonal contrasts are obtained for various 
main effects and estimable interactions.

Zelen (1958) constructed confounded asymmetrical 
factorials using group divisible designs. The factors 
era first grouped into two groups with factors A at£3
m0 levels falling into one group and factors Br at nr
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levels forming the other group (s»l* ••• gj r«Z* *•• 1)
g 1

m => gS. v  n « nr and v ® mn.

The v treatments are grouped Into rn groups of n 
members each* Two treatments belonging to the some class 
are first associates and belonging to different classes 
are second associates* So* there are (n-1) first 
associates and n(m-l) second associates for each 
treatment* The treatment combinations are arranged in 
an mxn array* assigning treatment combinations of A 
factors to the columns and B factors to the rows. The 
resulting design will be a pdibd with two association 
classes* The analysis cited by the author is based on 
method of least squares*

Good (1953) has given interaction algorithm for 
asymmetrical factorial experiments* Matrix 
corresponding to factor A^ with levels is token
from Yates Tables (1937)* An asymmetrical factorial with 
levels t̂ * -*• is considered. Direct product of 
matrices fî* (i a l, ... n) will yield to matrix A* 
Interaction contrasts are obtained os

X a AY
where* X denote interaction contrast vector* Y the vector 
of yields arranged in standard order* Inverse algorithm
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Is obtained by taking direct product of inverseo of 
matrices and is

Y « A“1X

Kishen and Srivaatava (1959) made use of Galois 
field for constructing confounded asymmetrical factorial 
experiments# Construction of ac s2 x • #• sn 
(where, ŝ , • •• and a prims number) with ŝ  
blocks in each replication is obtained as follows* 
Suitable polynomials are chosen that will take only 
values in the Galois field# For confounding a Jt factor 
interaction involving F̂ , the blocks are obtained by 
taking flats of the pencil

xi+ *Qi2 xi2 + *•* aik-l xik-lJ

air^GP °̂i)' r “ 2* 3* *•* k-1.

Li (1944) constructed 5 x 2 x 2  design in lo plot 
blocks with five replications • The ms thod' used by hi is 
as follows:

Designate by oc. the treatment combinations (0,0) and 
(1,1) of last two factors and by p, the level combinations 
(0,1) and (1,0)# IWo oca and three are distributed 
over five levels of Hirst factor to get one blocks# in 
the next block the role of c< and <i are interchanged •
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The blocks together will give one replication of the 
treatment a, in the same way other blocks of the other 
replications ore also obtained. Shoh (i960) proved that 
the design given by Li is only partially balanced. He 
suggested an alternative method which differs only in 
allotment of «gq and p>a. He has obtained a balanced 
but not recoluable design.

Dos (I960) has given a method of construction and 
analysis of asymmetrical factorials x s171 and 
BX x e2 X J* through fractional replicates in symmetrical 
factorial. Construction of x ora factorial is an 
follows:

Attach p pseudo factors (each at s levels and are 
denoted by Xj. X̂  etc) to the factor of asymmetry (nay X). 
p is chosen such that û <l bp* Regular factors
are denoted by A. B etc. Construct a confounded oynrnetrical 
factorial sm+p in s1, blocks of sp4?c plots each Jc *» M-I. 
care should be taken not to confound any train effect or 
interaction of pseudo factors alone. Thia design io 
called 'parent design* and the set of confounded inter­
actions is called 'confounding set*.

Omit op— Oj treatment combinations of pseudo factors 
and rename fee tors as levels of first factor x.
These combinations ora called 'y omitted combinations ‘
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and the factorial will be Sj/8P fraction of original 
factorial.

If any Interaction of ths parent design contains 
p*>0 pseudo factors together with some real factors then 
It will correapond to that interaction in which the pseudo 
factor interaction is replaced by X.

A replicate of x s2 x design can be 
obtained in the same way from the parent design s in 
blocks of flPl+P2+k plots where p̂, and p2 are obtained 
from sPl"1 < s ^  opl and sP2’"1< sp2 and

H o pj + p2 + ra. The Pj factors corresponding to X are 
called *x- pseudo factors* and corresponding to Y are 
called *y- pseudo factors'.

The set of all main effects and interactions of 
pseudo factoro confounded in y omitted combinations is 
called 'partitioning set*.

The set formed by (i) partitioning set 
(li) confounding set (ill) interaction between the two, 
from which interaction with real factor only is omitted, 
ie called 'total confounded set.J

Single replicates has a complex analysis. So by 
taking a suitable set of confounded interactions the 
design is balanced. In parent design it is possible to
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get more than one confounding sets such that (1 ) each set 
corresponds to the same set of interaction of the asymmetric 
design (ii) each set give rise to the same total confounded 
set. These sets are called 'similar sets*. If there ora 
n similar sets then a balanced design can be obtained by 
taking them in n different replications# If 
balanced dsGign will be obtained with single replication.

A method when 0  ̂ Is non-prime Is also given. Let s » rt.
To construct x 0̂  construct r x sm and attach t levels
to each treatment combinations and rename rt treatment 
combinations of first two factors as levels of X.

Klehen and Tyagi (1964) constructed confounded
asymmetrical factorial experiments through pairwise 
balanced designs* They constructed q x 2 x 2 design 
making use of pairwise balanced design with q treatments 
(0,0) and (1.1 ) of last two factors are denoted by 
and (0.1) and (1,0) combinations by X̂ . They obtained the 
design by writing X̂  In the pattern of pairwise 
balanced design and filling the remaining places with 
Xj. XQ* For constructing q x 32, JQ, 3^ are arranged 
In a pairwise balanced design and the remaining places
are filled with <T,, .1 ^ 0

2Another method of constructing q x 2 is. in a
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pairwise balanced design when

b ■> 2r, and
kj» k ^  q/ 2 when q is even

fejs (q- 1 )/2 and (q+l)/2 when q is odd.

Then, arrange in the PB design and fill the remaining 
pieces with X̂ . Hare only half the replication is 
necessary for balance compared to the previous one* Tor 
constructing q x 3 x 3 design the use of resolvable 
pairwise balanced design will reduce the number of 
replications required for balancing considerably*

Resolvable PB designs are resorted to, for
2constructing balanced confounded q x p (q>p^ 4) and 

p prims or prime power*

Pseudo factors are made use for constructing 
1 x s x s (1 b s13} , e, being prime in blocks of la 
plots each*

Balanced confounded asymmetrical factorial designs 
of the class q x t x a (t ■ sm) from q x a x s designs 
also is constructed.

Sardana and Das <1965) constructed p x 3 x 2 designs 
from confounded p x p designs* A balanced confounded 
p x p in p plot blocks and (p-1 ) replications is 
constructed. Collapsing (p̂ 3) levels of the second
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factor (B) will result in px3 in three plot blocks,
1\'7o levels of the third factor C is attached to every 
treatment combinations in a block. The resulting design 
will be q x 3 X 2 in six plot blocks and with (p-1 ) 
replications and the design will be a balanced one.

lha analysis of p x 3 x 2 design in eix plot blocks 
and with (p- 1 ) replications also have been attempted here.

Baa and Rao (1967) introduced a new method of 
confounding 3nx 2m factorials from 2M factorial in 2^ 
plot blocks by confounding suitable interactions. Group 
the first 2n factors into pairs. The levels are 
denoted by -1 and 1. By adding the levels corresponding 
to each pair will yield to n factors at three levels 
and the remaining m factors at two levels. An advantage 
of this method is that some degrees of freedom will be 
left for error. Analysis of the design suggested by the 
authors is a modification of Yates addition subtraction 
method. The analysis using contrasts also have been 
attempted.

Banerjee and Ban (1969) constructed confounded 
asymmetrical factorials through an association with 2n 
factorial designs. Corresponding to levels of a
factor a number is obtained such that

2ni_1 < PA «  201 .
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Tha affects and interactions of first (n̂ -l) factors are 
confounded in 2n factorial after denoting the levels by 
-1 and 1. The blocks are arranged in such a way that 
first 2nl“2 blocks has combinations with level - 1  of the 
first factor. First 2pj- 2n* levels of are
assigned to p^- 2ni~* blocks area the remaining 2°i — p̂  
levels are assigned to each of the remaining blocks*
An asymmetrical x p2 x . • . experiment is conetructed 
by taking a 2° confounded design where ^  ni 3 n*
They have also obtained contrasts for estimating various 
effects andiinteractions in 5 x 7 and 6 x 7  factorials.

Construction of a confounded q x s factorial with 
main effect n partially confounded is given by Tyagi
and Jha (1969)* whera, o » lm, q and m are any
positive integers and 1 is a prime or prims power. For
construction* a balanced 1 x m design in m plot
blocks is constructed with 1-1 replications. Then q 
levels of the first factor ore associated with each 
treatment and rename the 1m levels as lm = a levels of 
the second factor.

q x 6 partially balanced designs are constructed 
using a balanced confounded asymmetrical factorial 3 x 2 

and pairwise balanced designs. least square estimates of 
effects and interactions also is given.
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Confounded q x 2 x 2 designs are cons true ted by 
Tyagi (1971). The procedure adopted by him Is as follows, 
in a pairwise balanced design with q treatment a £1 ,0,0) 
and (1 ,1 ,1 ) treatment combinations are alioted In a 
block If, the 1 treatment occurs In that block.
Otherwise (1,0,1) and (1,1,0) are alio ted in that Mock* 
Then b-2r blocks with (1,0,0) and (1,1,1) or 2r-b 
blocks with (1 ,0,1 ) and (1,1,0) are added to the design 
according as 2r £ b. The design obtained will be 
balanced confounded asymmetrical factorial design.

Raghova Rao (1971) constructed f x 2 n in 
3m-I 2n ana 3̂ 2°“* plot blocks and v x ora In vs01"1 

plot blocks using pencils and (m-1 ) flats of EG(ro,o).
A problem of confounding In lm x sn where t «= p° , 
s a and p Is a prime also has been solved following 
a method similar to Ba3 (l95o). oc pseudo factors are 
associated to factors at t levels and /a factors to 
each factors at a levels. Confounding in p i e 
done using some well known methods with sufficient care 
taken not to confound main effects of original factors.

Ray (2972) obtained pra x qn lb blocks of else 
P ^ q "  where m, n, t are integers, p prime power, 
q a prime number p = g, g prime number, b an integer. 
A design with (nib + n) factors mb factors at g levels



IS

and n factors at q levels Is constructed In g^fcqn 
plot blocks nib factors at g levels are grouped Into 
m groups of b factors each and the p levels of
original factors are assigned to this.

Dean and John (1975) constructed single replicate
design for asymmetrical factorial experiments using group
divisible designs. Construction of v a -rr m, , in

i»l 1b blocks of k plots each is given* Using a single
initial treatment the initial block is constructed as 
follows*

/nis taken as the least common multiple of m2, ... mn
ua denote the combinations obtained by multiplying an
n-tuple a by u and taking each uâ  as mod where,
a » (a,# a, .«• a„)« t » highest common factor of i d n
{ft, then# °* a* 2a' •••
will form the initial block with k =

If there are p generators say b-, b„, ... b . Thenx £ p

q “

Initial blocks will have

Ujb^ + Ujb2 + .*• U p a s  the general element 

(U± e O, 1, ... i ** 1, p) •

Construction of 3 x 6  designs using rectangular



design has been given by Aggarwal and Virk (1976).
A rectangular partially balanced Incomplete block design 
with parameters v a (3) (6)# b » (6) (5), r =* 5, k « 3,
~̂ 1 “ ̂ 2 ant3 ̂ 3 “ * constructed using a balanced 
array (30#3*6#2j 0#1 ). A detailed analysis of the same 
Is given uelng method of least squares.

Banarjee (1977) tackled the problem of constructing 
5 x 7  factorial in fewer replications and Its analysis.
A symmetrical 2^ factorial Is used for the construction

3of the same. A 2 experiment is constructed in two 
plot blocks. The first two levels are associated to the 
first block. 7113 remaining levels each to the remaining 
blocks. In the case of the factor at 7 levels# first 
three blocks are used to denote the first six levels and 
last block the last level. Confounding Is done in 26 

factorial and the analysis is carried out by the 
association between syisnetric and asymmetric factorials.

Lewis (1979) constructed asymmetrical resolution III 
fractiona from generalised cyclic designs. Any block of 
the design will give orthogonal estimates.

Another method c£ construction of balanced asymmetrical 
factorial has been given by Das (1979). He considered 
Pj x p 2 ... pt a p where# is the number of levels

tillof i factor . For the method of construction

19
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given here p =* HR* where R ±3 the block size and N
Jra prime power say s . The design Is ccnntructed using 

an association with symmetric factorial. Factors at s 
levels are called real factors and others are called 
factor of asymmetry* The levels of the factor of
asynsnetry are represented by, p̂  elements of GF(s) if 

4 o, or* levels combinations of pseudo

factors each at s levels if* s*1-1*"*,/ sn*

Estimates of various effects and interactions are 
obtained by making use of the association between 
symmetrical ond asymmetrical factorials. Analysis is 
done after adjusting to block effects.

Hardamard matrices are made use of by Anie and Dey 
(1931) for constructing fractions of asymmetrical 
factorial. They have obtained orthogonal main effect 
plans for 8 x 2m factorial in 4n runs.

Rahul Kukerjee (1992) constructed balanced main effect 
plans for asymmetrical factorials using difference arrays. 
These difference arrays are constructed by cyclic rotation.

Agrswal and Dey (1933) made use of Hardamard matrices 
for constructing orthogonal main effect plans for 
4n x 3s x 23n*"3 Ĵr+a) factorial in 4nf; runs* This is an 
extension of method used by Anie end Dey (1991).
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MATERIALS AND METHODS

The asymmetrical factorial design depends mainly on 
method of construction. Several methods are used for 
constructing such designs by different workers, in this 
present study it is attempted to construct confounded 
asymmetrical factorial designs through four different 
approaches.

1. using Galois field#

2. p x q x t designs from p x p designs.

3. using factors at two levels and

4* using balanced designs.

1. Construction using Galois Field

A field with finite number of elements is a Galois 
field* A Galois field with s elements is denoted by 
GF(s), s will be a prime number or power of a prime 
number. If s is a prims number the elements of GF(s) 
will be 0# 1# ... s-1. If e is not a prime but power 
of a prime number the elements are members of the residue 
class of minimum function of the field. Minimum function 
of GF(4) used for constructing designs here is

as? + x + 1
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Kishen and Srivaotava (1959) introduced the method 
of using Galois field for constructing confounded 
asymmetrical factorial designs. These designs require 
polynomials that will take only specific number of 
values (which are the number of levels of different 
factors) in OF(a), .

In the present investigation it ie shown that x 
will take only (s-l)/d +1 distinct values in GF(s),
where, d la a divisor of (s-1 ) and designs are 
constructed using this. A general method of obtaining 
these polynomials by inverting the matrix with elements 
as elements of GF(o) arranged in the standard order 
also is given.

2. Construction of p x q x t designs from p x p designs

sardana and Das (1961) constructed p x 3 x 2 designs 
by constructing confounded p x p with p- 1 replications. 
p-3 levels of the second factor are collapsed to get a 
p x 3 design in three plot blocks. To this design, two 
levels of the third factor are associated.

in the present study an attempt is made to construct 
p x q x t ,  (p>q>t) confounded factorial design making 
use of the Sardana and Das'o approach, by constructing 
a p x p confounded design and collapsing the last p-q
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levels of the second factor. The resulting design will 
be p x q x t in q x t  plot blocks and with p- 1  

replications.

3. Construction using factors at two levels

A. Das and Rao (1967) constructed 3 x 3 x 2  design
5in eight plot blocks using an association with 2 design. 

In the present study construction of confounded 
4P x 3q x 2r is attempted. The method of construction 
adopted hero is as follows.

Associate two pseudo factors each at two levels to, 
factors at three and four levels. Construct a confounded 
22p+2q+r ,3ea£gn in 2k plot blocks. Group the first 
2 (ptq) factors in pairs. Rename the four combinations of 
two factors as four levels of p factors and three levels 
of q factors aa followsi

Levels of Levels of factor Levels of factor
pseudo factors at four levels at three levels

0 0 0 0

0 1 1 1

1 0  2 1

1 1  3 2



24

B. Banerjee end Daa (1967) constructed asymmetrical 
factorial from synsnetrical 2n factorial by suitably 
designating the levels of aoch of the factors of 
asymmetrical design by one or more combinations of a 
certain number of factors each at two levels* The earns 
technique is used for constructing asymmetrical factorial 
with one factor at 13 level3* Contrasts of the 
asymmetrical factorial also is given* The technique 
adopted here is as given below. A 2* factorial
confounding all main effects and interactions of first/

three factors in two plot blocks is constructed* The 
blocks are arranged in such a way that first four blocks 
has the lower level of the first factor. Designate first 
five blocks as first ten levels of the factor and 
remaining three blocks are used for representing the 
remaining three levels*

4* Construction using balanced designs

Tyagi (1971) constructed confounded asymmetrical 
factorials using balanced designs. This method is made 
use of for constructing a 4 x 2 x 2  design in eight 
plot blocks and with three replications. A 7 x 2 x 2  
factorial design with four replications is also obtained 
by using the same method.
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Analysis

Yates (19371 analysed 2n design by addition 
a lib tract! on method. This was modified by Good 1̂958), 
Good has given the algorithm for analysing asymmetrical 
factorials.

In this study the analysis la done by a simplified 
and modified form of method of sums and difference 
Introduced by Yates with Good’s modification.
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RESULTS

The main objective o£ the present investigation was 
to construct confounded asymmetrical factorial designs.
Four different techniques were used here.

1. Construction of Confounded Asymmetrical Factorial 
Designs using Galois Field

To construct asymmetrical factorial by confounding 
certain effects, it was sufficient if we replace some of 
the factors by suitable polynomials, such that these 
polynomials would take only dealred number of values in 
the Galois field GF(s). two methods of constructing 
these polynomials ware explained here* Constructions are 
based on two lemmas.
I.emma (1 >.

If GF(s) is a Galois field with s elements end d
jjis a divisor of e-1, then x can assume only (s- 1  )/d +1 

distinct values in GF(s) as x assumes all the s 
values in GP(a) Where s * pn and p is a prime and n 
any integer*

Proof*

Let s elements of GF(s) be denoted by 0,<>o o^,**« 
where, oc is a primitive element of cf(o). Since d is a



27

divisor o£ (s-l>.

c-1 * rod# where n iian Integer* 
vlet x *■ (xj # k ■ 1# • *•# o*l*

The different values sP can asotme are 
a 2d (s-l)d
00 * CXj • *** * £Xr •

These can be rewritten as

d za (ra-l)d rad00 • po 0 06 * 0 (rad)d

But for GP(s)
s- 1Oir rad -e>6 • 1*

so that the values x can assume are only

d 2dtXf 0 oO 0 (ra-l)d .
o<j fit

x will take the value zero# when x takes the value zero* 
in otherwords, x will take only m+1 # Which is 
(s-D/d +1 values in GF(o) while x takes all the s 
values in gf(o).

Lemma (2).

If s and T are two square matrices of order s-1 such
that

* 1

*
cC

2 a-l\^2 • • * *1

HI • * * a-12

2 8-1
1 °s-l • • • ~S-1

and
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e -2 3-2
oC

3—2
<tC9-1

•-3
c£-

fl—3
• » p C

s-3
a- 1

T o p- 1
oC oCS—1

v • • *

then S end T are Inverses o£ each other*

Proof*

In order to show that T 1* tha Inverse of S, it Is 
enough to show that S7 is an Identity matrix.

The tth row k**1 clement of ST be rtJc *

Then two casea arise

3-1

Case 1, When t « k is,

rtk- ^ " 2+\ \ ~ 3* — •♦ * r 1 <v oct

8*1 2 2 0—1 S—1 0—1 0—1
■  \  4  4 1 ) / ( p - 1 )

3— 1
Cut in GPCo), c£j s 1 for J » 1 ,2, **. n- 1  and 

A^My. will be an element of OP(o) say x* Hence, It 

la possible to write In the following form

r ( ) t  + x + ••• x 4-1)/(p—1)
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0, since 2r~1!= i.

when t « k.
e«2 o-2 s- 1
t + ***°Ct; ^t+^t

w { 1 + 1  + ,**1 )
» (S~l)/(p-l) *3 1,

Risking use of properties of cf(s) .

This shows that ST « I an identity matrix or T 
and S are inverses of each other.

con struct ion »
iet os take a polynomial an,

2 3—1
0^  + *̂2^ + •** % mX* *

when x take© the voices cvj# c<2 **• ^  GP(s), this
polynomial will take the values

In order to restrict these values to a desired Dusber 
which is the number of levels of the factor it la enough

a- 1
V S  +  a 2 ^ 1  +

2
a, „ + a_ + 1 2  2 2
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to solve for o^s fcy multiplying the matrix T with the 
vector which con*iota of the levels of the factor os 
elements of GF(s).

Example 1 «

Lemma (1) was made u*c of for constructing a 3 x 3 x 2 
design In blocks of sise six confounding ACC the three 
factor interaction. Here, the polynomial used for 
constructing the blocks was

and it takes only two values zero and one in GF(3)« 
and x2 takas all the three values of GF(3). Then the 
different blocks satisfying the polynomial were as 
follows

<0,o,o)
(0,2,1 )
(1,2,0)
(1,1,1)
(2,0,1)
(2,1,0)

(1,0,0)
<1,2,1)
(2,2,0)
(2,1,1)
(0,0,1)
(0,1,0)

(2,0,0)
(2,2,1)
(0,2,0)
(0,1,1)
(1,0,1)
(1,1,0)

Suppose ve considered arrange rant confounding ABC 
2and AB c then we would get n balanced arrangement. The 

polyno&ia la were
2

Xl* X2+ *3 Qnt3

xi+ 2*z+ xl
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Corresponding block* of the tvo replications wore

Replication I Replication II

(0,0,0) (1,0,0) (2,0,0)
(0,2,1) (1,2,1) (2,2,1)
(1,1,1) (2,1,1) (0,1,1)
(1,2,0) (2,2,0) (0,2,0)
(2,0,1) (0,0,1) (1,0,1)
(2,1,0) (0,1,0) (1,1,0)

(0,0,0) (1,0,0) (2,0,0)

(0,1,1) (1,1,1) (2,1,1)

(1,1,0) (2,1,0) (0,1,0)

(1,2,1) (2,2,1) (0,2,1)

(2,0,1) (0,0,1) (1,0,1)

(2,2,0) (0,2,0) (1,2,0)

a g n m s a a a

This design would be the same os one obtained by 
confounding ABC and AB2C in 3 x 3 x 3  design* and 
collapsing the lost level o£ the third factor,

Bxamsle 2.

3 X 2 x 2 In four plot blocks confounding ABC was 
obtained a*

(0,0,0) (1,0,0) (2,0,0)
(1,1,1 ) <2,1,1 ) (0,1,1 )
(2,0,1 ) (0,0,1 ) (1.0,1 )
(2,1 ,0) (0,1,0 ) (1,1 ,0)

This was constructed by taking the polynomial
2 2 2 2xl+ ̂ 2 + x3# where Xg and x3 were polynomials that

takes only two values zero and one in gf(3).
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4 x 2 x 2 in four plot blocks confounding AEC 
with throe degrees of freedom* The polynomial for 
constructing such a confounding design was

2Ifere the fee tore x^ end x^ were .replaced by xj and

x| respectively so that these would take only two values 
zero and one in GFM)*

Different blocks of the design were

(0,0,0) (1 ,0,0) (2,0,0) (3,0,0)
(0,1,1 ) (1,1,1 ) (2,1,1 ) (3,1,1)
(1,0,1 ) (0,0,1 ) (3,0,1) (2,0,1 )
(1,1,0) (0,1,0) (3,1,0) (2,1,0)

It could be seen that the design obtained above was same 
os one obtained by dropping higher leva la of B and C 
in a 4 x 4 x 4  design confounding ABC*

Tboample 4*

4 x 4 x 2  design confounding ABC in eight plot 
blocks* The polynomial for constructing such o design 
was

*1 + *2 + *3 •
Here, the factor x3 is replaced by x^ which takes only
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two valuc3 in GF(4) while end 2̂  take all the
four value# and the resulting blocks were

(0,0,0) (1 ,0,0) (2,0,0) (3,0,0)
(1,1 .0) (0,1,0) (3,1,0) (2,1,0)
(1,0,1 ) (0,0,1 ) (3,0,1) (2,0,1 )
(0,1,1 ) (1,1,1 ) (2,1,1 ) (3,1,1)
(2,2,0) (3,2,0) (0,2,0) (1,2 ,0)
(3,3.0) (2,3,0) (1,3,0) (0,3,0)
(2,3,1) (3,3,1) (0,3,1) (1,3,1)
0,3,1) (2,2,1 ) (1,2,1 ) (0,2,1 )

Estaraole 5.

5 x 3 x 2 design in six plot blocks is constructed.
‘The polynomial for constructing the blocks was

2 4
*1 * *2 + *3 -

2 <AHere, x, and Xg ware replaced by Xj and
2respectively b o  that Xj would take only three values end 

x* would take only two values in the coloie field CF{5) 
where took all the five values of it. The blocks 
were obtained os

(0,0,0) (1,0,0) (*,0,0) (3,0,0) (4,0,0)
(2,2,1 ) (3,2,1) (4,2,1) (0,2,1 ) (1,2,1 )
(3,1,1) (4,1,1) (0,1,1 ) (1 ,1 ,1 ) (2,1,1 )
(3,2,0) (4,2,0) (0,2,0) (1,2,0) (2,2.0)
(4,0,1) (0,0,1 ) (1,0,1 ) (2,0,1) (3,0,1)
(4,1,0) (0,1,0) (1,1,0) (2,1 ,0) (3,2,0)
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Kxarrolo 6.

4 x 4 x 3 in 12 plot blocks. Here two wan not a 
divisor of three go that second lergna uoa made use of for 
getting a polynomial in x^ that took only three values 
zero, one and <£ of CF(43 •

In the polynomial

al*3 * a2x3 + a3X3
solved for 1 aj on<3 a3 the following equation

1 oC J
f > 
1

" ~ N  

0

a2 a 1 aC 13 °c

3-lv 3, i 1\ 1 1 \0 [<*1

Hence x^ was replaced by 
2 30CX2+ f̂ +DXg#. so that it would take only three values 

in GF (4).

‘The polynomial for constructing the oiocks was 

x ,  +  at, +  *  £ < + !)
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The blocks obtained from those polynomials after 
converting the levels Into natural numbers vere

(o,a,o) (1,9,0) (2,0,0) (3,0,0)
(0,2,2) (1 ,2,2) (2,2,2) (3,2,2)
(0,1,1 ) (1,1 ,1 ) (2,1,1 ) (3,1,1)
(1,1,0) (0,1,0) (3,1,0) (2,1 ,0)
(1,0,1 ) (0,0,1 ) (3,9,1) (2,0,1 )
(1,3,2) (0,3,2) (3,3,2) (2,3,2)
(2,0,2) (3,0,2) (0,0,2) (1,0,2)
(2,2,0) (3,2,0) (0,2,0) (1,2,0)
(2,3,1) (3,3,1) (0,3,1) (1,3,1)
(3,1,2) (2,1,2) (1 ,2,2 ) (0,1 ,2)
(3,2,1) (2,2,1 ) (1 ,2,1 ) (0,2,1 )
(3,3,0) (2,3,0) (2,3,9) (0,3,0)

Rxatrola 7.

7 x 4 x 3 In twelve plot blocks was constructed using
2 3the polynomial + x^ + x^ where the factors x, 

and x^ were replaced by Shd respectively so
2 7that xj would take only four values and xjj took only 

three values in GF{7)*
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’She blocks obtained were

(o,o,o) (1,0,0) (2,0,0) (3,0,0) (4,0,0) (5,0,0) (6,0,0)

(2,3,2) (3,3,2) (4,3,2) (5,3,2) (6,3,2) (0,3,2) (1,3,2)

(3,2,2) (4,2,2) (5,2,2) (6,2,2) (0,2,2) (1,2,2) (2,2,2)

(3,3,1) (4,3,1) (5,3,1) (6,3,1) (0,3,1) (1,3,1) (2,3,1)

(4,1,2) (5,1,2) (5,1,2) (0,1,2) (1,1,2) (2,1,2) <3,1,2)

(4,3,0) (5,3,0) (6,3,0) (0, 3,0) (1,3,0) (2,3,0) (3,3,0)

(S,l,l) (6,1,1) (0,1,1) (1,1,1) (2,1,1) (3,1,1) (4,1,1)

(5,2,05 (6,2,0) (0,2 ,0) (1,2,0) (2,2,0) (3,2,0) (4,2,0)

(5,0,2) (6,0,2) (0,0,2) (2,0,2) (2,0,2) (3,0,2) (4,0,2)

(6,0,1) (0,0,1) (1.0,1) (2,0,1) (3,0,1) (4,0,1) (5,0.1)

(6,1,0> (0,1,0) (1,1,0) (3,1,0) (3.1,0) (4,1,0) (5,1,0)

Example 8»

4 k  3 x 2 x 2 in 12 plot blocks* Tho polynomial for 
con a true ting the blocks was

x2 *£*x2 + x2 + *3 * x4

For constructing this polynomial tbs factor was 
replaced by ca:^ + (X+Dx^ and x^ by x^ and x^ by 
3 so that they would take three, two and two values
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respectively in CF(4). The blocks obtained by making 
use of tliis polynomial were

(o,o,o,o) <1,0,Q,0) (2,0,0,0) (3,0,0,0)
(0,0,1,1 ) <l,0,l,i) <2,0,1,1) (3,0,1,15
(0,1,1,0) (l,l,l,o) (2,1,1,0) (3,1,1,0)
(0,1,0,1) (1,1,0,1) (2,1,0,1) (3,1,0,1)
(1,0,1 ,0) (0,0,1,0) (3,0,1,0) (2,0,1,0)
(1,0,0,1) <0,0,0,1) (3,0,0,1 ) (2,0,0,1)
(1,1,0,0) (0,1,0,0) (3,1,0,0) (2,1,0,0)
(1,1,1,1) (0,1,1,1) (3,1,1,2) (2,1,1,1)
(2,2,0,0) (3,2,0,0) (0,2,0,0) (1,2,0,05
(2,2,1,1) <3,2,1,1) (0, 2,1,1) (2,2,1,15
(3,2,0,11 (3,2,0,1) (1,2,0,15 (0,2,0,15
(3,2,1,0) (2,2,1,0) (1,2,1,0) <0,2,1,0)

2. Construction o£ p x q x t, designs from p x p designs

As explained in the materials and methods, first a 
P x p confounded tectorial design in <p-l) replications 
was constructed. Collapsing the last (p—q) levels of the 
second factor and attaching the t levels of the third 
factor to each of the treatment combinations an 
asymmetrical confounded factorial design of sise 
p x q X t In qt plot blocks with <55-1 ) replications 
was obtained.
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Example 1.

4 x 3 x 2  design in six plot blocks* A confounded 
4 x 4  symnotrical factorial layout in four plot blocks 
with three replications was constructed first. Lot the 
two factors be A and b. Last level of B was 
collated .to obtain a 4 x 3  dasign in three plot blocks. 
Two levels of the third factor C were associated to 
each treatsnsnt of the 4 x 3  layout In every block. The 
design thus obtained was a 4 x 3 x 2  aaynmetrical 
factorial layout in eix plot blocks with three 
replications partially confounding a and AS. The three 
replication* of the 4 x 3 x 2  layout were os given below.

seplication I

(0,0,0) (l,o,o) (2,0,0) (3,0,0)
(0,0# 1> £1,0,1) (2,0,1) (3,0,1)
(1#1#G) (3,1,0) (2,1,0)
(1,1,1) (0,1,1) (3,1,1) (2,1,1)
(2,2,0) (3,2,0) (0, 2,0) (1,2,0)
(2#2,1) (3,2,1) (0,2,1) (1,2,1)
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Replication IX»

(0,0,0) (1,0,0) (2,0,0) (3,0,0)
(0,0,1) (1,0,1) (2,0,1) (3,0,1)
(2,1,0) (3,1,0) (0,1,0) (1,1,0)
(2,1,1) (3,1,1) (0,1,1) (1,1,1)
(3,2,0) (2,2,0) (1,2,0) (0,2,0)
(3,2,1) (2,2,1) (1,2,1) (0,2,1)

Replication in*

(0,0,0) (1,0,0) (2,0,0) (3,0,0)
(o,o,l) (1,0,1) (2,0,1) (3,0,1)
(1,2,0) (0,2,0) (3,2,0) (2,2,0)
(1,2,1) (0, 2,1) (3,2,1) (2,2,1)
(3,1,0) (2,1,0) (1,1,0) (0,1,0)
(3,1,1) (2,1,1) (1,1,1) (0,1,1)

Example 2.

Construction of confounded 5 x 4 x 3  asymmetrical 
factorial design. A confounded 5 x 5  symmetrical factorial 
design in five plot blocks with four replications was 
cone true ted first. 1st the factors ho A and B. the 
laot level of B vso collapsed to get a 5 x 4  
oaymetrical layout in four plot blocks. The three levels 
of the third factor were associated to each treatment 
combination in every block* The resulting design was a 
5 x 4 x 3  Qflysraetrieal layout in twelve plot blocks and
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with four repllcationa partial 1/ confounding A -and AB 
and were as given below*

Replication I*

(0*0*0) (1,0,0) (2,0*0) (3*0*0) (4*0*0)
(0*0*1) (1*0,1) (2*0*1) (3*0*1) (4*0*1)
(0*0*2) (1*0*2) (2*0*2) (3,0,2) (4*0*2)
(2*3*0) (3*3*0) (4,3*0) (0*3*0) (1*3,0)
(2*3*1) (3*3,1) (4*3*1) (0*3*1) (1*3,1)
(2*3,2) (3*3,2) (4,3*2) (0*3*2) (1*3*2)
(3*2,0) (4*2*0) (0*2*0) (1*2*0) (2*2*0)
<3*2*1) <4*2*1) (0*2*1) (1*2*1) <2,2*1?
(3*2,2) (4*2*2) (0*2*2) (1*2*2) (2,2,2)
(4,1*0) (0,1*0) <1,1*0 (2*1,0) (3*1*0)
(4*1,1) (0*1*1) (1*1*1) (2*1*1) (3,1,1)
(4*1,2) (0*1*2) <1*1*2) (2*2*2) (3,1,2)

Replication II*

(0*0*0) (1*0,0) (2*0,0) (3*0*0) (4*0*0)
(0,0*1) (1*0*1) (2,0,1) (3*0,1) (4,0,1)
(0*0*2) (1,0*2) (2,0,2) (3*0*2) (4*0*2)
(1,2*0) (2*2*0) (3*2*0) (4*2*0) (0,2,0)
(1,2*1) (2*2*1) (3*2,1) (4*2,1) (0*2*1)
(1*2*2) (2*2*2) (3,2*2) (4*2*2) (0*2*2)
(3*1*0) (4,1*0) (0*1*0) (1*1,0) (2*1*0)
(3,1*1) (4*1*1) (0,1,1) (1,1*1) (2.1*1)
(3* 1* 2) (4*1*2) (0*1*2) (1*1*2) (2,1,2)
(4*3*0) (0,3,0) (1*3*0) (2,3*0) (3*3*0)
(4*3,1) (0*3*1) (1*3*1) (2,3,1) (3*3,1)
(4,3,2) (0*3*2) (1*3*2) (2*3,2) (3*3*2)
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Replication X.t x,

<0,0,0) £1,0,0) (2,0,03 (3,0,0) (4,0,0)
1) (1,0,1) (2,0,1) (3,0,1) £4,0,1)

(0,0,2) (1,0,2) (2,0,2) (3,0,2) (4,0,2)
a, 3,0 ) £2,3,0) (3,3,0) (4,3,0) (0,3,0)
(1,3,1) (2,3,1) (3,3,1? (4,3,1) (0,3,1)
(1,3,2) (2,3,23 (3,3,2) (4,3,2) (0,3,2)
(2,1,0) (3,1,0) (4,1,0) (0,1,03 (1,1,0)
(2,1,1) (3,1,1) (4,1,1) (0,1,1) (1,1,1)
(2,1,2) (3,1,2) (4,1,2) (0,1,2) (1,1,2)
(4,2,0) (0,2,0) (1,2,0) (2,2,0) (3,2,0)
(4,2,1) (0,2,1) (1,2,1) (2,2,1) (3,2,1)
(4,2,2) (0,2,2) (1,2,2) (2,2,2) (3,2,2)

Replication IV*

(0,0,0) (1,0,0) (2,0,0) (3,0,0) (4,0,0)
(0,0,1) £1,0,1) (2,0,13 (3,0,1 3 (4,0,1)
(0,0,2) (1,0,2) (2,0,2) (3,0,2) (4,0,2)
(2,2,0) <3,2,0) (4,2,0) (0,2,0) (1,2,0)
(2,2,1) (3,2,1) (4,2,1) (0,2,1) (1,2,1)
(2,2,2) (3,2,2) (4,2,2) (0,2,2) (1,2,2)
(3,3,0) (4,3,0) (0,3,Q) (1,3,0) (2,3,0)
(3,3,1) (4,3,1) (0,3,1) <1,3,13 (2,3,1?
(3,3,2) (4,3,2) (0,3,2) (1,3,2) (2,3,2)
(4,1,0) (0,1,0) (1,1,0) (2,1,0) (3,1,0)
(4,1,1) (0,1,1) (1,1,1) (2,1,1) (3,1,1)
(4,1,2) (0,1,2) (1,1,2) (2,1,2) (3,1,2)
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Tbcaraole 3.

Construction of 7 x 6 x 3  confounded asymmetrical 
factorial design* & confounded 7 x 7  flygjoetric factorial 
dstrign In ssvsn plot blocks with six replications was 
constructed. The last level of the second factor was 
collapsed so as to result In e 7 x6 asycrastrical layout 
In six plot blocks. The three levels of the third factor 
were associated to each treatment combinations In a block* 
Thus an asyrarnetrical 7 x 6 x 3  factorial were obtained. 
The blocks of the design were

Replication x.
(0,0,0) (1,0,0) (2,0,0) (3,0,0) (4,0,0) (5,0,0) (6,0,0)
(0,0,1) (:,o,i) (2,0,1) (3,0,1) (4,0,1 > (5,0,1) (6,0,1)
(0,0,2) (1,0,2) (2,0,2) (3,0,2) (4,0,2) (5,0,2) (6,0,2)
(2,5,0 S (3,5,0) (4,5,0) (5,5,0) (6,5,0) (0,5,0) (1,5,0)
(2,5,1) (3,3,1) (4,5,1) (5,5,1) (6,5,1) (0,5,3) (1.5,1)
(2,5,2) (3,5,2) (4,5,2) (5,5,2) (6,5,2) (0,5,2) (1.5,2)
(3,4,1) (4,4,1) (5,4,1) (6,4,1) (0,4,1) (1,4,1) (2,4,1)
(3,4,0) (4,4,0) (5,4,0) (6,4,0) (0,4,0) (1,4,0) (2,4,0)
(3,4,2) (4,4,2) (5,4,2) (6,4,2) (0,4,2) (1,4.2) (2,4,2)
(4,3,0) (5,3,0) (6,3,0 ) (0,3,0) (1,3,0) (2,3,0) (3,3,0)
(4,3,1) (5,3,1) (6,3,1) (0,3,1) (1,3,1) (2,3,1) (3,3,1)
(4,3,2) (5,3,2) (6,3,2) (0,3,2) (1,3,2) (2,3,2) <3.3,2)
(5,2,0) (6,2.0) (0, 2,0) (1,2.0) (2,2,0) (3,2,0) (4,2,0)
(5,2,1) (6,2,1) <0,2,1) (1,2,1) (2,2,1) (3,2,1) (4,2,1)
(5,2,2) (6,2,2) (0,3,3) (1,2,2) (2,2,2) (3,2,2) (4,2,2)
(6,1,0) (0,1,0) (1,1,0) (2,1,0) (3,1,0) (4,1,0) <S,1,0)
(6,1,1) (0,1,1) (1,1,1) (2,1,1) (3,1,1) £4,1,1) (5,1,3)
£6,1,2) (0,1,2) <1,1,2) (2,1,2) (3,1,2) (4.1,2) (5,1,2)
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Replication XI-

(o.o.o) (1*0*0) (2,0,0) (3*0*0) (4,0*0) (5,0*0) (6*0,0)
(0,0*1) (1*0*1) (2,0,1) (3*0*1) (4*0,1) (5,0*1) (6,0*1)
<0,0*2) (1,0,2) (2,0,2) (3*0*2) (4,0*2) (5*0,2) (0,0,2)
(1*3*0) (2*3*0) (3,3,0) (4*3,0) (5*3*0) (6,3,0) (0,3,0)
(1,3*1) (2,3,1) (3,3,1) (4*3,1) (5,3,1) (6,3,1) (0,3*1)
(1,3*2) (2*3*2) (3,3,2) (4*3,2) (5*3*2) <6,3,2) (0,3*2)
(3*2*0) (4*2,0) (5,2,0) £6*2*0) (0,2*0) (1,2,0) (2,2*0)
(3,2*1) (4,2,1) (5,2*1) (6,2,1) (0*2*1) (1,2,1) (2,2,1)
(3,2*2) (4*2*2) (5,2,2) (6*2*2) <Q* 2* 2) (1,2,2) (2,2,2)
(4*5*0) (5*5*0) (6*5,0) (0*5*0) (1,5*0) (2,5,0) (3,5,0)
<4*5.1) (5*5*1) (6*5*1) (0*5*1) (1*5*1) (2,5,1) (3,5,1)
(4*5,2) (5*5*2) (6*5,2) (0*5*2) (1*5,2) (2,5.2) (3,5,2)
(5*1*0) (6*1*0) (c.i.o) (1*1*0) (2*1,0? <3,1*0) (4,1,0)
(5,1,1) (6*1*1) (0,1,1) (1,1*1) (2,1*1) (3,1.1) (4*1,1)(5*1*2) (6,1*2) (0,1,2 3 <1*1*2) (2*1*2) (3,1*2) £4*1,2)
(6*4*0) (0,4*0) (1,4,0) (2*4*0) (3*4*0) (4*4*0) (5,4,0)
(6*4*1) (0*4*1) (1,4,1) (2*4,1) (3*4*1) (4.4*1) (5,4,1)(6,4*2) (0*4,2) (1,4*2) (2,4,2) (3*4*2) (4*4,2) (5,4,2)

Replication III.

(o,o*o) (1*0,0) (2.0*0) (3*0*0) (4*0*0) (5,0,0) (6,0*0)
(0*0*1) (1*0,1) (2*0*1) (3*0*1) (4*0*1) (5,0,1) (6,0,1)(0*0*2) (1.0*2) (2,0*2) (3,0,2) (4*0*2) (5,0,2) (6,0*2)
(1*2.0) (2,2,0) <3*2,03 (4,2,0) (5,2*0) (6*2*0) (0*2,0)
(1,2*1) (2,2,1) (3*2,1) (4,2,1) (5*2*1) (6*2,1) (0*2,1)(1*2*2) (2,2,23 (3,2*2) (4,2*2) (5*2,2) (6*2*2) (0,2*2)(2*4,0) (3,4,0) (4*4*0) (5,4*0) (6*4*0 ) (0,4*0) (1*4*0)(2,4,1) (3,4,1) (4,4*1) (5*4*1) (6*4*1) (0*4,1) (1*4*1)(2*4*2) (3,4*2) (4,4,2) (5*4*2) (6*4,2) (0*4*2) <1,4,2)
(4*1*0) (5,1,0) (6,1,0) (0,1*0) (1*1*0) (2*1*0) (3,1,0)
(4,1,1) (5,1,1) (6,1*1) (0,1*1) (1*1,1) (2*1*1) (3*1,1)(4*1,2) (5,1*2) (6*1,2) (0,1*2) (1,1*23 (2*1*2) (3,1,2)(5* 3,0) (6,3,0) (0,3,0) (1*3*0) (2,3*0) (3,3*0) (4,3,0)(5,3,1) (6,3,1) (0,3.1) (1*3,1) (2*3,1) (3*3*1) (4,3,1)(5*3*2) (6,3,2) (0,3,2) (1*3*2) (2*3*2) (3*3,2) (4*3,2)
(6*5*0) (0,5,0) (1.5,0) (2,5*0) (3*5*0) (4*5*0) (5,5,0)(6*5*1) (0,5,1) (1*5*1) (2*3*1) (3*5*1) (4,5*1) (5,5*1)(6*5*2) (0,5,2) (1*5*2) (2,5,2) (3,5,2) (4,5*2) (5,5,2)
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Replication IV,

(0,0,0) (1,0,0) (2,0,0) (3,0,0) (4,0,0) (5,0,0) (6,0,0)(0,0,1) (1,0,1) (2,0,1) (3,0,1) (4,0,1) (5,0,1) (6,0,1)
(0,0,2) (1,0,2) (2,0,2) (3,0,25 (4,0,2) (5,0,2) (6,0,2)
(1,5,0) (2,5,0) (3,5,0) (4,5,0) (5,5,0) (6,5,0) (0,5,0)(1,5,1) (2,5,1) (3,5,1) (4,5,1) (5,5,2) (6,5,1) (0,5,1)
(1,5,2) (2,5,2) (3,5,2) (4,5,2) (5,5,2) (6,5,2) (0,5,2)
(2,3,0) ( 3,3,0) (4,3,0) (5,3,0) £6,3,0) (0,3,0) (1,3,0)(2,3,1) (3,3,1) (4,3,1) (5,3,2) (6,3,1) (0,3,13 (1,3,2)(2,3,2) (3,3,2) (4,3,2) (5,3,2) (6,3,2) (0,3,2) (1,3,2)
(3,1,0) (4,1,0) (5,1,0) (6,1,0) (0,2,0) (1,1,0) (2,1,0)(3,1,1) (4,1,1) (5,1,1) (6,2,2) (0,1,1) (1,1,1) (2,2,1)(3,1,2) (4,1,2) £5,1,2) (6,1,2) (0,1,2) (1,2,2) (2,1,2)(5,4,0) (6,4,0) (0,4,0) (1,4,0) (2,4,0) (3,4,0) (4,4,0)(5,4,1) (6,4,1) (0,4,1) (1,4,1) (2,4,1) (3,4,1) (4,4,1)(5,4,2) (6,4,2) (0,4,2) (1,4,2) (2,4,2) (3,4,2) (4,4,2)(6,2,0) (0,2,0) (1,2,0) (2,2,0) (3,2,0) (4,2,0) (5,2,0)6̂,2,1) (0,2,1) (1,2,1) (2,2,2) (3,2,1) (4,2,1) (5,2,3)(6,2,2) (0,2,2) (1,2,2) (2,2,2) (3,2,2) (4,2,2) (5,4,2)

Replication V.

{0,0 ,0
(0,0 , 1
(0,0 ,2(1̂ 4(0
(1,4,1
Cl#4,2 
(2,1,0 
(2,1,1  
(2,1 , 2  
<3#5,0 
'3,5,1 
(3,5,2 
(4,9,0 (4,2,1 
(4,2,2 
<6,3,0 
(6,3,1 
'6,3,2

) £l,o,o> (2,0,0) (3,0,0) (4,0,0) (5,0,0) (6,0,0)) (1,0,1) (2,0,1) (3,0,1) (4,0,1) (5,0,1) (6,0,1)) (1,0,2) (2,0,2) (3,0,2) (4,0,2) (5,0,2) (6,0,2)) (2,4,0) (3,4,0) (4,4,0) (5,4,0) (6,4,0) (0,4,0)) (2,4,1) (3,4,1) (4,4,1) (5,4,1) (6,4,1) (0,4,1)) (2,4,2) (3,4,2) (4,4,2) (5,4,2) (6,4,2) (0,4,2)> (3,1,0) (4,2,0) (5,1,0) (6,1,0) (0,1,0) (1,1,0)) (3,2,1) (4,1,1) (5,1,1) <6,1,1) (0,1,1) (1,1,1)) (3,1,2) (4,1,2) (5,1,2) (6,1,2) (0,1,2) (1,1,2)) (4,5,0) (5,5,0) (6,5,0) (0,5,0) (1,5,0) (2,5,0)) (4,5,1) (5,5,1) (6,5,1) (0,5,1) (1,5,1) (2,5,1)) (4,5,2) (5,5,2) (6,5,2) (0,5,2) (1,5,2) (2,5,2)) (5,5,0) (6,2,0) (0,2,0) (1,2,0) (2,2,0) (3,2,0)> (5,2,2) (6,3,1) (0,2,1) (1,2,1) (2,2,1) (3,2,15) (5,2,2) (6,2,2) (0,2,2) (1,2,2) (2,2,2) <3,2,2)) (0,3,0) (2,3,0) (2,3,0) (3,3,0) (4,3,0) (5,3,0)) (0,3,1) (1*3,1) (2,3,1) (3,3,1) (4,3,1) £5,3,1)) (0,3,2) <2,3,2) (2,3,2) (3,3,2) (4,3,2) (5,3,2)
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Replication VI.

(0,0,0)
(0,0,1 )(0,0,2)(1,1,0)(1,1,1)(1,1,2)(2,2,0)(2,2,1)(2,2,2)
(3.3.0)
(3.3.1)
(3.3.2)
(4.4.0)
(4.4.1)
(4.4.2)
(5.5.0)
(5.5.1)
(5.5.2)

(1,0,0) (2,0,0) (3,0,0) (4,0,0) (5,0,0) (6,0,0)(1,0,1) (2,0,1) (3,0,1) (4,0,1) (5,0,1) (6,0,1)(1,0,2) (2,0,2) (3,0,2) (4,0,2) <S,0,2) (6,0,2)(2,1,0) (3,1,0) (4,1,0) (5,1,0) (6,1,0) (0,1,0)
(2,1,1) (3,1,1) (4,1,1) <5,1,1) (6,1,1) (0,1,1)(2,1,2) (3,1,2) (4,1,2) (5,1,2) (6,1,2) (0,1,2)(3,2,0) (4,2,0) (5,2,0) (6,2,0) (0,2,0) (1,2,0)(3,2,1) (4,2,1) (5,2,1) (6,2,1) (0,2,1) (1,2,1)(3,2,2) (4,2,2) (5,2,2) (6,2,2) (0,2,2) (1,2,2)(4,3,0) (5,3,0) (6,3,0) (0,3,0) <1,3,0) (2,3,0)(4,3,1) (5,3,1) (6,3,1) (0,3,1) (1,3,1) (2,3,1)(4,3,2) (5,3,2) (6,3,2) (0,3,2) (1,3,2) (2,3,2)(5,4,0) (6,4,0) (0,4,0) (1,4,0) (2,4,0) (3,4,0)(5,4,1) (6,4,1) (0,4,1) (1,4,1) (2,4,1) (3,4,1)(5,4,2) (6,4,2) (0,4,2) (1,4,2) (2,4,2) (3,4,2)(6,5,0) (0,5,0) (1,5,0) (2,5,0) (3,5,0) (4,5,0)(6,5,1) (0,5,1) (1,5,1) (2,5,1) (3,5,1) (4,5,1)(6,5,2) (0,5,2) (1,5,2) (2,5,2) (3,5,2) (4,5,2)

3* Construction of aaymatrlcal factorial design using 
factors at two levels

Construction In the line a£ Das and flap.

As already explained In the materials end methods a 
general con founded aaynrrsetrical factorial design of order 
4P x 3̂  x 2r vac constructed following the line of Das 
and Rao.

First a 2̂ p+^ +r confounded symmetric factorial 
design in 2 plot blocks were constructed. The first 
2p + 2q factors were paired. The four combinations of two 
factors were renamed as four levels of p factors and
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three levels of q factor* as sho&n below

Level* of Level* of factor Levels of factor
pseudo factors at four levels at three level*

0 0 o o
O 1 1 1
1 0  2 1
1 1  3 2

Substituting these new levels a ^  x 313 x 2r factorial 
design was constructed*

sample 1»

4 x 4 x 2  design in eight plot blocks* A confounded
52 factorial design confounding 'BCD and ECR was 
constructed In eight plot blocks. Four corbinationa of 
first two pair* of factors are renamed as four levs Is
of factors of acyrTretry • Thus a 4 x 4 x 2  design in
eight plot blocks was obtained aas*own below

(2,1.0) (2,0,0) (2,1,1) (2,0,1)
(1,1,1) (1.0,1) (1,1,0) ( 1 ,0, 0 )
(0,3,1) <0,2,1) (0, 3,0 ) (0,2,0)
(3,0,1) (3,1,1) (3,0,0) (3,1,0)
(2,2,1) (2,3,1) (2,3,0) (2,3,0)
(1,2,0) (1,3,0) (1,2,1) (1,3,1)
(3,3,0) (3,2,0) (3,3,1) (3,2,1)
(0,0,0) (0,1,0) (0,0,1) (0,1,1)
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'Example 2.
3 x 3 K 2 x 2 in eight plot blocks, A confounded

A2 factorial design confounding ABD, CDS and ACF 
was constructed. The four corabinations of first two 
pairs of factors were designated as three lave In of 
factors of asyrarastry. âis resulted in a 3 x 3 x 2 x 2 
design in eight plot blocks, os given below

<1,1,1,15 (1,1,1,0) (1,1,0,1) (l, 1,0,0)
(l,1,1,1) (l,1,0,0) a,1,0,1 )

(0,1,1.15 (o,1,1,0) (o, 1,0,1 ) (0,1,0,0)
(2,0,0,1) (2,0,0,2) (2,0,1,1) (2,0,1,03
(X,2,0,0 5 (1,2,0,1) (1,2,1,0) <1,2,1,1)
(1,2,0,1) (l,2,0,0) <1,2,1,1) (1,2,1,0)
(2,1,1,05 (2,1,1,1) (2,1,0,0) (2,1#0,1)
(o,o,o,o) {o,o,o,D (0,0,1,0) (0,0,1,1)

B. Construction In the line of Banerjee and pas.

A confounded asymmetrical factorial design with one 
factor at p levels following the line of Banerjeo and 
Das (1969) were also constructed from syrarrrstrical 2n 
factorial, where, 2rt”̂ < p< 2n* The rrathod of 
construction were as follows

First a 2n factorial layout confounding aftin effects and 
interactions in two plot blocks were constructed in such 
a way that the first half blocks and the lower level of tbs
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first factor* The first p-2 blocks were used for 
designating 2p-2n levs la and ths remaining blocks were 
used for designating one level each* The contrasts of 
the asynuratricel factorial were obtained by taking the 
contrasts of the 2n symmetrical design*

4A confounded 2 design in two plot blocks were 
constructed* The levels are denoted by - 1  and 1 . 
Arrange the blocks in such a way that the first four 
blocks hod combinations with first factor at lower level. 
The first five blocks were used for designating the first 
ten levels and remaining blocks for designating each 
level* Ths lava Is of the asymmetrical factorial and

Acombination of the 2 factorial with corresponding 
contrasts were as shown in table 1 .

E&amplel*

Construction of 13 x 3 x 2 asymmetrical confounded
factorial layout confounding the three factor interaction, 

7A confounded 2 factorial confounding and ̂ 2x3y2

was constructed first, where x3 end x^
corresponds to tha factor at 13 leva Is* y, and y0 

correspond to the second factor at three levels and 3 

was taken as tha factor at two levels* The treatment 
combinations thus obtained wore renamed eta 13 levels of 
first factor as shown in the table 1 and as the three 
levels of the second factor* Ths resulting layout was 
os shown in table 2 *



Table 1* Table ahcwing tha levels ana contrasts of the aoynxnotrlcal factorial layout with 
the first factor at 13 levels

Combinations Levels of of symmetric asymmetrical 
design factor Contrast of the aayrgmefcrical design

“X *• -1 Q 4 4 + ■4- 4 4 4 o o o
-1 - -1 1 1 4 4 4 *4* 4 4* - 4 - 0 o o
-1 -1 -1 2 + - 4 •a* 4 - 4 ■* 4 0 o 0
**1 -1 1 3 + - 4 - 4 - 4 4 *» 0 o 0
-1 - -1 4 4 4 - 4 - - - 0 o 4 - 0
-1 - 1 S 4 4 - 4 • - - 0 0 - 4 0
-1 -1 6 4 - - - 4 4 0 0 4 - 0
-1 1 7 4 - - - 4- 4 0 0 - + 0
1 - -1 -1 0 - + 4 - - + - 0 o 0 0 4
1 - -1 1 9 - 4 4 - - *4. - a 0 0 o -
1 -1 10 - - 4 4 *» 4 0 o 0 0 0
1 •1 1 10 - - 4 4 •» - 4 o 0 0 o o
1 - -1 11 - 4 - - 4 ** 4 0 0 0 o 0
1 - 1 11 - 4 - 4* - 4 o 0 o o' 0
1 -1 12 - - - 4 4 + - 0 0 0 o 0
1 1 12 — ** 4 4 4 0 0 0 0 0
ataa g a agaa ana csrcrt i j-g-a tzta t=a ga-ntcy aaaaa taaia u parsa; b m b «CT»:»g;gp=i apcg retgapaost aeaoaa g'P ap Pap cr -

VO
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Table 2* Layout of a 13 x 3 x 2 asysjastrical factorial 
design

(0,0,0) (0,0,1) (0,1,0) (0,1,1)
(0,2*1) (0,2,0) (0,2,1) (0,2,0)
(1,0,0) (1,0,1) (1,1,0) (1,1,1)
(1,2,1) (1,2,0) (1,2,1) (1,2,0)
(2,1,0) (2,1,1) (2,0,0) (2,0,1)
(2,2,1) (2,2,0) (2,2,1) (2,2,0)
(3,1,0) (3,1,1) (3,0,0) (3,0,1)
(3,2,1) (3,2,0) (3,2,1) (3,2,0)
(*-1,1,0 ) (4,1,1) (4,0,0) (4,0,1)
(4,2,1) (4,2,0) (4,2,1) (4, 2,0)
(5,1,0) (5,1,1) (5,0,0) (5,0,1)
(5,2,0) (5,2,1} (5,2,0) (5,2,1)
(6,0,0) (6,0,1) (6,1,0) (6,1,1)
(6,2,1) (6,2,0) (6,2,1) (6,2,0)
(7,0,0) (7,0,1) (7,1,0) £7.1,1)
(7,2,1) (7,2,0) (7,2,1) (7,2,0)
(8,0,1) (3,0,0) (8,1,2) (8,1,0)
(8,2,0) (8,2,1) (3,2,0) (3,2,1)
(9,0,1) (9,0,0) £9,1,1) (9,1,0)
(9,2,0) (9,2,1) (9,2,0) (9,2,1)
(10,1,1) (10,1,0) (10,0,1) (10,0,0)
(10,1,1) (10,1,0) (10,0,1) (10,0,0)
(10,2,0) (10,2,1) (10,2,0) (20,2,1)
(10,2,0) (10,2,1) (10,2,0) (10,2,1)
(11,1,1) (11,1,0) (11,0,1) (11,0,0)
(11,1,1) (11,1,o) (11,0,1) (11,0,0)
(11,2,0) (11,2,1) (11,2,0) (11,2,1)
(11,2,0) (11,2,1) (11,2,0) (11,2,2)
(12,0,1) (12,0,0) (12,1,1) (12,1,0)
<13,0,1) (12,0,0) (12,1,1) (12,1,0)
(12,2,0) (12,2,1) (12,2,0) (12,2,1)
(12,2,0) (12,2,1) (12,2,0) (12,2,1)
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4m Construction of confounded asymmetrical factorial 
dssigns using balanced designs

Following tha line of Tysgi (1971) p x 2 x 2  designs 
w«ro constructed using a balanced design with p treat­
ments* In the incident matrix of the design one was 
replaced by cCand zero by |3 • "the p treatments were 
then identified oa p levels of the first factor* The 
c combinations (0,0) and (1,1) of the lost two treatnants 
were then attached to a level where <K.occur and (0,1 > and 
(1,0) wore attached to a level where p> occurs. Now,
<2r-b) rove with j&wero added to this incidence matrix if 

2r, 2r-b rows with °C ware added otherwise*

Kxasmla*

A 4 x 2 x 2 balanced design was constructed using a 
balanced design with four treatment, six blocks, three 
replication©, with block a ire two and with ^ 1* The
Incidence matrix of the above design was

1 1 0
s

O V <£. p> P

0 o 1 1
/3 /* od. K ,

1 o 1 0
M ta

o 1 Q 1
£ p> K

1 0 0 1 cxi P> p> K ,1 1 o
J J cKj K

I 3  J
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when* the matrix M was obtained by replacing one by 
and zero by • Corresponding blocks were obtained -ao
shown belew 

(0,0,0) (0,0,1) (0,0,0) (o,0,1 ) (0,0,0) (0,0,1)
(0,1# 1) (0,1,0) (0,1,1) (0,1,0) (0,1,1) {0,1,0)
(1,0,0) (1,0,13 (i,o,l> (1,0,0) (1,0,1) (1,0,0)
(1,1,1) (1,1,0) (1,1,0) (1,1,1) U,l,o) (1,1,1)
(2,0,1) (2,0,0) (2,0,0) (2,0,1) (2,0,1) (2,0,0)
(2,1,0) (2,1,1) (2,1,1) (2,1,0) (2,1,0) (2,1,1)
(3,0,1) (3,0,03 (3,0,1) £3,0,0) (3,0,0) (3,0,1)
£3,1,0) (3,1,1) (3,1,0) (3,1,1) (3,1,1) (3,1,0)

Example 2*

7 x 2 x 2  confounded eeynnsetrical balanced design wn* 
obtained by taking the incidence matrix N of a BIBO 
with seven treatment as shown below

I 0 0 0 1 1 o"
o 1 0 o o 1 1
0 O 1 1 0 1 o

H - 0 0 0 1 1 0 1
0 1 1 0 1 o o
1 0 1 O o o 1
1 1 0 1 0 0 0

The transformed matrix M obtained by replacing ssro by /:
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and one byoCsnd augmenting a row vector with ̂ 03 elenento wso 
as follows

P ft f t CK <K f t

F> <* ft ft ft <*3 <K.

/a. ft cxi> oC ft tXL ft

f t ft ft sC f t oQ

ft & ft 9t ft ft

<K ft ft ft ft <<

s-C ft 0Z (3 ft f t

cC aC oC. *c o<t *L
Corresponding Mocks obtained were

(0,0,0) (0,0 ,1 s (0,0,1) (0,0,1) (0,0,1) (0,0,0) (o;o,o) (0,0,0)
<G,1,1) (0,1,0) (0,1,0) (0,1,0) (0,1,0) (0,1,1) (0,1,1) (0,1,1)
u,o,is (1,0,0} (1,0,1) (1,0,1) (1,0,0) (1,0,1) (1,0,0) (1,0,0)
(1 .1,0) (1,1,1) (1 ,1,0) (1,1,0) (1,1,1) (1,1,0) (1,1 ,1 ) (1,1,1)
(2,0,1) (2,0,1) (2,0,1) (2,0,1) (2,0,0) £2,0,0 ) £2,a,i) (2,0,0)
(2,1,0) (2,1,0) (2,1,0) (2,1,0) (2.1*1) (2.1,1) (2,1,0) (2,1,1)
(3,0,1) (3,0,1) (3,0,0) (3,0,0) (3,0,1) (3,0,1) (3,0,0) (3,0,0)
(3,1,0) (3,1,0) (3,1,1) (3,1,1) (3,1,0) (3,1,0) (3,1,1) (3,1,1)
(4,0,0) (4,0,1) (4,0,1) (4,0,0) (4,0,0) (4,0,1) (4,0,1) (4,0,0)
(4,1,1) (4,1,0) (4,1,0) (4,1,1) (4,1,1) (4,1,0) (4,1,0) (4,1,1)
(5,0,0) (5,0,0) (5,0,0) (5,0,1) (5,0,1) (5,0,1) (5,0,1) (5,0,0)
(5*1,1) (3,1,1) (5,1,1) (5,1,05 (5,1,0) (5,1,0) (5,1,0) (5,1,1)
(6,0,1) (6,0,0) (6,0,1) (6,0,0) (6,0,1) (6,0,0) (6,0,1) (6.0,0!
(6,1,0) (6,1,1) (6,1,0) (6,1,1) <6,1,0) (6,1,1) (6.1,0) (6,1,1)
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Analysis

In the present study an attempt is made to generalise 
the method of sum end difference In the line of Yateo 
(19373 modified by Good (19S3), Thin method is much 
aimpler than that of Good.

A general analysis of a three factor asymmetrical 
design ie explained here* This method can bo easily 
extended to designs with any number of factors*

bet r̂ , F2 and be three factors at levels 
p# q and t respectively (p>q>fc). Arrange pqt 
treatment combinations in the dictionary sequence with F̂  
preceedinq and in succeeded by v;rltc tha sum
of responses for each treatment combinations in all 
replications against them. Group these numbers into qt 
groups of p items each in the same order os they arc 
written. These group sums will form 1/p fraction of the 
next column lo. the third column* in the next 1/p 
fraction linear contrasts corresponding to number p, of 
these groups are written. Koxt I/p fraction will b* 
formed by quandratic contrasts and next fraction cubic 
contrast and so on. Orthogonal contrasts can be obtained 
from Fisher and Yates Tables (1933). Fourth column is 
obtained from the third column in a similar fashion as 
third caiman la obtained from the second column, but the
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grouping hero la dene Into pt groups of q items and 
contrast n also correspond to the number q. Fallowing 
the same line with the masher t, from the fourth 
col cm  fifth column 1* obtained. The fifth column will 
consists of contrast© of the final design*

Divisor© of contract squares are obtained by taking 
Kronccker product A of notrices M2 and in the
reverse order, Where/ ^  is a p x p matrix with all 
elements in the first res# as unity and coefficients of 
contrasts in the remaining rows, similarly is a 
q x q matrix and a t x t matrix whose elements are 
taken similar to that of A will be a pqt x pqt
matrix with all elements of first row as unity* Thaee 
matrices ore same as matrices given by Good (1959)* 
Diagonal elements of AA1 when multiplied with number of 
replications will provide divisors of different contrasts*

While doing the entire procedure/ care should be 
taken not to violate the order*

A particular case*

Consider the case p m 4/ q *» 3 and t « 2, which 
results in a 4 x 3 x 2 design* Write the different 
treatment combinations in the standard order. In the 
second column corresponding treatment totals in different 
replications are to be written* This column is grouped
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Into groups o£ four treatment®« These group totals forts 
first om  fourth of third column* Remaining portions are 
filled with linear quadratic and cubic contrasts 
respectively* For conetrueting the fourth column third 
column is grouped into groups of three items and their 
sums, linear and quadratic contracts ore taken* This 
column io again paired and 3ums and differences of these 
pairs will given the contrasts of the final design, 
ftetrix A is obtained by taking the Krone eke r product of 
matrices 'V H2 and

V

V Here

1 2 1 1
—3 -1 1 3
1 -1 -1 X
-1 3 -3 1/

1
-1
 ̂1

1
o
-2

and 1

-1

A « M3Qt) H2 \g)

'The procedure for finding the contrasts by the sum and 
difference method is as shown in the table 3*



Table 3* Mathod of ami and difference for tha calculation of contraoto

1 2 3 4 S 6

Kl 5c1+k24x3+x 8 (yl) yl^y2+y3<3l) 31+22 (cl) 24r<dl)
P
cl/dl

XZ x5+x6+x7+x3 (?2) y4+y54y6(a2 > SS3+S4 (c2 ) 120r(d2)
2
c2/d2

X3 x9+xl0+xl 1 -fxl 2 (y3) y7+y9+y9(s3) sS+sG(o3) 24r (d3)
z
c3/d3

K4 Xl 3 4+xl 5 4X16 Cy4) yl0+yll4yl2 (s4) a7+a3(c4) 120r(d4)
2
c4/d4

k5 X174X184X10+3C20 (y5 ) yl3+yl4+yl5(sS) 3CD+3lO (c5) 16r<d5)
2
C5/d5

*6 x2l+;c224X23 +X2 4 (y&) ylG+yl7+y!0(cG) 311+312(c6) 6or(d6)
2
c«/dS

sCJ -3xl-x2+x3+3x4 (y7) yl9+yao+y21(a7) si3+al4(c7) 16r (<37) 2
c7/d7

xO •*3x5-x5*x7+3x9 (ya) y22+y23+y24 Cs3) alS+zlG(cS) 30r(d9)
2
c3/d3

X9 ~3x9-xlO 4x11+3x12 (y9) -yl+y3(39) sl7+sl8(c9) 48r(d9)
2
C0/d9

xlO -3xl3-xl4+xl5+3xl6(ylo) ~y4+y6(alo) sl9+320(cl0) 24or(dlO)
2

ClO/dlQ
xll -3xl7-xX8**xl9+3x20 (yll) -y7+y9(all) 321+322(ell) 48r(dll)

2
ell/dll

xl2 -3x21~x22+x23̂ x24 <yl21i -ylo*yl2(3l2) 323+324 (cl 2) 240r (dl2) Cl2/<312
(contd***)



Table 3* contd*.*,,.
I B M

1 2 3 4 5 6

Xl3 xl-x2-x3+x4<yl3) -yl3+yl5(el3) -cl+2 2(cl 3) 24r(dl3)
2

el3/dl3
xl4 x5-x6-x7+x3(y14) -yl6+ylQ<el4) -c3+24(cl4) 120r((U4)

2
ci4/ai4

xl5 x9-xlO-xll+xl2 CylS) -yl9+y21(el5) -z5+s6 (clS) 24r(dlS)
2

cl5/dl5
xl6 Xl3-xl4-xlS+xl6 (yl6) -y22+y24(al6) -z7+3G(clG) 12or (dl6)

2
Cl6/dl6

xl7 xl7-xis-xl9 +x2o (yl7) -yl-2y2+y3<el7) -s9+sl0(cl7) 16r(dl7) Cl?/dl7
xlS x21-x22-x23*x24 (ylQ } y4-2yS+y6(cl3) -Sll+3l2(cl8) Bor(dlG)

2
Cl0/dl8

xl9 -xl +3x2-3x3+x4 <y 19) y7-2yB4y9(2l9) -2l3*al4(cl9) IGr(d!9)
2

Cl9/dl9
X20 -x5+3xG-3x7+x3 (y20) ylG-2yll+yl2(e20) -3l5+el6(c20) 8or (*320) 2C2O/d20
x2l -x9+■ 3x10- 3:tl 1 +xl 2 5y21) yl3-2yl4+yl5(s21) -Zl7+3ia(c2l) 40r(d2l)

2
c21/d21

X22 -xl3+3xl4-3xlS+xl6 (y22) yl6-2yl7+yl8(z22) -sl9+s20(c22) 240r(d22) 2c22/d22
X23 -xl7+3x10-3x194x20 (y23) yl9-2y204y21(s23) -Z21+222(c23) 40r(<323) c23/d23
x24 -x21+3X22-3X23+X24 Cy24) y23—2y23+y24(e24) -223+324(c24) 240r(d24) c24/d24aai«MBBatiaa8att̂ a{mniigB»aawMwn»aaaBa5»a3aM»»3atiBaagBaMi«ai™gu»iMg3iBBa-iig<i>niiBnw7;~g-i
Notei r is the number of replications end <3 i® the product of the diagonal

element of the matrix AA* with the replication and matrix A is as given in table 4. • -
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Table 4,, A matrix for a 4 x 3 x 2 design
1 1 1 Z 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I 1
-3 -1 1 3 -3 -1 1 3 -3 •1 1 3-3 -1 1 3 -3 -1 1 3 -3 -1 1 3
1 -1 -1 1 ol -1 -1 -1 1 -1 1 1 -1 -1 1 1 -1 1 1 -1 -1 1
-1 3 -3 1 -1 3 -3 1 -1 3 -3 1 -1 3 -3 1 -1 3 -3 1 -1 3 -3 1
-1 -1 -1 -1 0 0 0 0 1 1 1 1 —1 -1 -1 0 0 0 0 1 1 1 1

1 -1 -3 0 0 0 0 —3 -Z 1 3  3 1 -1 -3 0 G 0 0 -3 -1 1 3
-1 1 1 -1 0 0 0 0 1 -1 -1 1 -1 1 1 -1 o O o o -1 -1 -1 1
1 -3 3 -1 ■ O 0 0 0 -1 3 -3 1 1 -3 -1 0 0 0 0 -1 3 -3 1
1 1 1 1 -2 -2 -2 -2 1 1 1 1 1 1 1 1 -2 -2 -2 -2 1 1 1 1
™3 -1 1 3 6 2 -2 .6 -3 -1 1 3 - 3 -1 1 3 6 2 -2 •4 -3 -1 1 3
1 .1 -1 1 -2 2 2 «2 1 -1 - 1 1 1 -1 -1 1 —2 2 2 -2 1 -1 -1 1
-1 3 -3 1 2 -6 6 -1 3 ««3 x vl 3 -3 1 2 -6 6 -2 -1 3 -3 1

1 1 1 1 1 1 1 1 1 I 1
1 -1 -3 3 1 -1 -3 3 1 -1 -3 -3 -1 1 3 -3 -1 1 3 -3 -1 1 3

—I 1 1 -1 -1 1 1 -1 -1 1 1 - 1 1 -1 "1 1 1 -1 -1 1 1 -1 -1 1
1 -3 3 -1 1 —3 3 -1 1 -3 3-1 -1 3 -3 1 -1 3 -3 1 -1 3 -3 1
1 1 1 1 0 0 0 0 -1 0 0 0 0 1 1 1 1
-3 -1 1 3 0 0 O o 3 1 -1 -3 3 1 -1 -3 0 0 0 0 -3 -1 1 3
1 -1 -1 1 0 0 0 0 -1 1 1 -1 -1 1 1 -1 0 0 0 0 1 -1 -1 1

3 -3 1 0 0 0 0 1 *3 3 - 1 1 -3 -1 0 0 0 0 1 -3 3 -1
-I -1 *1 m], 2 2 2 2 -I -1 -1 -1 1 1 1 1 -2 —2 -2 -2 1 1 1 1

1 -1 -3 -6 -2 2 6 3 1 -1 -3 -3 -1 1 3 6 2 -2 -3 -1 1 3
-1 1 1 -1 2 -2 -2 2 -1 -1 1 »1 1 -1 -1 1 -2 2 2 -2 1 —1 —1 1
1 -3 3 -I -2 6 —6 2 1 -3 3 -1 -1 3 -3 1 2 —6 6 m2 1 3 -3 1
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In the case of mere than three factor© say n factors 
the contrasts are obtained by similar to addition and 
subtraction method applied n times* The treatment totals 
are grouped into different sets, first in the order of 
matrix# second in the order of Mg matrix etc* The 
contrasts will be obtained in the (n+2)tJl column and the 
divisors can be obtained from the a matrix*

A « Mfj(§) !In-l @  ••• '
Vihere# M̂ * Mg etc* are the matrices obtained by writing the 
first rov«j as unit elements end remaining rows as tits 
coefficients of contrasts as given in Fisher and Yates 
Tables (1933) for the n different factors under 
consideration* The divisor© are the diagonal elements of 
AA* multiplied by the number of replications*

Illustrative Example I*

Data on dry weight of ©hoots (in Jog/hsO at panicle 
initiation stage of rice (Qrino estiva) from an experiment 
conducted by Abdul Salatn (1933) at Tamil Madu Agricultural 
University during tforth East Monsoon season was tnlasn.
The design was 4 x 3 x 2  factorials with treatments four 
levels of U, three levels of P and two levels of 2,
The data were as shown in table 5*



Table 5* try weight of shoots at panicle initiation 
stage of rice

Treatment Replication I (kg/ha) Replication II 
(kg/ha) Total

ncjsozo 2700 2100 4000
noposl 3150 2250 5400
noplso 32 SO 2450 5700
noplzl 3300 2750 6050
nop2so 2700 3350 60S0
n0p2r.l 2800 2700 5500
nlposl 2850 2400 5250
nlpOzl 2800 2700 5500
nlplzo 2950 3900 6650
nlplsl 3800 5100 0700
nlp2so 3300 4200 7SD0
nlp2sl 3350 4300 7650
n2poso 3400 3600 7000
n2p2cl 3550 3750 7300
n2plzo 3700 3900 7600
nSplzl 4000 4200 0200
n2p2zo 3900 3900 7 BOO
n2p2zl 4050 4000 8050
n2pocO 4200 4500 B7oo
n3pOzl 4500 4B00 9300
n3plzo 4800 5000 9800
n3plsl 5105 5200 1O305
n3p2sO S200 5100 10300
n3p2Bl 5200 5100 10300
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Table 6. Table of contrasts

1 3 3 A 5 G

nopoza 4300 25750 97350 179605 49
nlposo 5250 29950 92255 30115 240
n2p0zj 7000 31GS0 39550 4905 43
n3p3zo 3700 27500 40565 1170S 240
rjDplso 57iX> 33255 9350 9900 32
niplzo 6350 32500 1455 900 160
n2plzo 7600 13450 3350 -2000 32
n2plxO 90 00 13050 7955 9300 160
nop'Zzo 6OS0 13050 5900 -looio 96
nln2so 7500 13500 4000 4170 403
n2p2co 7300 12265 -400 3290 93
n3p2oo 10300 14300 1300 11110 430
nopozl 5400 12 50 -200 4905 43
nlposl 5500 loSo -1300 1015 240
n2p3nl 73DO 1050 4700 -1095 40
n3p0zl 9300 1900 5100 4005 240
noplzl 6oSO -545 -2500 -1900 32
nlplzl 0700 loo -7510 1700 160
n2plzl 3200 -1350 400 -1600 32
n3plsl 10305 1950 3770 400 160
nopSal 5500 3350 200 -5010 96
nlp2sl 7650 -1500 3090 3370 4Q0
n2p2zl 8050 5755 -1700 2890 96
n3p2sl 10300 3600 -9410 -7710 430
5E233®=X350C=3=*Siit= S=3=a!= 3̂2
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A U O V A

Source df ss KS

Clock
Treatntent

174604.69 174604.69 0.999

H 3 27795249.00 9265093.00 53.05**
P 2 4106563.30 2053291.60 11.76**
Z 1 501229.68 501229.68 2.87
HP 6 1136440.60 709406.76 4.S2
HZ 3 145939.06 43646.35 0.23
PS 2 374271.37 187135.93 1.07
IJK5 6 333565.61 55594.27 0.31
Error 23 4017015.36 174652.84

Total 47 33410274.49

Inference: Change In the leva la of H and P have got
significant affect In shoot dry we icht 
whereas change In the levels of Z has no
effect and Interactions are also not 
significant.

Illustrative Example II.
The data on winged bean (Fscrohocarous tetrangonolobus)

obtained from e fertiliser trial conducted by Erillin
(19S3) at College of Agriculture# Vellayanl had been taken.
The design adopted vos a 4 x 3 x 3 asymmetrical factorial2confounding HK. in two replications. The data were an
given in table 3.
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liable 7* Keekly weight of uingsd bean

Treatment Replication X Replication 12 Total

n0k0p2 690 910 1600nokopl 630 1030 1660nofeopo 540 1225 1765
tl2)c2p3 565 1815 2300
nokop3 635 1475 2110n2k2p2 945 25SO 3495n2h2pl 020 2855 3675
nlktpl 660 1335 2045n2k2pl 1105 2440 3625
nlklpo 1100 3105 4235nlklp3 1690 3175 4865nlklp2 1040 3330 4370n2k2p3 1320 1800 3120nak2pD 775 1590 2365nlkopl 1305 565 1390n2klp2 33 DO 3105 6935nok2p2 3060 2690 5750n2Iclpl 1200 2030 3230nlkopa 2570 2605 5255nlkop3 1335 3500 4835n2klpo 1450 2535 3935nlkopo 2470 1300 3770nofc2pi 2785 2765 5550n2klp3 1240 3625 4065noklpl 1175 2545 3720nlfc2p2 1745 5160 6905nlk2po 1370 2535 4455n2kop2 595 3935 4530ROklpO 700 2695 3395n2kOp3 715 2040 2755nlk2pX 735 4035 5570n?.):opl 675 2550 3225n0klp2 1705 2930 4635nlk2p3 345 2470 2015n0klp3 930 2010 2940n2kopo 1230 2702 3932

w oa*i MaaanssassiB syren si'asi rere scsHmassaE cgaaa gmmaiu.n—ire rerererere rerecrerere



65

Table 8. Table of contrasts

1 2 3 4 5 6

nokopo 1765 7135 37327 137072 72nokopl 1660 15750 49320 11284 360nobOp2 1600 14432 50425 -12609 72nOkOp3 2110 14590 5309 -42072 360nlKDpo 3770 15565 loolo 0932 40nlkopl 1390 19065 -4035 -2156 240nlh0p2 5255 16715 1007 2902 43nll;0p3 433S 19745 —650 - 16102 240n2kopo 3932 13965 -13045 -1610B 144n2kOpl 3225 975 -13597 -9836 720n2kOp2 4530 6560 —13930 -9653 144n2k0p3 2755 -2226 -0495 20950 720noklpo 3395 -4S0 7307 13093 43noklpl 3720 4065 4375 -9344 240noHlp2 4635 6395 -2750 14052 40tiOklp3 2940 2675 -3201 5102 240nlklpo 4205 —3505 6345 10057 32nlklpl 2045 -3125 -5300 2599 160nlklp2 4370 615 -1683 5613 32nlHlp3 4865 1460 655 2317 160n2klpo 3985 -1063 3930 1113 96n2klpl 3230 -2020 -5617 21091 480n2klp2 6985 2735 -7185 5943 96n2lclp3 4865 -1365 -3330 -5053 4 BOnOl:2p5 2295 -5335 -9923 -1O09B 144nofc2pl 5550 -5205 2625 -10746 720nok2p2 5750 -1955 -3310 -10733 144nok2p3 3120 525 -14371 17863 720nlk2po 4455 -9030 -2105 -4193 96nlk2pl 5570 -5092 6720 -22691 4S0nlk2p2 6905 -3200 —3373 937 96nlk2p3 2815 -6395 -3355 5453 430n2k2po 3625 -10385 2570 -23903 283n2J:2pl 3075 225 13493 -3201 1440n2k2p2 4285 -564S -975 16907 283n2k2p3 2330 -3075
“ - - ■ l i i .  g a n a  a g  a a a a w

0440 233Q3 1440
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Source

Blocks
Treatments

df ss MS

39946917.83 7939383.57 26.0**

N 2 3463955.10 1731977.50 5.8**
P 3 7506412.60 2502137.50 8.4**
K 2 4397370.50 2198685*20 7.4**
BP 6 2667307.90 444551.30 1.5
NK 2 5157094.20 2570947.10 8.6
PK 6 6313199.90 1053033.30 3.5**

NPK 12 4943029.66 412335.30 1.4
Error 33 9336306.31 293072.31

total 71 94242474.00
gargxeggKgggadgggy

Conclusions t

All main effects and NK and PK interactions were 
highly significant.
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Discussion

The present investigation uaa aimed at tha construction 
o£ asymmetrical factorial designs for different situations 
and also to givo a general and easy analysis of this 
aoynseetrioal factorial layouts*

In this Investigation four different rnethods of 
construction were attempted

1* construction of confounded asymmetrical factorial 
designs using Galoic field*

2* construction of a pjcqxt design troci a 
p x p design*

3* construction of asymmetrical factorial designs 
using factors at two levels and

4* construction of confounded asymmetrical designs 
using balanced designo.

In the first method of construction of aeynxaetric 
factorial designs using Galois field* two lemas were 
derived.

The first lemma*

“If OFCo) is a Galois field with a olettsnto and d is 
a diviacr of o-l, then x can assume only (s-U/d +] 
distinct values in GF(a) as x aasueiGo all the s value 
of



was used to construct asymmetrical factorial designs in 
which the first factor would be having s levels where 
s is a prime or prime power and the levels of the second 
factor was taken as (s-l)/d +1 where d is a suitable 
divisor of a-l*

Using the second lenna,

**!£ s and T arc square matrices of order s-1 ouch that
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then, s end T arc inverses of each other; 
asynmetrical factorial designs were also constructed by



69

taking two squoro natrice3 s and T of order b-1 such 
that T is the inverse of £>, This method gave suitable 
polynomials which took restricted values While constructing 
the layouts of the caynmstrical factorials. Eight examples 
of cooatructlcsj of asymmetrical factorial designs using 
those two lemmas were given.

In the construction of 3 x 3 x 2 ,  3 x 2 x 2 ,
4 x 2 x 2 ,  4 x 4 x 2 ,  5 x 3 x 2  and 7 x 4 x 3  layouts
the first lemma vos mods use of. iihersao, in the 
construction of 4 x 4 x 3  and 4 x 3 x 2 x 2  the second 
lemma wao made u<e of,

A general method of construction of p s q x t designs 
from p x p designs (p>q^t) wa3 explained in the second 
method. This method wao illustrated with the construction 
of three examples vis, construction of 4 x 3 x 2 ,
5 x 4 x 3  and 7 x 6 x 3  asymmetrical layouts,

thilG constructing asymmetrical factorial designs 
using factor̂  at two levels two types of con s true tic n wore 
attampted.

A. following the line of D&a end Raa,
8* following the line of Banerjee end Has.

In the method (A), a general procedure for construction
of ccnfoundad asymmetrical factorial design 4P x 3q x sF
was given* This method was illustrated by two examples vis.
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constructions of 4 x 4 x 2  and 3 x 3 x 2 x 2 asymmetrical 
layouts. In method (S) a general method of construction of 
asymmetrical factorial design through symmetrical 2n 
factorial at p levels, where 2n"*i_ p<^2n was described. 
This was illustrated through an example of construction of 
13 x 3 x 2 asymmetrical confounded layout.

In the fourth method a general method of construction 
of confounded asynroetrical factorial design in the line of 
Tyagi (1977) had been explained. This method was illustrated 
with two example a via, 4 x 2 x 2  and 7 x 2 x 2  balanced 
confounded asymmetrical layouts,

The present investigation included a general and 
simplified analysis in the line of sum and difference 
approach given by Yates (1937) modified by Good (1953). This 
method was more simple than that of Good. In this method 
different matrices say etc, according to the
number of levels of various factors were considered, Koch 
of this matrix was constituted by elements unity in the 
first row, coefficients of contracts in the other rows 
according to the levels of that particular factor* The 
divisors of various contrasts obtained in the final column 
of operation were obtained from the elements of Kroneeker 
product of these matrices taken in the reverse order. The
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method of aim and difference for calculation of contrasts 
and sura c£ squares wore illustrated in table 2 for a 
4 x 3 x 2  design*

Finally this analysis was illustrated by taking data 
from tiro agricultural experiments - one, dry weight of 
shoots at panicle initiation stage of rice, an experiment 
conducted by Abdul Salarn (19331 at Tamil fladu Agricultural 
University end another the data on yield of winged bean, 
a fertiliser trial conducted by Brlllln (1933) at the 
College of Agriculture, vcllayani.

All these four methods of construction were modifi­
cations and generalisation of the previous existing methods. 
In this investigation proper care was also taken to give 
the easiest possible construction technique and analysis 
of asymmetrical factorial experiments*





SUTflftRY

The objective of the present study wore to construct 
confounded asymmetrical factorial designs suitable for 
practical experimental situations end to obtain their 
analysis*

In the present investigation confounded asymmetrical 
factorials ware constructed using four different techniques.

1. using Galois field,

2* p x q x t designs from p x p designs,

3* using factors at two levels and

4* using balanced designs.

Using the first method eight layouts were constructed 
based on two lemmas. The layouts 3 x 3 x 2 ,  3 x 2 x 2 ,
4 x 2 x 2 ,  4 x 4 x 2 ,  5 x 3 x 2  and 7 x 4 x 3  were
constructed based on lemma (1) whereas layouts 4 x 4 x 3  
and 4 x 3 x 2 x 2 were constructed based on lemma (2).

A general method of construction of p x q x t 
(p>q>, t) designs from p x p designs were explained with 
illustrative examples of construction of 4 x 3 x 2 ,  
5 x 4 x 3  and 7x6::3 layouts.

Two different approaches were made while constructing 
asymmetrical factorials from syrmetrical factorials with 
factors at two levels.
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B. Following tlia lino of Danerjoo and Das.

Dos anti nao's technique van extended to construct a 
general x 3** x 2r confounded factorial. Two examples 
of construction of asymmetrical designs vie. 4 x 4 x 2  
anti 3 x 3 x 2 x 2 were given to illustrate this.

In the line of Benerjee and uas a general method of 
construction of confounded nay'metrical factorial woo 
described with special emphasis given to a factorial with 
one factor at 13 levels. The same was illustrated with 
13 x 3 x 2 confounded layout.

In the last method of construction a balanced 
confounded asymmetrical factorial design was constructed 
with a balanced incomplete block design (BIBD). 4 x 2 x 2  
confounded layout was obtained from a BIUD with four 
treatments and 7 x 2 x 2  layout from a BIRD with seven 
treatments.

In the second port of the study a general and 
simplified analysis of factorial experiments applicable to 
both synrrtetrical and asymmetrical factorial was described 
in the line of ¥at«s (1937) modified by Good (1959). This 
method is more simple than that of Good's method. The 
general method of analysis of 4 x 3 x 2  design was

A* Following the lino of Das and Rao and
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described in detail. The rnethod of analysis van illustrotsd 
with nurx?r.lc*.il exc"ple of a 4 x 3 x 2  dccinn by tailing 
data on dry weight of sheets at panicle Initiation stage of 
rice, an experiment conducted fcy Abdul 3a2am (1953) ot 
TenII I.'odu Agricultural University and a 4 x 3 x 3 design 
us Inc data on yield on winged bean from an experiment 
conducted by Drillin (1933) at College of Agriculture, 
Velloyani.
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ABSTRACT

Experiments in agriculture require several types of 
designs. Situations in which treatmenta sre combinations 
of factors with asymetrical factors are many. When the 
total number of treatment combinations is large, 
confounding is practised In order to get more precise 
estimates. Confounding ie inextricable mixing up inter­
action effects with block effects.

In the present study four different methods of 
construction of asymmetrical designs arG attempted. In tho 
first method polynomials In Galois field ore used for 
construction. These polynomials ore dsvieed on the basis 
of two lemmas and following the line of JCiehen end 
Srlvastava (1959).

Second method of construction is obtained by following 
sardana and Das (19S5). a general three factor deaign in 
constructed.

In the third method factors at two levels are used 
for constructing asymmetrical designs following the line 
of bus and Rao (1967) and Bonerjec and ran (1969).

Fourth method of construction of asyrrraetrlcal factorial 
designs are from balanced designs. This method of 
construction is in the line of Tyagi (1971).



ii

A general method of analysis applicable to both 
symmetrical and asyaraetrical designs also la established 
following the line of Yates (1937). This method of 
analysis have been Illustrated by two examples from the 
field of agriculture*




