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1. INTRODUCTION

Partition of in d iv idua ls  into a number-, of groups in such 

a way that in d iv id u a ls  in the same group are a like but distinct 

from in div idua ls  in other groups is ve ry  advantageously used in 

breeding programmes.

Genotype x environment interaction plays a v e ry  important 

role in crop improvement programmes. The phenotype of an 

in d iv id u a l is completely determined by the genotype and 

environment. The • difference in environments has greater effect on 

certain genotypes than on others. Th e  interplay of genetic and non- 

genetic effects on phenotypic expression of in d iv id u a ls  is known 

as genotype-environment interaction.

The w idely  used regression approach to study g enotype-envir­

onment (G E) interaction performs satisfactorily  only when the regress­

ion of the GE interaction on the environmental index has very high 

p re d ic ta b i l ity ,  which occurs ve ry  ra r e ly .  Moreover th is  approach 

assumes homogeneity of e rro r  variances in different environments. 

Hence th is  approach also fa ils  in situations when the e rro r  variances 

in the different environments are heterogeneous.

Stratification of environments or genotypes can be used effect­

iv e ly -  to achieve low or no genotype-environment interaction w ithin 

any group. Th e  region for which a breeder is developing im proved
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varieties can be so sub d iv id e d  that a ll environments in any sub

region are some what s im ila r .  A lte rn a tive ly  the genotypes under

investigation are formed into different groups such that the

genotypes w ithin  any group have s im ilar response to differing

environments. Another method to reduce the genotype environment
■

interaction is to select stable genotypes that interact less with the 

environments in which they are to be grown.

Recent are the few attempts on • grouping genotypes or environ­

ments such that GE interaction w ithin any group is absent but 

present between any .tw o  groups. These clustering techniques have 

been developed for situations where the e rro r  variances in different 

environments are homogeneous. But often the e rro r  variances do 

become heterogeneous. Therefore it  is necessary to have clustering 

procedure that can be used when e rro r  variances in different environ­

ments are heterogeneous.

The present investigation is  taken up to evolve a procedure 

to form clusters of genotypes based on th e ir  interaction with environ­

ment when the e r ro r  variances in different environments are 

heterogeneous.



H eview  o f Jlite.ta.tute.
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2. REVIEW OF LITERATURE

Genotype environment interaction has long been known to 

occur and various methods have - been proposed for analysing GE 

interaction s ta tis t ic a lly .  Clustering approach to study GE. interaction 

is ve ry  recent and consequently the literature  in this area is lim ite d .

Yates and Cochran (1938) used the regression approach to 

study the GE interaction in a varietal t r ia l  on b a rle y . They  regressed 

the y ie ld  of each v a rie ty  on the environmental means and observed 

that the regression sum of squares accounted for a large part of 

the interaction sum of squares.

Many workers (Wood, 1976; T a i ,  1971; E berhart and Russell, 

1966; Perkin's and Jink s, 1968; F r ip p  and Caten, 1971; Hardwick 

and Wood, 1972 e tc . )  suggested variations of regression approach 

to study GE interaction. Th e  s im p lic ity  of these procedures might 

have made them so popular among plant breeders for the study of 

GE interaction.

Bala Krishnan et_ a^. (1978) applied the regression

techniques of Finlay and Wilkinson (1963) and Eberhart and Russell 

(1966) in Pineapple. Suresh Babu (1981) used the statistical techniques 

proposed by Fin lay and Wilkinson (1963), E berhart and Russell 

(1966) and Perkins and Jinks (1968) to estimate s ta b i l i ty  parameters
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and GE interaction in B h in d i.  Devadas (1982) used the sta b ility  

analysis of Eberhart and Russell (1966) in amaranth va rie tie s . 

Sulochana (1984) used the s ta b ility  analysis of E berhart and Russell 

(1966) in Cowpea. Ibrahim  et  ̂ a l . (1985) applied, the regression

techniques of F in la y  and Wilkinson (1963) and E berhart and Russell 

(1966) in black pepper. Ushamani (1987) applied the s ta b ility  

analysis of Eberhart and Russell (1966) and Perkins and Jinks 

(1968a) in b r in ja l .  Mini (1989) studied different genotypic s ta b i li ty  

analysis in detail in sesame.

Wricke (1966) proposed ecovalence ratio* (W .) of genotypes 

grown under several environments as a measure of ‘s ta b i li ty  of perfor­

mance. Ecovalence (W .)  was defined as the percentage contribution 

th
of the i genotype to the genotype-environment interaction sum of 

squares. The varieties with small W. values were considered as 

stable. By th is  method the genotype-environment interaction ' sum 

of squares can be partitioned into components attributable  to different 

genotypes, though the performance of genotypes over environments 

cannot be predicted. Ushamani (1987) used th is  ecovalence ratio 

to assess the s ta b ility  of performance of genotypes in an experiment 

on b r in ja l .

2
Shukla (1972) proposed s ta b ility  variance (<*"1 ) as a measure

of s ta b i l i ty  of i th genotype and developed an F test taking into

' 2 
account the environmental component of variance ( 3"e ) .  I f  the
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s ta b ility  variance of genotype and environmental component of variances 

are equal, that genotype was as judged stable.

John (1984) studied the genotypic s ta b i l i ty  analysis of 

Eberhart and Russell (1966), Perkins and Jinks (1968), Freeman and 

Perkins (1971), Wricke (1966) and Shukla (1972) in detail and pointed 

out the drawbacks in the analysis of variance of Eberhart and Russell 

and Perkins and J in k s . She suggested that the regression methods 

could satisfactorily  be used with larger number of genotypes 

provid ed the regression explains a substantial part of GE interaction. 

When regression cannot explain large part of the GE interaction 

W ricke 's  ecovalence ratio  or Shukla 's  s ta b ility  variance could satis­

fa ctorily  be used.

Lin and Thompson (1975) extended the regression approach 

to clustering genotypes based on GE interaction. Th e y  defined a 

d is s im ila rity  measure for any subset of ' t 1 genotypes as the variance 

ratio for testing the null hypothesis of a common regression line 

against the alternative hypothesis of ' t 1 independent regressions. 

They proved that th is  d is s im ila rity  measure equalled the mean of 

measures for a l l  possible pairs of genotypes in the subset. Thus 

the index conformed to the conditions set by Sokal and. Michener 

(1958) for use of th e ir  unweighted group average lin k  strategy for 

clustering.
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Lin (1982) proposed a cluster method to group genotypes

according to th e ir  response to the environments. He defined a d iss im i­

la r i ty  index between a pair  of genotypes and used Sokal and 

M ichener's (1958) unweighted pair group method in the clustering 

algorithm . The index was given by

i

d ( 1 ' i , ;  = k  [ ( Y i j  -  V  -  ' V j  -  V ” 2
j=1

where Y „  is the observed mean value of i **1 genotype in. the

environment ( j  = 1 , 2 ....................  n) and Y is the mean of the i th

genotype over 1 n ' environments. He showed that the d is s im ila rity  

index in a cluster of genotypes is  nothing but the w ithin group GE

interaction mean square, under a two way analysis of variance.

Ramey and Rosielle (1983) used the d is s im ila r ity  index

proposed by Lin  (1982) and proposed a h iera rch ica l agglomerative 

sums of squares method for clustering genotypes or environments in 

presence of genotype x environment interaction. Th e  procedure

consisted of minimising overa ll  genotype x environment interaction 

mean squares w ithin cluster at each fusion cycle.

Suresh (1986) proposed a computer oriented interative  

algorithm for clustering genotype using Mahalanobis D2 statistic  as 

the d is s im ila r ity  index.
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Sreekala (1989) proposed three procedures for clustering

genotypes based on th e ir  interaction with environment using L in 's
2

(1982) d is s im ila rity  index and Mahalanobis D s ta tistic .





3. METHODOLOGY

Procedures for clustering genotypes based on th e ir  interaction 

with environments have been suggested by various workers in situation 

when e r ro r  variances in different environments are homogeneous. Herein 

procedures for clustering genotypes when the e rro r  variances are 

heterogeneous in different environments are proposed.

Let us assume that ' t '  genotypes are tr ied  in each of the 

's '  environments in a randomised block design w ith  1 r/ replications and

that the e rro r  variances in the 's '  environments are found heterogene-

2 ‘ 
ous using B a rt le tt 's  X  test.

Next step is to have a weighted analysis of variance of

the data pooled over the environments in order to test the presence

or absence of GE interaction. Th e  weighted analysis can be

summarised as follows (Panse and Sukhatme, 1978) . *

Weighted Analysis of Variance of the Pooled Data 

Source Sum of Squares

Total

Environments

Genotypes 

GE interaction

j=1

s
S I  W.s. -  c 

J J

3 2
1 w .p .  -  c

t j t r

z :  f e w - Y - . l
3 u J

s
T "  w.

J

-  c

j=1
Total SS -  Environments SS -  Genotypes SS
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where, ■

Y „  is the mean observation of i *̂ 1 genotype in environment

W. = r / s .2 ,
0 0

Sj2 is the e rro r  mean square in the environment,

S- = X  Y „  .
i =1

P. =
i =1

Y.
i j

G —
i =1 > 1

W.Y.
J

C =

4 ^ Wn- 
j=1 J

y » ‘

Significance of GE interaction is  tested using the test

( n - 4 ) ( n - 2 )  I ,

n (n +t-3 )
(3 . i)

■iL  x x ,  ( s - 1 ) ( t —1) (n -4 )with degrees of freedom - — t*-2-------p  -  where
(n+t-3 ) ’

n is  the e rro r  degrees of freedom in each environment,

I is the interaction sum of squares, which is  given by

i z  | j ;  w.y. J 2 s [ 4 - w Pf
^  3 , 4 -  w.p 2 L £  Y j |

:  «  I t  +
W.

>1 t > w.
J

( 3. 2)



The f i rs t  step in any clustering procedure is to define a 

distance function between every pa ir  of members a vailab le . For this 

purpose, the GE interaction sum of squares, when only two 

genotypes, say 1 i * and *i T ' are in vo lve d , can be expressed as



-  WnY i i  -  2 I W . Y . , .
where Y . . = j=1 - J and Y. = j=1  ̂ 1 ^

1 q 1' --------------------

> 1  0 > T  J

T h is  interaction SS can be taken as the d is s im ila rity  index D ( i , i ' )  

between genotypes i and i 1.

D < M ' >  -  1  2 1  W j d Y y  -  Y .  ) -  ( Y . , J  -  Y . , _ ) ) 2 ....................... ( 3. 3)

The interaction sum squares for a group of V  genotypes 

is given by
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?  ( i i i u Z Y , , ) ) 2
> 1  1=1

s
F  W. 

J
. > 1

= -  L 2 , where,

pr j itr 1J ? pr J f=? ^

^ w . (  y .  2 -  -  ( 2 : y . . ) 2 )
j T i  J i=T 1J r  &  U  .

h i  V p^ Yy2 - (^ v 2)r j =i  J i=i  i=i

s r „
1 ^ L _ W . ( ( r - 1 )  5 1  Y . .  -  2 F I  Y.  .Y )
7 ^  J i f f  1J i £ l -  ^  1 J

f  z > , (  z f  ( y  -  y  >2>
r j =1 J i - C i '=1  1 J

P s

■jr >  w i^Y i i  -  Y i ' n- ) 2  ( 3 *4 ) and
i ^ i '  = 1 j =1 J 1J 1 J

r  ( ^ W , Y , J 2 , ^ - lu ,2
_ i =1 > 1  J J _ 1  J p T  V

s r  *----------
W.  5
J V jJ ■ J=1 J

p s
T ~  ( 5 l W . 2Y . . 2 + 2 5 "  W. W. Y. . Y . .  )
6 1  > 1  J  1 J  j ^ k  J  k  1 J  l k

w.
j=1 J



Using
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i  = — 
r  r 2 _  2 1  W ( ( Y  -  Y ) -  (Y  -  Y ) )•

T h is  interaction sum of squares can be taken as the d is s i ­

m ila rity  index for any subset of ’ r '  genotypes.

i . e .  □(  1 , 2 , 3 ,  , r )  = ^  D ( i , i  ' )   ( 3 . 6 )
i - c i '=1

3 . A.  S T A T IS T IC A L  CLUSTERING .

By the method of statistical clustering, i t  Is envisaged to

identify maximum subsets of genotypes such that GE interaction is 

not significant with in any subset w hile  any addition to the set

makes the GE interaction significant.

%

The procedure proposed for the purpose is explained in

few steps below.

(a) The d is s im ila rity  indices for eve ry  pair  of genotypes are

calculated using ( 3 . 3 ) .

( b)  The p a ir  of genotypes having smallest index value is identified. 

T h is  index gives the interaction sum of squares between the

two genotypes.

(c )  Obtain the value of C hi-square  statistic  for testing the s ig n if i­

cance of GE interaction using ( 3 . 1 ) .



15

( d)  If  the Chi-square  value is  insignificant these genotypes are

grouped together.

(e) Each of the remaining genotypes is  allocated to the group and

the corresponding d is s im ila r ity  index for the group is calculated

using ( 3 . 6 ) .  Identify  the genotype which gives the smallest 

d is s im ila r ity  index value and repeat steps (c )  and (d )  .

( f )  Continue the process in (e) until the C hi-square  value becomes

significant. Thus formation of the f i rs t  cluster is completed

excluding the genotype last entered which leads to significant

C h i-sq u a re .

(g) The genotype from among those which are excluded from the

cluster/clusters already formed having the least index value 

with any of the remaining genotypes is identified.

(h )  Repeat (c) to (f )  ir re sp e ctive  of whether a genotype is included

or not in the e a rlie r  c lu ster/cluste rs .

( i )  Repeat steps (g) and (h )  until a ll  the genotypes are exhausted.

3 . B.  CLUSTERING GENOTYPES BY MINIMISING AVERAGE WITHIN CLUSTER

GE INTERACTION SUM OF SQUARES USING ITE R A TIV E  RELOCATION
ALGORITHM

T h is  method aims at obtaining an optimum cluster

configuration which achieves the minimum within cluster GE interaction

sum of squares. The  proposed procedure is  explained in the following

steps.
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(a) D iss im ila rity  indices for every p a ir  of genotypes are calculated 

and the pa ir  of genotypes having maximum index value between 

them are identified. These two genotypes are considered as the 

nuclei of two clusters.

(b )  Allocate each of the genotype to these clusters in such a way 

that the index value with the nucleus genotype is  minimum.

(c )  To increase the number of clusters, by one, identify the two 

genotypes having maximum index value w ithin the clusters and

, these genotypes are taken as the nuclei of two clusters in a d d it ­

ion to the nuclei of the existing clusters except the clusters 

containing the newly identified genotypes. Repeat (b )  .

(d )  Repeat (c )  until the desired number of clusters is a r r iv e d  at.

Th e  clustering so obtained for any specific  number of clusters

can be fu rthe r optimised by the following ite ra tiv e  relocation

algorithm .

(1) Number the genotypes from 1 to t .

(2) Take out genotype 1 from the cluster it belongs to. Allocate 

it  to each of the clusters and calculate the weighted arithm etic  

mean of the d is s im ila r ity  indices of the clusters, weights being 

the m u ltip lier used to obtain the C hi-square  value ( 3 . 1 ) . '  T h is  

genotype is  fused with the cluster for which the weighted 

arithm etic  mean of the d is s im ila r ity  indices is minimum.

(3) Repeat the process with a ll  genotypes.
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(4) Repeat steps (1 ) to (3) until two successive iterations give

identical clustering.

OPTIMUM NUMBER OF CLUSTERS

A major problem in th is  type of clustering is that of finding 

the number of clusters into which the genotypes or environments

are to be grouped. Determination of optimum number of clusters is

proposed to be done by the method of maximum curvature as follows.

A graph of weighted arithm etic  mean of the d is s im ila rity

indices of the clusters against the number of clusters is drawn with 

number of clusters on X axis . The point on the X axis which is 

just beyond the point of maximum curvature of the graph can be 

taken as the optimum number of clusters.



DlluihcLtLon



4 . ILLU STR A TIO N

Two sets of secondary data have been made use for i l lu s t ra t ­

ion of the methodology developed here in . Th e  f i r s t  set of data

was taken from Vahab (1989) .  They consist of observations on mean 

y ie ld  per plant from 2 replications of an experiment on 55 genotypes 

of bittergourd, conducted in randomised block design over 3 seasons, 

at the Department of O lericu lture , College of Horticulture, Vellanikkara 

and are given in Appendix I .

Observations on mean y ie ld  per plant from an experiment 

‘ of 9 genotypes (6  varieties and 3 F 1 hyb rid s ),  of b r in ja l  conducted 

in randomised block design with three replications in 4 seasons,

at Department of O lericulture , College of Horticulture , Vellanikkara 

form the second set of data and are given in  Appendix I I .  These 

were taken from Varghese ' (1992) .

4 . A.  F IF T Y  FIVE  GENOTYPES OF BITTERGOURD IN 3 ENVIRONMENTS

The e rro r  mean squares .(EMS) in the analysis of variance 

carried  out in the three different environments are given below.

Season 1 2 3

■ EMS 0.0334 ■ 0.0873 0.0136

These e rro r  mean squares were tested for homogeneity using B a rtle tt 's  

C hi-sq uare  test and were found hetrogeneous. Hence to test GE in te r -
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action, weighted analysis of pooled data was c a rrie d  out and is 

given below.

Tab le  4.1 WEIGHTED ANALYSIS OF VARIANCE OF TH E POOLED DATA

Source S. S.

Total - 83573.56071

Genotypes 66500.86879

Environments ' 10280.56263

GE interaction 6792.12475

Calculated value of C h i-sq uare  was 3085.18 with 51 degrees of

freedem and hence GE interaction was significant. Th e  genotypes were

grouped based on th e ir  interaction. With environments by the two

methods described in 3 . A and 3. B.

The d is s im ila rity  indices for every  pair  of genotypes deter­
mined using ( 3. 3)  are given in Appendix I I I .

4 . A . 1 .  S TA T IS T IC A L  CLUSTERING

Cluster configurations obtained using the procedure given

in 3 . A is  given in Tab le  4. 2.

Table 4.2 CLUSTER CONFIGURATION BY S TA TIS T IC A L  CLUSTERING

Cluster No. , No. of genotypes Genotypes in the cluster

1 . 2 3

1 3 42, 27, 32
2 3 36, 29, 30

3 4
40, 7, 50, 16

contd.
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Tab le  4.2 Continued

1 ■ 2 3

4 3 47, 34, 55

5 4 48, 46, 22, 28

6 4 37, 3, 9, 53

7 4 1 0 , 6 , 1 , 2

8 3 21, 18, 52

9 4 31, 25, 26, 53

10 3 1 1 , 16, 2

11 4 13, 22, 46, 48

12 4 39, 2, 1, 10

13 3 33, 1 2 , 20

14 3 5, 6 , 10

15 2 54, 51

16 3 14, 47, 34

17 3 8 , 2 , 1

18 2 41, 4

19 3 19, 36, 29

20 2 43, 14

21 3 35, 5, 6

22 3 45, 19, 36

23 2 ' 49, 13
24 1 15
25 1 17
26 1 23
27 1 ,24:
28 1 38
29 1 44
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4 . A . 2 ITE R A TIV E  RELOCATION ALGORITHM FOR OPTIMUM CLUSTERING

Eleven clusters were formed using IRA procedure. The cluster 

configuration are given in Tab le  4. 3.

Tab le  4.3  CLUSTER CONFIRGURATIONS USING IRA

Serial No. Genotypes in the cluster Weighted A H  No. of 
of clusters of average itei—

intera 'D '  ation

1

In itia l

Two clusters

1 2 3 4 5 6 7 8 9  10 11 

12 14 16 17 18 20 21

24 25 26 31 33 34 35

37 39 40 41 43 47 49

50 51 52 53 54 55

13 15 19 22 23 27 28 29 

30 32 36 38 42 44 45 

46 48 1255.769

Final 1 2 3 4 5 6 7 8 9  10 11 

14 16 17 18 20 21 24

25 26 31 33 34 35 37

39 40 41 43 47 49 50

51 52 53 54 55

12 13 15 19 22 23 27 28 

29 30 32 36 38 42 45 

46 48 1254.926

Contd.
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Table 4.3  Continued

In it ia l

Thre e clusters

12 13 14 15 17 18 19 

20 21 22 25 26 27 28

29 31 32 33 34 35 36

37 42 43 45 46 47 48

49 52 53 55 '

2 23 30 38 44

3 1 2 4 5 6 7 8 9 10 11 16

24 39 40 41 50 51 54 725.703

Final 12 13 14 15 18 20 21 22 

27 28 31 32 33 34 42 

46 47 48 49 52 55

2 19 23 29 30 36 38 44 45

3 1 2 3 4 5 6 7 8 9  10 11

16 17 24 25 26 35 37 

39 40 41 43 50 51 53 

54 560.816

In it ia l

Four clusters

1 2 3 4 5 6 7 8 9  10 11

12 14 17 18 20 21 25

26 31 33 34 35 37 39

41 43 47 49 51 52 53

55

15 23 38

Contd.
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Table 4.3 Continued

1 2
!

f -' 3 '4

3 7 16 24 40 50 54

4 13 19 22 27 28 29 30 32

36 42 44 45 46 48 392.014 -

Final 1 12 14 17 18 20 21 25 26

31 33 34 37 43 47 49

52 53 55

2 ' 15 23 38

3 1 2 3 4 5 6 7 8 9  10 11

16 24 35 39 40 41 50

51 54

4 13 19 22’ 27 28 29 30 32

36 42 44 45 46 48 314.384 5

Fi ve clusters

In itia l 1 1 2 3 4 5 6 8 9 10 .14

17 35 39 41 43

2 29 38

3 7 11 16 24 40 50 51 54

4 19 27 29 30 32 36 42 44

45

5 12 1315 18 20 21 22 25

26 28 31 33 34 37 46

47 48 49 52 53 55 246.504

Contd.
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Ta b le  4 .3 Continued

1 • 2 3 4

Final 1 1 2 3 4 5 6 8 9  10 17

35 39 41

2 15 23 38

3 7 11 16 24 40 50 51 54

4 13 19 22 27 28 29 30 32

36 42 44 45 46 48

5 12 14 18 20 21 25 '26 31

33 34 37 43 47 49 52

53 55 217.856 6

Six cluster's

In itia l 1 4 5 6 8 10 17 41

2 23

3 7 16 24 40 50

4 19 27 29 30 32 36 42 44

45

5 13 15 22 28 38 46 48 49

6 1 2 3 9 11 12 -14 18 20

21 25 26 31 33 34 35

37 39 43 47 51 52 53

54 55 204.231

Final ■ 1 1 2 3 4 5 6 8 9  10 17

35 39 41

Contd.
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Table  4.3 Continued

1 2 3 4

2 23 38

3 7 11 16 24 40 50 51 54

4 19 27 29 30 32 36 42 44

45

5 13 15 22 28 46 48 49

6 12 14 18 20 21 25 26 31

33 34 37 43 47 52 53

55 131.025 4

Seven clusters

In it ia l 1 4 5 6 10 17 41

2 ' 23 38

' 3 7 24 40 50

■ 4 19 27 29 30 36 42 44 45

5 13 15 21 22 28 46 48- 49

6 1 2 3 8 9 11 16 26 35 37

39 51 53 54

7 12 14 18 20 25 31 32 33

34 43 47  52 55 101.174

Final 1 1 2 4 5 6 10 17 35 41

2 23 38

3 2 7 8 11 16 24 40 50

4 19 27 29 30 32 36 42 44 45

C ontd.
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Table  4.3  Continued

1 2 3 4

5 13 15 22 28 46 48 49

6 3 9 25 26 37 39 51 53 54

7 12 14 18 20 21 31 33 34

43 47 52 55 89.885 4

Eight clusters

In itia l 1 4 5 6 10 41

2 23 38 .

3 7 24 40 50

4 19 29 30 36 44 45

5 13 15 22 28 46 48 49

6 1 2 8 11 16 39 51 54

7 3 9 14 17 18 20 21 25

26 31 33 34 35 37 43

47 52 53

8 12 27 32 42 55 73.161

Final 1 1 4 5 6 10 17 35 41

2 23 38

3 2 7 8 11 16 24 40 50

4 19 29 30 36 44 45

5 13 15 22 28 46 48 49

6 3 9 25 26 37 39 51 53 54

7 12 14 18 20 21 31 33 34

43 47 52 55

8 27 32 42 62.363 5

Contd.
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Table 4.3 Continued

1 2 3 4

Nine clusters

In it ia l 1 4 5 6 10 41

2 23

3 24 40'

4 19 29 30 36 44 45

5 15 38

6 1 2 7 8 9 11 16 39 50 51

54

7 12 27 28 32 33 42

8 3 14 17 25 26 31 34 35

37 43 47 52 53 55

9 13 18 20 21 22 46 48 49 78.930

Final 1 1 4 5 6 10 17 35 41

2 23

3 2 7 8 11 16 24 40 50

4 19 29 30 36 44 45

5 15 38

' 6 3 9 25 26 37 39 51 53 54

7 27 32 42

8 12 14 18 20 21 31 33 34

43 47 52 55

9 13 22 28 46 48 49 56.733 5

Contd.
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Tab le  A .3 Continued

1 2 3 4

Ten clusters

In it ia l 1 4 41

2 23

3 7 24 40

4 19 27 29,30 36 42 44 45

5 . 15 38

6 1 2 5 6 8 10 11 16 17 35

39 50

7 12 20 32 33 52

8 3 9 18 21 25 26 31 37 43

51 53 54

9 13 22 28 46 48 49

10 14 34 47 55 56.113

Final 1 4 5 41

2 23

3 7 16 24 40 50

4 19 29 30 36 44 45

. 5 15 38

6 1 2 6 8 10 11 35 39

7 12 20 27 32 33 42

8 3 9 18 21 25 26 31 37 51

52 53 54

Contd. .
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Tabl&  4.3  Continued

1 2 3 4

9 13 22 28 46 48 49

10 14 17 34 43 47 55 46.916 2

Eleven clusters

In itia l 1 4 5 6 10 41

2 23

3 7 24 40

4 19 27 29 30 36 42 44 45

5 15 38

6 17 35

7 12 20 32 33 52

8 1 3 9 18 21 25 26' 31 37

39 51 53 54

9 13 22 28 46 48 49

10 14 34  43 47 55

11 2 8 11 16 50 44.728

Final 1 4 5 6 10 41

2 23 '

3 7 24 40 50

4® 19 29 30 36 44 45

5 15 38

6 14 17 35 43

7 27 32 42

C ontd.
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Tab le  4.3  Continued

1 2 3 4

8 3 9 18 21 25 26 31 37 51

53 54

9 13 22 28 46 48 49

10 12 20 33 34 47 52 55

11 1 2 8 11 16 39 33.336 4

To determine the optimum number of clusters, the graph

of weighted arithm etic  mean of average intracluster D values was

drawn against the number of clusters and is p rovid ed  in F ig .  4 . 1.

The optimum number of clusters obtained by the method of maximum

curvature is 5.

4 . B .  NINE GENOTYPES OF BRINJAL IN 4 ENVIRONMENTS

The e rro r  mean squares (EMS) obtained from the analysis

of variance in different environments are as follows.

Season 1 2 3 4

EMS 315838.24 35418.00 26078 8761.63

They were tested for homogeneity using B a rt le tt 's  C h i-sq u a re

test and were found heterogeneous. The  weighted analysis of variance 

of pooled data is given in Tab le  4 . 4 .
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Table  4 .4  WEIGHTED ANALYSIS OF VARIANCE OF TH E  POOLED DATA

Source S. S.

Total 711.3815 .

Genotypes 300.0143

Environments 42.3459

GE interaction 369.0213

The calculated value of C h i-sq uare  was 176.1238 with 13

degrees of freedom and hence the , GE interaction was significant.

The genotypes were then clustered based on th e ir  interaction with

environments using methods described in 3 . A and 3. B.

The d is s im ila rity  indices between every pair.' of genotypes

determined are given in Appendix IV .

4. B. 1 S T A TIS T IC A L  CLUSTERING

Cluster configuration obtained using the clustering procedure

given in 3 .A is given in Tab le  4. 5.

Ta b le  4.5 CLUSTERS OBTAINED BY S TA TIS TIC A L  CLUSTERING

Cluster No. No. of genotypes Genotypes in the cluster

1 3 5, 3, 4
2 2 6 , 2

3 3 9, 5, 3

4 3 1, 3, 5
5 3 8 , 1 , 3
6 ! 7
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4 . B . 2  ITE R A TIV E  RELOCATION ALGORITHM FOR OPTIMUM CLUSTERING

Clusters obtained by IRA procedure is given in Table  4. 6.  

Ta b le  4 .6 CLUSTERS CONFIGURATIONS BY IRA

Serial No. 
of cluster

Genotypes in the cluster Weighted 
A . M.  of 
average 
in tra ­
cluster

No. of 
ite ra ­
tion

1 2 3 4

Two clusters

In itia l 1 2 6 7

2 1 3 4 5 8 9 52.9474

Final 1 2 6 7

2 1 3 4 5 8 9 52.9474 1

Thre e  clusters

In itia l 1 7

2 1 3 4 5 8

3 2 6 9 30.3798

Final 1 2 7

2 1 3 4 5 8

3 6 9 27.2883 2

Four clusters

In it ia l 1 7

2 1 4 8

3 2 6

4 3 5 9 9.3162

Contd.
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Table  4 .6 Continued

1 2 3 4

Final 1 7

2 1 . 8

3 2 6

4 3 4 5 9  7.9885 

F iv e  clusters -

2

In it ia l 1 7

2 1 8

3 2 6

4 9

5 3 4 5 4.5632

Final 1 7

2 1 8

3 2 6

4 3 9

5 4 5 4.3525 

Six clusters

2

In itia l 1

2

7

1

3 2 6

4 9

5 3 4 5

6 8 3.7776

Contd.
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Table  4 .6 Continued

1 2 3 4

Final 1 7

2 1 3

3 2 6

4 9 '

5 4 5

6 8 3.3716 2

Seven clusters

In itia l 1 7

2 1

3 2 6

4 9

5 4

6 8

7 3 5 1.9305

Final 1 7

2 1

3 2 6

4 9

5 4

6 . 8

7 3 5 1.9305 1
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The graph of weighted arithm etic  mean of average intracluster 

D values against the number of clusters was drawn and is given in 

Fi g.  4. 2.  The optimum number of clusters determined by the method 

of maximum curvature is 5.



Dependence of average intracluster D
on No. of clusters

Fig.4.1



Dependence of average intracluster D
on No. of clusters

No.of clusters
Fig.4.2



V iL 5 C U 6 5 L O n
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Clustering genotypes or environments based on th e ir  interact­

ion with environments are being ve ry  advantageously used by plant 

breeders. Clustering techniques based on GE interaction have been

developed for situations when the e rro r  variances in different 

environments are homogeneous and these procedures fa il  in situations 

when the e rro r  variances are heterogeneous. Therefore some new 

procedures are developed herein to f i l l  th is  gap.

A distance function between any pa ir  of genotypes which 

measures th e ir  interaction with environments when the e rro r  variances 

in the different environments are heterogeneous was derived herein. 

The d is s im ila r ity  index for any group of genotypes was also de rived 

from these distance measures between every pair  of genotypes in

the group and it  also measures the w ithin  group genotype -  environment

interaction. T h is  characteristic  feature of the d is s im ila rity  index

is s im ilar to that proposed by Lin  (1982) for the case of

homogeneous e rro r  variances. T h is  property  is  of great advantage

in formation of clusters in that the d is s im ila r ity  index of any group 

of genotypes which also measures w ithin  group genotype -  environment 

interaction can be obtained d ire c tly  from the pairw ise distance values 

without going to the original observed values at every stage. Two-

methods of clustering using the newly defined d is s im ila r ity  index

have been proposed herein. -

5 .  DISCUSSION
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One procedure called statistical clustering technique which

aims at identifying maximum sets of genotypes such that the within

set genotype -  environment interaction is not significant in any set 

while addition of any genotype to the set makes the within set

genotype -  environment interaction significant. In other words this 

procedure does not aim at optimising an objective function unlike 

any general clustering procedure. What is  aimed here is identificat­

ion of genotypes which have s im ila r  response to differing environments. 

The cluster configuration resulting from th is  procedure may not be 

non-overlapping. T h is  should not cause any concern to us, because 

i t  is possible that a genotype has a response to environments which 

is not significantly different from that of two cdistinct: genotypes

whose responses are significantly different. T h is  is  l ik e  the 

comparison of treatments after doing analysis of variance.

Another procedure -  the ^iterative* relocation algorithm aims 

at obtaining a cluster configuration by minimising the w ithin  cluster 

genotype -  environment interaction sum of squares. T h is  is justified 

in the sense that the objective of any clustering technique is to

form groups of genotypes in such a way that those belonging to any 

group are s im ila r  with respect to some aspect in question w hile

those belonging to different groups are d is s im ila r .  T h is  objective

is met with by th is  procedure with respect to the genotype -

environment interaction for any specific  number of clusters. By this 

method the ultimate cluster configuration we get is non-overlapping
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as in the case of clustering in general. Determination of the optimum 

number of clusters to which the genotypes are to be grouped is 

proposed to be done by the graphical method of maximum curvature.

It  is  to be noted that, in general, the objective- function, v i z . ,  the 

weighted average of the w ithin  cluster genotype -  environment 

interaction sum of squares decreases d ra stica lly  with the number 

of clusters in i t ia l ly .  With the increase in the number of clusters, 

the rate of decrease of the objective function also decreases. In 

other words for in it ia l  increase of the number of clusters the 

decrease in the objective  function is  substantial and then it  

decreases gradually . Therefore the point (number of clusters) just

' beyond the maximum curvature  is proposed to be taken as the 

optimum number of clusters into which the genotypes are to be

grouped, because for furthe r increase in the number of clusters the

decrease in the value of the objective function w il l  only be marginal.

Though one procedure alone is named ' i t e ra t iv e  relocation 

a lg o rithm 1, in a way the same type of relocation algorithm is used

in the statistical clustering also, though it  is not itera tive  in 

nature. ,

So if  the objective is to have cluster configuration which

minimises the w ithin  cluster genotype -  environment interaction, one

may use the itera tive  relocation algorithm proposed herein. And if 

the objective is to identify genotypes having sim ilar response to
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differing environments, which w il l  be the case most commonly required 

the statistical clustering can be used.

Both the procedures have already been computerised and 

hence it  w i l l  be easy for a user to adopt any of the procedures 

proposed here in making use of the programmes written in BASIC 

which are given in Appendix V and V I.



£ u m m a x f j
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6 .  SUMMARY

Cluster analysis that forms clusters of in d iv id u a ls  such that 

there is more homogeneity w ithin clusters than those belonging to

different clusters is a w idely  used technique by plant breeders. 

Very few attempts were made to group genotypes or environments 

based on genotype-environment interaction. But these procedures can 

only be used when the e rro r  variances in different environments 

are homogeneous. New procedures for clustering genotypes based on 

th e ir  interaction with environments which can be used when the e rro r  

variances are heterogeneous are presented here.

A distance function between two genotypes i and i 1 which 

measures th e ir  interaction with environments was d e rived  as

s 2
( 1 )

where Y . . is  the observed mean value of the i 
i j

th
genotype in j.th

Y. and Y . ,  are given by

s s

Y.l .
J 13

T W . Y . _ 'EL'N.Y.,.
and Y = j=1 J 1 J

i '  . ”___________s
s
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The d is s im ila r ity  index for any set of genotypes was derived from

this pairw ise distance function as

D ( 1 , 2 , 3 ................ r ) = £  D ( i , i - )   (2)
i ^ i '  = 1

The d is s im ila rity  indices so defined based on the genotype-environment

interaction were utilised for two types of clustering.

6 .A .  S TA T IS T IC A L  CLUSTERING

(a) The d is s im ila rity  indices for every  pair  of genotypes are 

calculated using ( 1 ) .

(b )  The p a ir  of genotypes having smallest index value is identified. 

T h is  index gives the interaction sum of squares between the 

two genotypes.

(c )  Calculate the value of the C h i-sq uare  statistic  for testing the 

significance of GE interaction.

(d )  I f  the C hi-sq uare  value is insignificant these genotypes are grouped.

(e) Each of the remaining genotypes is  allocated to the group and 

the corresponding d is s im ila r ity  index for the group is calculated 

using ( 2 ) .  Identify  the genotype which gives the smallest 

d is s im ila rity  index value and repeat steps (c )  and (d )  .

( f )  Continue the procedure in (e) until the C hi-square  value becomes 

significant. Thus formation of the f i rs t  cluster is  completed 

excluding the genotype last entered which leads to significant 

C h i-sq u a re .
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(g) Th e  genotypes having the smallest index value from the remaining 

indices are identified.

(h )  Repeat (c )  to (f )  irre sp e ctive  of whether a genotype is included 

or not in the ea rlier c luster/cluster3 .

( i )  Repeat steps (g) and (h )  until a ll  the genotypes are exhausted.

6 .B .  MINIMISATION OF AVERAGE WITHIN CLUSTER GENOTYPE-ENVIRONMENT 

INTERACTION SUM' OF SQUARES USING IT E R A T IV E  RELOCATION 

ALGORITHM

(a) D iss im ila rity  indices for every pa ir  of genotypes are calculated 

and the pair  of genotypes having maximum index value is  id en ti­

fie d . These two genotypes are considered as the nuclei of two 

c lu ste rs .

(b )  Allocate each of the genotype to these clusters in such a way 

that the index value with the nucleus genotype is  minimum.

(c ) To increase the number of clusters, by one, identify the two 

genotypes having maximum index value w ithin the clusters and 

these genotypes are taken as the nuclei of two clusters in a d d it ­

ion to the nuclei of the existing clusters except the clusters 

containing the newly identified genotypes. Repeat ( b ) .

( d)  Repeat (c )  until the desired number of clusters is  a r r iv e d  at.

These clusters are further optimised as follows.

(1) Number the genotypes from 1 to t .
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(2 ) Take out genotype 1 from the cluster it  belongs to. Allocate 

it  to each of the clusters and calculate the weighted arithm etic  

mean of the d is s im ila rity  indices of clusters, weights being the 

m ultip lier used to obtain the C hi-sq uare  value ( 3 . 1 ) .  T h is  

genotype is  fused with the cluster for which the weighted 

arithm etic  mean of the d is s im ila rity  indices is minimum.

(3) Repeat the process with a ll genotypes.

(4) Repeat steps (1 ) to (3) until two successive iteractions give 

identical clusters.

OPTIMUM NUMBER OF CLUSTERS

A method for obtaining the optimum number of clusters into 

which the genotypes are to be clustered is given herein.

A graph of weighted arithm etic  mean of the d iss im ila rity  

indices of the clusters, the weights being the m u ltip lie r  used to

obtain the C hi-square  value against the number of clusters is  drawn 

with number of clusters on X axis . The  point just beyond this one

oh the X axis  at which the graph takes maximum curvature can be

taken as the optimum number of clusters.

The methodology developed have been illustrated using two

sets of data.
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APPENDIX I

o f  b i t t e r  g o u rd  o v e r  ■: 

S e a s o n s
G e n o ty p e s

S I  82

1 1 0 . 1 9 0 9.  125 9 . 6 2 5
2 9 . 5 5 0 ■ 8 . 2 5 0 9 . 0 5 0
,'S 1 0 . 4 5 0 8 . 7 0 0 9 . 2 5 0
4 . 3 . 190 3 . 0 7 5 Ob o/tj
5 2.  500 2.  375 2.  050
6 3.  500 2.  975 3 . 075
7 1 0 . 1 7 5 8 . 6 2 5 1 0 . 2 5 0
a S .  650 7 . 6 2 5 8 . 5 0 0
9 8 . 8 5 0 7 . 2 5 0 7 . 7 7 5

10 7 . 4 5 0 6 . 7 5 0 7 . 0 2 5
l i 1 0 , 4 0 0 8.  625 9 , 9 0 5
12 .10.500 8 . 7 5 0 7 . 7 7 5
13 8 . 4 0 0 4 . 7 5 0 5 . 2 6 5
14 6 .  150 5 , 5 0 0 4 . 4 2 5
15 8 . 9 5 0 4.  125 5 .  200
16 1 0 . 4 0 0 8 , 7 5 0 1 0 . 1 1 5
17 9 , 8 0 0 9.  B75 B.  735
18 1 0 . 1 0 0 7 . 5 7 5 7.  930
19 1 0 . 1 0 0 7.  500-,

8 .  450
5 . 9 4 5

20 1 0 . 6 0 0 8.  055
21 7.  400 4 . 6 2 5 5 . 2 4 5
22 7.  400 3 . 6 2 5 4 . 0 5 0
23 9 . 8 0 0 3 . 505 4.  100
24 1 0 . 9 5 0 8.  775 1 1 . 2 7 5  '
.il* w 1 0 . 1 0 0 8 . 3 7 5 8.  485
26 9 . 7 5 0 7 . 7 5 0 8.  155
27 9 . 5 5 0 7 . 5 0 0 6.  075
28 ' 8 .  150 4 . 4 2 5 4.  455
29 7 .  100 •3.825 2 . 7 1 5
30 8 . 2 0 0 4.  700 3 . 5 1 5
31 ' 1 0 . 0 0 0 B.  125 8.  190
32 1 0 . 5 0 0 9.  250 *7 1 y i1,11 / b Ola / U~T—X - 9 . 7 5 0 8.  000 7 . 2 5 5
34 9.  050 . 8 . 1 2 5 6 . 9 2 5
35 - 3 .  300 2.  625 2 . 4 0 0
^ 6 7 a 600 4 . 4 0 0 3 . 2 0 0
37 6 . 0 5 0 4 . 2 5 0 4 . 7 3 5
38 9 . 7 0 0 3 . 8 7 5 5 . 2 6 5
39 6.  150. 4.  675 5 . 405

Contd.



A p p e n d ix -I .  Continued

1 2 3 4
40 6. 150 4. 625 6.305
41 3. 050 "7 J*jv ju ' O d U1 / x—) 3. 125
42 6.615 4.550 3. 125
43 4 o 750 3.800 3.300
44 7.050 3. 825 1.840
43 6.550 3.875 1.915
46 8.100 ' 4.375 4.645
47 5.600 4.800 3. 550
48 8.000 4.400 4.525
49 7. 000 3. 375 4.350
30 9.750 8.375 9.765
51 9. 850 7. 375 8.775
52 9.250 7. 150 6. 965
53 9.300 7. 250 7.900
54 10.150 7. 200 9. 030
55 8. 150 7.375 5.845



APPENDIX II
Data set II Mean yield per plant(gm) of 9 genotypes of 

brinjal over 4 seasons

Seasons
enotypes

SI S2 S3 S4

1 1566.040 1448.130 957.920 565.0002 476.680 27.270 33.020 455.0003 1412.920 1066.040 637.920 527.9204 938.290 606.880 609.170 312.0805 1101.920 940.000 655.420 583.7506 848.420 628.340 357.500 831.6707 643.540 105.480 71.170 1251.2508 1763.340 1359.580 1361.250 706.6709 1671.670 1579,380 917.500 1136.250
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APPENDIX IV

Pairwise dissimilarity indices -for 9 genotypes

i 4 5 6 7 • 8
1 0 , m

r? 73. 99 0 . 0 0
•vr■-> 5. 27 40- 20 0 . 0 0
4 12. 09 33,28 3 . 8 6 0 . 0 0
5 12.07 2 &a 7,9 1 9’̂ 2.71 0 . 00
6 61. 17 2 - 14 31.20 29b 19. 62 0 . 0 0
7 206.14 ■T,cr•«,' W « >4w. 14 6 . 31 137.05 119.66 42.86 0 . 0 0
5 6 . 09 75. 24 10. 55 8 . 49 16. 07 6 8 . 64 213.44 0 . 0 0
9 19.. 37 26. 31 6 . 48 14.22 4.57 15. 54 106.87 “v'?»' j-s »-yo.:>«ui /

9

a. m



Programme to group genotypes by statistical clustering

10 REM N - error degrees of -freedom 
20 REM NE - number of environments 
30 REM NG - number of genotypes -
40 REM Cl - name of the file containing Chi-square values
50'REM C2 - name of the file containing the dissimilarity indices
60 DIM D (60,60),CHI(60),IC(60),IN(55)
70 KL=0
80 INPUT N ,N E ,NG 
90 OPEN "i",#1 ,"Cl"
100 FDR ID= 1 TD 30 
110 INPUT #1fCHI(ID)
120 NEXT ID
130 NG1= NG-1
140 OPEN "i",#2,"C2"
150 FDR 1=1 TO NG 
160 IN(I)=0 
170 FOR J= 1 TO I 
180 INPUT #2,D(I,J)
190 D (J ,I)= D (I,J)
200 NEXT J
210 NEXT I
220 FOR 1= 1 TD NG
230 IF IN (1)00 THEN 250
240 GOTO 280
250 NEXT I
260 LPRINT "clustering over"
270 STOP 
280 IA=I 
290 KA=I+1
300 IF I=NG THEN KA=I-1 
310 SA=D(I,KA)
320 FOR 1= 1 TO NG
330 IF IN(I)< >0 THEN 410
340 FOR J= 1 TO NG
350 IF I=J THEN 400
360 IF SA<D(J ,I) THEN 400
370 SA =D(J,I)
380 IA=I 
390 KA=J 
400 NEXT J 
410 NEXT I
420 X=(<N-4)* (N-2)*SA)/ (N*(N-l))
430 DF= <(NE-1)*(N-4))/(N-l)
440 ID=DF
450 IF (DF-ID)>=.5 THEN ID=ID+1 
460 IF X<=CHI(ID) THEN 490
470 LPRINT "no further cluster can be formed"
4B0 STOP 
490 NC=2 
500 IC <1)=IA 
510 IC(2)=KA 
520 KZ=0
530 FOR 1=1 TO NG
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540 FOR J= 1 TO NO 
550 IF  1= I C ( J )  THEN 710 
560 NEXT J 
570 S=0
580 FOR K= 1 TO NO 
590 K l=  IC <K)
600 FOR K2=K+1 TO NC 
610 J  1 = IC <K2)
620 S= S+D( I , K 1 ) + D ( I , J 1 ) + D (K 1 , J 1 )
63 0 ..NEXT K2 
640 NEXT K 
650 KZ= KZ+1 
660 S= S*2/(NC+1>
670 IF  KZ=1 THEN SA=S 
680 IF  S>SA THEN 710 
690 SA=S 
700 IA=I 
710 NEXT I
720 X l = ( ( N —4>*<N-2)*SA>/ (N*(N+NC-2>) 
730 D F = (N C * (N E -1 )* ( N - 4 ) ) / (N+NC-2)
740 ID=DF
750 IF  ( D F - I D ) > = . 5  THEN ID - ID + 1
760 IF  X1> = C H I( ID )  THEN 800
770 NC= NC+1 _
780 I C (N C )= I A
790 GOTO 520
800 KL=KL+1
810 LPRINT " c l u s t e r  n o . " , K L  
820 LPRINT " n o .o f  g e n o t y p e s " , NC 
B30 FOR 1= 1 TO NC 
840 LPRINT I C ( I ) ,
850 NEXT I
860 FOR KK=1 TO NC
870 I = IC <KK)
880 I N ( I )=7 
890 NEXT KK 
900 GOTO 220 
910 CLOSE #1,#2 
920 END ,



a p p e n d i x - v i

Programme to group genotypes by minimising GE interaction using IRA

10 REM DC - name of the ■file containing the dissimilarity 
20 DIM D (60,60) , KIM (60) ,KK(20) ,KS<20,60> ,Y (60,60) ,MA(20,60) 

MB(20,60),MQ(20),Ml(20) ‘
30 INPUT "no. of genotypes",NG 
40 INPUT "max.no. of clusters",KZ 
50 OPEN "i",#1,"CC"
60 INPUT "error degrees of freedom",NE
70 FOR 1= 1 TO NG
80 LPRINT
90 FOR J= 1 TO I
100 INPUT #1, D < I , 3 )
110 D (J,I) =D(I,J)
120 NEXT J
130 NEXT I
140 KK(1)= NG
150 FOR 1=1 TO NG
160 KS (1,I)=I
170 NEXT I
180 i<=l
190 8=0
200 FOR 1=1 TD K 
210 IF KK(I)=1 THEN 360 
220 KL=KK(I) -1 
230 KL1= KK (I)
240 FOR J= 1 TO KL 
250 Jl= J+l 
260 FOR JJ= J1 TO KL1 
270 K1=KS(I,J)
2B0 K2=KS(I,JJ)
290 IF S>D <K1,K2) THEN 340 
300 S=D(K1,K2)
310 KM=I< 1
320 K0= K2
330 l< 1 = 1
340 NEXT JJ
350 NEXT J
360 NEXT I
370 K=K+1
380 KS(KI,1)=KM
390 !<S(K,1)= KO
400 FOR 1= 1 TO K
410 KI= KS (I , 1)
420 KN(KI) =1 
430 KK(I) =1 
440 NEXT I .

450 FOR 1=1 TO NG 
460 FOR L=1 TO K - 
470 IF 1= KS(L,1) THEN 620 
‘480 NEXT L
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490 L 1 =KS<151)
500 S= D(I,L1)
510 LK=1
520 FOR L=2 TO l<
530 L 1=KS< L , 1)
540 IF S< D (I , L1 ) THEN 570 
550 S=Dd,Ll)
560 LK=L
570 NEXT L
580 KK(LK)=KK<LK>+1
590 KM=KK(LK)
600 K S (LK,KM) =1
610 KN (I)=LK
620 NEXT I .
630 LPRINT "no. of cl L i s t e r s " , K
640 G05UB 680
650 IF K O K Z  THEN 190.
660 STOP '
670 END 
6B0 REM
690 FOR 1=1 TO K 
700 M O (I)=0 
710 NEXT I 
720 FOR 1=1 TO NG 
730 MI=KN(I>
740 MO(MI) =MO(MI)+1 
750 ML= MO(MI)
760 MIA (MI,ML) =1 
770 NEXT I 
7B0 FOR 1=1 TO K 
790 Ml(I) =MO (I) .
800 MI=M1(I)
B10 FOR J= 1 TO MI 
B20 M B (I,J )= MA(I,J)
830 NEXT J '
840 NEXT I
850 GOSUB 1730
860 FOR 1= 1 TO K '
870 LPRINT 
880 MI=M1(I)
890 FOR J= 1 TO MI
900 LPRINT MEKI , J) ; '
910 NEXT J
920 NEXT I
930 LPRI NT-
940 FOR 1= 1 TO K
950 LPRINT
960 FDR J= 1 TO I
970 LPRINT Y(I,J ) $
980 NEXT J 
990 NEXT I 
1000 LPRINT '



1010 L P R IN T  " a v e r a g e  i n t r a  d " , X L  
1020 KI<«1 .
1030 FDR I L =  1 TO N6 
1040 LX = K N ( I L )
1050 I F  M l ( L X ) <  = I THEN 1330 '
1060 M I = K N ( I L )  '
1070 MK=M1 ( MI )
1000 M l ( M I ) = M1 ( M I ) - 1
1090 MK1 = MK-1
11 0 0 ’ FOR J =  1 TO MK1
1110 I F  M B ( M I , J ) = I L  THEN 1140
1120 NEXT J
1130 GOTO 1180
1140 FOR KB=J TO MK1
1150 M B ( M I , K B ) = M B ( M I , K B + 1)
1160 NEXT KB 
1170 DA=XL 
1180 FOR L= 1 TO K 
1190 M l ( L ) = M 1 < L > + 1  
1200 MI =M1( L>
1210  M B < L , M I > = I L  
1220 GOSUB 1730 
1230 M l ( L ) = M i ( L )  — 1 
1240 D B -X L
1250 I F  DB>=DA THEN 1290
1260 LX=L
1270 K N ( I L ) = L
1200 DA=DB
1290 NEXT L
1300 Ml £ L X ) = M 1 ( L X ) +1
1310 MI = M1 ( L X )
1320 M B ( L X , M I ) = I L
1330 NEXT I L
1340 FOR 1 = 1 'TO  K •
1350 I F  M i U ) O M D ( I )  THEN 1440 
1360 N E X f  I
1370 FOR 1=1 TO K ■
1.380 MI=M1 £ I )
1390 FDR J =  1 TO  MI
1400 I F  MB( I , J ) < >MA ( I , J )  THEN 1440
1410 NEXT J
1420 NEXT I
1430 GOTO 1540
1440 KK=KK+1
1450 FOR 1=1 TO K
1460 MO £ I ) = M 1 <I )
1470 M I = M 1 ( I )  ,
1480 FOR J =  1 TO MI 
1490 MA ( I , J )  =MB( I , J  )
1500' NEXT  J ‘
1510 NEXT I 
1520 GOSUB 1730



1530 GOTO 1030
1540 LPRINT "no.of iteration",
1550 GOSUB 1730
1560 FOR 1= 1 TO K
1570 LPRINT
15S0 MI” Ml(I)
1590 FOR J = 1 TD MI
1600 LPRINT MB (I ,-J> ;
1610 NEXT J
1620 NEXT I
1630 LPRINT
1640 FOR 1= 1 TO K
1650 LPRINT
1660 FOR J= 1 TO I
1670 LPRINT Y (I,J> s
1680 NEXT J
1690 NEXT I
1700 LPRINT
1710 LPRINT "average intra d" ,
1720 RETURN '
1730 REM sub bet , m , mb , y ,nk)
1740 FOR 1=1 TO K
1750 FOR J=I TO K
1760 Y (I,J )=0
1770 NEXT J
1780 NEXT I
1790 NK1=K-1'
1800 FOR 1= 1 TD NK1
1810 MI=M1(I)
1820 IF M l (I)< = 1 THEN 1920
1830 MI1=MI-1
1840 FOR KB=1 TO Mil
1850 KO=MB(I,KB)
1860 K1=KB+1
1870 FOR K2=K1 TO MI
1880 K3=MB{I,K2)
1890 Y (I,I)=Y CI,I)+D(KO,K3)
1900 NEXT K2
1910 NEXT KB
1920 11= 1+1
1930 FOR J = I1 TO K
1940 ML=M1<I)
1950 MM=M1 (J ) '
1960 FOR 11=1 TO ML
1970 FOR JJ= 1 TO MM
1980 K 1=MB <I,11)
1990 K2=MB(J ,JJ)
2000 Y(I,J)=Y(I,J)+D(K1,I<2)
2010 NEXT JJ '
2020 NEXT II
2030 NEXT J
2040 NEXT I



2050 IF M1(K)<=1 THEN 2160 
2060 MI=MI(K>
2070 lil 1=MI —1 
2030 FOR 1=1 TO Mil 
2090 KB=MB(K,I)
2100 11=1+1
2110 FOR J= II TO MI
2120
21 m  Y , K) =-Y (K, K) +D (KB, K1)
2140 NEXi' J
2150 NEXT I
2160 LN=0
2170 XL=0
2130 FOR 1=1 TO K
2190 FOR J= I TO K
2200 IF IOJ THEN 2230
2210 KA=<NE-4)*<NE-2>/<NE*<NE+Ml<I)-3>) 
2220 XL=XL+Y(I,J)*KA*2/Mi(I)
2230 IF Ml 11) = 1 THEN l<A=0 
2240 LN=LN+KA 
2250 IF Ml(I)=1 THEN 2300 
2260 Y(1,J)=Y(I,J)/(M1(I)*.5)
2270 GOTO 2290
2280 Y <I,J)=Y(I,J)/ (Ml(I)*M1(J > )
2290 Y(J,I)=Y(I,J)
2500 NEXT J 
2310 NEXT I 
2320 XL- XL/LN 
2330 RETURN 
2340 END
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ABSTRACT

A distance function between every pair of genotypes which 

measures the genotype-environment interaction in the case of 

heterogeneity of e rro r  variances in different environments was 

derived herein. A d is s im ila rity  index for any set of genotypes which 

also measures the w ithin  group genotype-environment interaction sum 

of squares in terms of the pairw ise distance function was also d e riv e d . 

Two methods of clustering, v i z . ,  statistical clustering and clustering 

by minimisation of average w ithin cluster genotype-environment intei—  

action making use of the proposed d is s im ila rity  index were also 

proposed.

Statistical clustering helps to group the genotypes such that 

genotype-environment interaction w ithin any group is insignificant 

w hile  any addition to the cluster makes it  significant. In other 

words the idea of statistical clustering is  to identify genotypes having 

s im ila r  response to va ry ing  environments. A point to be noted is 

that a ll  the groups formed by statistical clustering may not be non­

overlapping. '

The other procedure helps to form optimum clustering by 

minimising the average w ithin  cluster genotype-environment interaction 

using an. itera tive  relocation algorithm.

These clustering procedures were illustaied making use of 

two sets of data.




