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1. INTRODUCTION

Partition of individuals into a number: of groups in such
a way that individuals 1iIn the same group are alike but distinct
from individuals in other groups is very advantageously used in

breeding programmes.

Genotype x environment interaction plays a very important
role in crop improvement programmes. The phenotype of an
individual is completely determined by the genotype and
environment. The -difference in environments has greater effect on
certain genotypes than on others. The interplay of genetic and non-
genetic effects on phenotypic expression of individuals is known

as genotype-environment interaction.

The widely used regression approach to study genotype-envir-
onment (GE) interaction performs satisfactorily only when the regress-
ion of the GE interaction on the environmental index has Qér‘y high‘
predictability, which occurs very rarely. Moreover this approach
assumes homogeneity of error variances in different environments.
Hence this approach also fails in situatidns when the error variances

in the different environments are heterogeneous.

Stratification of environments or genotypes can be used effect-
ively. to achieve low or no genotype-environment interaction within

any group. The region for which a breeder is developing improved



varieties can be so sub divided that all environments in any sub
region are some what similar. Alternatively the genotypes under
investigation are formed into different groups such that‘ the
genotypes within any group have similar response to differing
environments. Another method to reduce the genotype environment
interaction is to select stable gendtypes that interact less with the

environments in which they are to be grown.

Recent are the few attempts on-grouping genotypes or environ-
ments such that GE interaction within any group 1is absent but
present between any .two groups. These clustering techniques have
been developed for sii:uations where the error variances in different
environments are homogeneous. But often the error variaﬁces do
become heterogeneous. Ther‘efor‘é it is necessary to have clustering
procedure that can be used when error variances in different environ-

ments are heterogeneous.

The present investigation is taken up to evolve a procedure
to form clusters of genotypes based on their interaction with environ-
ment when the error variances in different environments are

heterogeneous.
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2. REVIEW OF LITERATURE

Genotype environment interaction has long been known to
occur and various methods have - been pr‘oposed' for analysing GE
interaction statistically. Clustering approach to study GE. interaction

is very recent and consequently the literature in this area is limited.

Yates and Cochran (1938) used the regression approach to
study the GE interaction in a varietal trial on barley. They regressed
the yield of each variety on the environmental means and observed
that the regression sum of squares accounted for a large part of

the interaction sum of squares.

Many workers (Wood, 1976; Tai, 1971; Eberhart and Russell,
1966; Perkins and Jinks, 1968; Fripp and Caten, 1971; Hardwick
and Wood, 1972 etc.} suggested variations of regression approach
to study GE interaction. The simplicity of these procedures might
have made them so popular among plant breeders for the study of

GE interaction.

Ba;_la Krishnan et al. (1978) applied the r‘egr‘éssion
techniques of Finlay and Wilkinson (1963) and Eberhart and Russell
(1966) in Pineapple. Suresh Babu (1981) used the statistical techniques
proposed by Finlay and Wilkinson (1963), Eberhart and Russell

(1966) and Perkins and Jinks (1968) to estimate stability parameters



and GE interaction in Bhindi. ‘Devadas (1982) used the stability
analysis of Eberhart and Russell ({1966} in amaranth varieties.
Sulochana (1984) used the stability analysis of Eberhart and Russell
(1966) in Cowpea. Ibrahim et al. (1985) applied. the regression
techniques \ofj Finlay and Wilkinson (1963) and Eberhart and Russell
(1966) in black 'pepper'. Ushamani (1987) applied the stability
analysis of Eberhart and Russell (1966) and Perkins and Jinks
(195851) in brinjal. Mini (1989) studied different genotypic stability

analysis in detail in sesame.

Wricke (1966) proposed ecovalence ratio’ (Wi) of genotypes
grown under several environments as a measure of '‘stability of perfor-
mance. Ecovalence (Wi) was defined as the percentage contribution
of the ith genotype to the genotype-environment interaction sum of
squares. The varieties with small Wi values were considered as
stable. By this method the genotype-environment interaction’ sum
of squares can be partitioned into components attributable to different
genotypes, though the performance of genotypes over environments
cannot be predicted. Ushamani {1987) used this ecovalence }"atio
to assess the stability of performance of genotypes in an experiment

on brinjal.

Shukla (1972) proposed stability variance (G'iz) as a measure
of stability of ith genotype and developed an F test taking into

account the environmental component of variance ( G"ez). If the



stability variance of genotype and environmental component of variances

are equal, that genotype was as judged stable.

John (1984) studied the genotypic stability analys.is of.
Eber‘har't' and Russell (1966), Perkins and Jinks (1968), Freeman and
Perkins (1971), Wricke (1966) and Shukla (1972) in detail and pointed
out the drawbacks in the analysis of variance of Eberhar’g_ and Russell
and Perkins and Jinks. She suggested that the regression methods
could satisfactorily be wused with larger number of genotypes
provided the regression explains a substantial part of GE interaction.
When regression cannot explain large part of the GE interaction

Wricke's ecovalence ratio or Shukla's stability variance could satis-

facterily be used.

Lin and Thompson (1975) extended the regression approach
to clustering denotypes based on GE interaction. They defined a
dissimilarity measure for any subset of 't' genotypes as the variance
ratio for testing the null hypothesis of a common regression line
against the alternative hypothesis of 't' independent regressions.
They proved that this dissimilarity measure equalled the mean of
measures for all possiblé pairs of genoty_pes in the subset. Thus
the index conformed to the conditions set by Stf)qkal and, Michener
(1958) for use of their unweighted group average link strategy for

clustering.



Lin (1982) proposed a cluster method to group genotypes
according to their response to the environments. He defined a dissimi-
larity index between a pair of genotypes and used Sokal and
Michener's (1958) unweighted pair group method in the clustering

algorithm. The index was given by

n
N _ < _ v 2
31
. .th . .th
where Yij is the observed mean value of i genotype in. the j
environment (j = 1, 2 .......... n) and Vi is the mean of the ith

genotype over 'n' environments. He showed that the dissimilarity
Index in a cluster of genotypes is nothing but the within group GE

Interaction mean square, under a two way analysis of variance.

Ramey and Rosielle (1983) used the dissimilar“ity_ index
proposed by Lin (1982) and proposed a hierarchical agglomerative
sums of squares method for clustering genotypes or environments in
presence of genotype x environment interaction. The procedure
consisted of minimising overall genotype x environment interaction

mean squares within cluster at each fusion cycle.

Suresh (1986) proposed a computer oriented interative
algorithm for clustering genotype using Mahalanobis D2 statistic as

the dissimilarity index.



Sreekala (1989)‘ proposed three procedures for clustering
genotypes based on thelr interaction with environment using Lin's

(1982) dissimilarity index and Mahalanobis D2 statistic.
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3. METHODOLOGY

Procedures for clustering genotypes based on their interaction
with environments have been suggested by various workers in situation
when error variances in different environments are homogeneous. Herein
procedures for clustering genotypes when the error variances are

heterogeneous in different environments are proposed.

Let us assume that 't'" genotypes are tried in each of the
's' environments in a randomised block design with 'r.’ replications and
that the error variances in the 's' environments are found heterogene-

ous using Bartlett's 7(2 test.

Next step 1s to have a weighted analysis of variance of
the data pooled over the environments in order to test the presence
or absence of GE intef‘action. The weighted analysis can be
summarised as follows (Panse and Sukhatme, 1978). .

Weighted Analysis of Variance of the Pooled Data

Source | Sum of Squares
s
Total T WS, -C
AralN N
J
> 2
Environments 1 > wpP™ -¢C
t j=1 I
t ] 2
jzjw.vi{]
i=1 ~3=1 J
Genotypes - C
S
-~ W
=T

GE interaction Total 8S - Environments SS - Genotypes SS




where,

Yij is the mean observation of ith genotype in jth environment

2
W. = r/s.
J / i’

. .th .
sz is the error mean square in the j environment,

i=1
t S
G=i— ZWYI:
i=1 j=1 N
2
c-—2
S
t S W
=

Significance of GE interaction is tested using the ')(_2 test

5 (n-4) (n-2) It

TXL R e e (3.1)

n{n+t-3)

(s=1) (t-1) (n-4)
{n+t-3) !

with degrees of freedom where

n is the error degrees of freedom in each environment,

It is the interaction sum of squares, which is given by
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The first step in any clustering procedure is to define a
distance function between every pair of members available. For this
purpose, the GE Interaction sum of squares, when only. two

genotypes, say 'i' and 'i'' are involved, can be expressed as

> 2 2 > 2
- — 1 -
I, = % wj(Yij + Yi,j ) 1 F}—_; wj(\rij + vi,j)
[~ .
s 2 s \2 (5 2
WY ) o+ W.Y.,. W.Y.. + Y.,
> S
W, 25 W
— J=1 J j=1 J —
s 2 2 2 s
= jZ‘l-wj(Yij + Y1| - (Y +Y1| ) ) _ 51—‘ zzwszijz +
- 2
2 2> w LY
=1
S 2, 2 S 2 2
23 WY, .Y - WY.L ¢ Y., )% v 4 DWW Y.LY. o+
i=1 J i'j 3= ij i'J j2k k'ij ik
4 WoW, Y. ,LY. ) . .
J;( MY zjngka(YlJ P ¥ (Y Vi)
S S
= 2 2 2
= W - -
J7_—1- 305~ Yaegh - ; E“’J Mig = Yarg)™ #
= 2 J..
2 > W,
=17
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—S—W Y )2 i W 2(Y - Y )2 +
= 2 J( ij — ity 1 < Joij i'j
J=1 S J—1
2 7w,
=

=] : 5
2 2
= - W b Y
gwj(yij Yirg) 1 ( 25033 iy
J= 2 s J=1
2 W,
2 Y
J=1
LS, - T - (v, - T2
T2 5= jr i i i'i ittoa
> 5
W.Y. . J_W.Y
where Y.. = J=1 J and ‘_(i = j=1 31
S ' s
STW,
Z_T J ZWJ
J= Jj=1

This interaction SS can be taken as the dissimilarity index D(i,i')

between genotypes I and i'.

. .
Z Wyt - R IR AP A DLATRPRRRINe (3.3)
< : :

D(i,i") =

b —

The interaction sum squares for a group of 'r' genotypes
is given by

r

S ‘2 1 r
IP=j=Z1wj (Zvij) T T WA Y. )7 - =T

i=1




™ S
2 S. r
W.Y..
; (j=Z1 "1y 1 (ij Zyi')z
= S - F ji1 i=1 ‘]
W, S '
j=ZT J ZWJ
. =1
r s

2, 2
w2y, .
2 ¢ jlij ot zjgk WYYk
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VI TwAHE vt 23w (ZY )22 Yy
R Jf—k i=1
Z W,
=1
1 A 1 <~ 2
- s 1 Z - ] 13) )+
T L

j<k i=1 i=1
1 S r r
R 21 (r-D2-v 5 -2 > 537105
r W, J= i=1 T2 =1

je k i= i<i'=1 1‘] L k
s r r
BT S A VARSI S T A
s =1 i<ir=1 Y jek R LT
PZW. -
=1
(Y13 - Yi'J)(Ylk Yind
1 r 5 ) 2
- ] S (Zw.(vi-vi,)+22wwk
LSy <= FJ ol J j<k
=17
(YJ.J - Yi'j)(Yik - Yl'k))
r S, 9
_ 1 > (2w, - v, 0% L
5 i<it=1 =1 3 N1
F‘ZW.
=17

Using (3.3), (3.4) and (3.5)

13
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D(i,i')

It
| o
M—}

iezit=1

This interaction sum of squares can be taken as the dissi-

milarity index for any subset of 'r' genotypes.

.
fe. D(1,2,3,00uun.... ) =% ST D(i,i') eeerieiiinnn, (3.6)
ieie

3.A. STATISTICAL CLUSTERING

By the method of statistical clustering, it is envisaged to
identify maximum subsets of genotypes such that GE interaction is
not significant with in any subset while any addition to the set

makes the GE interaction significant.

N

The procedure proposed for the purpose ié explained in
few steps below.
(a) The dissimilarity indices for every pair of genotypes are
calculated using (3.3).
(b) The pair of genotypes having smallest index value is identified.
Thisr' Index gives the interaction sum of squares between the
two genotypes.

(c) Obtain the value of Chi~square statistic for testing the signifi-

cance of GE interaction using (3.1).
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(d) If the Chi-square value is . ipsignificant these genotypes are
grouped together.

(e) Each of the remaining genotypes is allocated to the group and
the corresponding dissimilarity index for the group is calculated
using (3.6). Identify the genotype which gives the smallest
dissimilarity index value and repeat steps (c) and (d).

(f) Continue the process in (e) until the Chi-square value becomes
significant. Thus formation of the first cluster is completed
excluding the genotype last entered which leads to significant
Chi-square.

(g} The genotype from among those which are excluded from the
cluster/clusters already formed having the least index value
with any of the remaining genotypes is identified.

(h) Repeat (c) to (f) irrespective of whether a genotype is included
or not in the earlier cluster/clusters.

(i) Repeat steps (g) and (h) until all the genotypes are exhausted.

3.B. CLUSTERING GENOTYPES BY MINIMISING AVERAGE WITHIN CLUSTER
GE INTERACTION SUM OF SQUARES USING ITERATIVE RELOCATION
ALGORITHM

This method aims at obtaining an optimum cluster
configuration which achieves the minimum within cluster GE interaction
sum of squares. The proposed procedure is explained in the following

steps.
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(a) Dissimilarity indices for every pair of genotypes are calculated
and the pair of genotypes having maximum index value between
them are identified., These two genotypes are considered as the
nuclei of two clusters.

(b) Allocate each of the genotype to these clusters in such a way
that the index value with the nucleus genotype is minimum.

(¢) To increase the number of clusters, by one, identify the two
genotypes having maximum index value within the clusters and

, these genotypes are taken as the nuclei of two clusters in addit-
ion to the nuclei of the existing clusters except the clusters
containing the newly identified genotypes. Repeat (b).

{d) Repeat (c) until the desired number of clusters is arrived at.

The clustering so obtained for any specific number of clusters
can be further optimised by the following iterative relocation

algorithm.

(1) Number the genotypes from 1 to t.

(2) Take out genotype 1 from the cluster it belongs to. Allocate
it to each of the clusters and calculate the weighted arithmetic
mean of the dissimilarity indices of the clusters, weights being
the multiplier used to obtain the Chi-square value (3.1).- This
genotype is fused with. the cluster for which the weighted
arithmetic mean of the dissimilarity indices is minimum.

(3) Repeat the process with all genotypes.
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(4) Repeat steps (1) to (3) until two successive iterations give

identical clustering.

OPTIMUM NUMBER OF CLUSTERS

A major problem in this type -of clustering is that of finding
the number of clusters into which the genotypes or environments
are to be grouped. Determination of optimum number of clusters is

proposed to be done by the method of maximum curvature as follows.

A graph of weighted arithmetic mean of the dissimilarity
indices of the clusters against the number of clusters is drawn with
number of clusters on X axis. The point on the X axis which is
Just -beyond the point of maximum curvature of the graph can be

¢

taken as the optimum number of clusters.
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4. TLLUSTRATION

Two sets of secondary data have been made use for illustrat-
ion of the methodology developed here in. The first set of data
was taken from Vahab (1989). They consist of observations on mean
yield per plant from 2 replications of an experiment on 55 genotypés
of bittergourd, conducted in randemised block design over 3 seasons,
at the Department of Olericulture, College of Horticulture, Vellanikkara

and are given in Appendix I.

Observations on mean vyield per plant from an experiment
"of 9 genotypes (6 varieties and 3 F1 hybr‘iés). of brinjal conducted
in randomised block design with. three replications in 4 seasons,
at Department of Olericulture, College of Horticulture, Vellanikkara
form the second set of data and are given .in Appendix II. These

were taken from Varghese "(1992).
4.A. FIFTY FIVE GENOTYPES OF BITTERGQURD IN 3 ENVIRONMENTS
The error mean squares (EMS) in the analysis of variance

carried out in the three different environments are given below.

Season 1 2 3

EMS 0.0334 . 0.0873 0.0136

These error mean squares were tested for homogeneity using Bartlett's

Chi-square test and were found hetrogeneous. Hence to test GE inter-
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action, weighted analysis of pooled data was carried out and is

given below.

Table 4.1 WEIGHTED ANAL?SIS OF VARIANCE OF THE POOLED DATA

Source 5.5,

Total . ) ’ 83573.56071
Genotypes 66500.86879
Environments © 10280.56263
GE interaction 6792.12475

Calculated value of Chi-square was 3085.18 with 51 degrees of
.fr‘eedem and hence GE interaction was significant. The genotypes iwer‘e
drouped i)ased on their interaction. With environments by the two
methods described in 3.A and 3.B.

The dissimilarity Indices for every pair of genotypes deter-
mined using (3.3) are given in Appendix III.

" 4.A 1. STATISTICAL CLUSTERING
Cluster configurations obtained using the procedure given

In 3.A is given in Table 4.2.

Table 4.2 CLUSTER CONFIGURATION BY STATISTICAL CLUSTERING

Cluster No. . No. of genotypes Genotypes in the cluster
1 . 2 3
1 3 42, 27, 32
2 3 36, 29, 30
3_ 4 40, 7, 50, 16

contd.



20

Table 4.2 Continued

1 ' 2 3
4 3 47, 34, 55

5 4 48, 46, 22, 28
6 4 37, 3, 9, 53
7 4 10, 6, 1, 2

8 3 21, 18, 52

9 4 31, 25, 26, 53
10 3 11, 16, 2

11 4 13, 22, 46, 48
12 4 39, 2, 1, 10
13 | 3 33, 12, 20

14 3 5, 6, 10

15 2 54, 51

16 3 4, 47, 34

17 3 8, 2, 1

18 2 41, 4

19 3 19, 36, 29

20 2 43, 14

21 3 35, 5, 6

22 3 45, 19, 36

23 2 " 49, 13

24 1 .15

25 1 17

26 1 23

27 1 124

28 1 38

29 i 44
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4,A.2 ITERATIVE RELOCATION ALGORITHM FOR OPTIMUM CLUSTERING

Eleven clusters were formed using IRA procedure. The cluster

configuration are given in Table 4.3.

Table 4.3 CLUSTER CONFIRGURATIONS USING IRA

Serial No. Genotypes in the cluster Weighted AM, No. of

of clusters of average iter-
intera 'D' ation
1 2 3 4

Two clusters

Initial 1 1234567829 10MN
12 14 16 17 18 20 21
24 25 26 31 33 34 35
37 39 40 41 43 47 49
50 51 52 53 54 55

2 13 15 19 22 23 27 28 29
30 32 36 38 42 44 45
46 48 1255.769
Final 1 123456789 10 11

14 16 17 18 20 21 24
2526 31 33 34 35 37
39 40 41 43 47 49 50
51 52 53 54 55

2 12 13 15 19 22 23 27 28
29 30 32 36 38 42 45
46 48 1254,926 2

Contd.



Table 4.3 Continued

1 2 3 4

Three clusters

Initial 1 3 12 13 14 15 17 18 19
20 21 22 25 26 27 28
29 31 32 33 34 35 36
37 42 43 45 46 47 48

49 52 53 55
2 23 30 38 44
3 1245678910 11 16

24 39 40 41 50 51 54 725.703

Final 1 12 13 14 15 18 20 21 22
' 27 28 31 32 33 34 42
46 47 48 49 52 55

2 19 23 29 30 36 38 44 45

3 123456789 10 11
16 17 24 25 26 35 37
39 40 41 43 50 51 53
54 | 560.816 3

Four clusters

Initial 1 12345678910 11
12 14 17 18 20 21 25
26 31 33 34 35 37 39
. A1 43 47 49 51 52 53
55

2 15 23 38

Contd.
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Table 4.3 Continued
1 2 Fg 4
3 7 16 24 40 50 54
4 13 19 22 27 28 29 30 32
36 42 44 45 46 48 392.014
Final 1 12 14 17 18 20 21 25 26
31 33 34 37 43 47 49
52 53 55
2 15 23 38
3 123456784908 10 11
16 24 35 39 40 41 50
51 54
4 13 19 22°27 28 29 30 32
36 42 44 45 46 48 314.384 5
Five clusters
Initial 1 123 45689 10 .14
17 35 39 41 43
2 29 38
3 7 11 16 24 40 50 51 54
4 19 27 29 30 32 36 42 44
45
5 12 1315 18 20 21 22 25

26 28 31 33 34 37 46
47 48 49 52 33 55 246.504

Contd.
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Table 4.3 Continued
1 2 3 4
Final 1 12 3 45689 10 17
35 39 41
2 15 23 38
3 7 11 16 24 40 50 51 54
4 13 19 22 27 28 29 30 32
36 42 44 45 46 4B
5 12 14 18 20 21 2526 31
33 34 37 43 47 49 52
53 55 217 .856 6
Six clusters
Initial 1 4 5 6 8 10 17 41
2 23
3 7 16 24 40 50
4 19 27 29 30 32 36 42 44
45
5 13 15 22 28 38 46 48 49
6 12 39 11 12 14 18 20
21 25 26 31 33 34 35
37 39 43 47 51 52 53
54 55 204,231
Final 1 123 45689 10 17

35 39 41

Contd.
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Table 4.3 Continued
1 2 3 4
2 23 38
3 7 11 16 24 40 50 51 54
4 19 27 29 30 32 36 42 44
45
5 13 15 22 28 46 48 49
6 12 14 18 20 21 25 26 31
33 34 37 43 47 52 53
55 131.025 4
Seven clusters
Initial 1 4 5 6 10 17 41
27 23 38
3 7 24 40 50
4 19 27 29 30 36 42 44 45
5 13 15 21 22 28 46 48" 49
6 1238911 16 26 35 37
39 51 53 54
) 7 12 14 18 20 25 31 32 33
34 43 47 52 55 101.174
Final 1 12456 10 17 35 41
2 23 38
3 27 8 11 16 24 40 50
4 19 27 29 30 32 36 42 44 45

Contd.
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Table 4.3 Continued

1 2 3 4
5 13 15 22 28 46 48 49
6 ' 3 9 25 26 37 39 51 b3 54
7 12 14 18 20 21 31 33 34
43 47 b2 55 89.885 4

Eight clusters

Initial 1 45 6 10 41
2 23 38
3 7 24 40 50
4 19 29 30 36 44 45
5 13 15 22 28 46 48 49
6 12 8 11 16 39 51 54
7 39 14 17 18 20 21 25
26 31 33 34 35 37 43
47 52 53
8 12 27 32 42 55 73.161
Final 1 1456 10 17 35 41
2 23 38
3 27 8 11 16 24 40 50
4 19 29 30 36 44 45
5 13 15 22 28 46 48 49
6 3 9 25 26 37 39 51 53 54
7 12 14 18 20 21 31 33 34
43 47 52 55
8 27 32 42 62.363 5

Contd.
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Table 4.3 Continued
1 2 3 4
Nine clusters
Initial 1 4 56 10 41
2 23
3 24 40
4 19 29 30 36 44 45
5 15 38
6 127 89 11 16 39 50 51
54
7 12 27 28 32 33 42
8 3 14 17 25 26 31 34 35
37 43 47 52 53 55
9 13 18 20 21 22 46 48 49 78.930
Final 1 1456 10 17 35 41
2 .23
3 278 11 16 24 40 50
4 19 29 30 36 44 45
5 15 38
6 3 9 25 26 37 39 51 53 54
7 27 32 42
8 12 14 18 20 21 31 33 34
43 47 52 55
9 13 22 28 46 48 49 56.733 5

Contd.
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Table 4.3 Continued

1 2 3 4

Ten clusters

Initial 1 4 41

2 23

3 7 24 40

4 19 27 29.30 36 42 44 45

5 | 15 38

6 12568 10 11 16 17 35
39 50

7 12 20 32 33 52

8 3 9 18 21 25 26 31 37 43
51 53 54

9 13 22 28 46 48 49

10 14 34 47 55 56.113

Final 1 4 5 41

2 23

3 7 16 24 40 50

4 19 29 30 36 44 45

5 15 38

6 1268 10 11 35 39

7 12 20 27 32 33 42

8 3 9 18 21 25 26 31 37 51
52 53 54

Contd. .
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Table 4.3 Continued

1 2 3 4
9 13 22 28 46 48 49

10 14 17 34 43 47 55 46.916 2

Eleven clusters

Initial 1 4 5 6 10 41

2 23

3 7 24 40

4 19 27 29 30 36 42 44 45

5 15 38

6 17 35

7 12 20 32 33 52

8 1 3 9 18 21 25 26 31 37

39 51 53 54

9 13 22 28 46 48 49

10 14 34 43 47 55

11 2 8 11 16 50 44,728
Final 1 4 5 6 10 41

| 2 23

3 7 24 40 50

4o 19 29 30 36 44 45

5 15 38

6 14 17 35 43

7 27 32 42

Contd.
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Table 4.3 Continued

1 2 3 4
8 3 9 18 21 25 26 31 37 51
53 54
9 13 22 28 46 48 49
10 12 20 33 34 47 52 55
11 128 11 16 39 33.336 4

To determine the optimum number of clusters, the graph
of weigﬁted arithmetic mean of average'intracluster D wvalues was
drawn against the number of clusters and is provided in Fig. 4.1.
The optimum number of clusters obtained by the method of maximum

curvature is 5.

4.,B. NINE GENOTYPES OF BRINJAL IN 4 ENVIRONMENTS

The error ‘mean squares (EMS) obtained from the analysis

of variance in different environments are as follows.

Season 1 2 3 l4

EMS 315838.24 35418.00 26078 8761.63

They were tested for homogeneity using Bartlett's Chi-square
test and were found heterogeneous. The weighted analysis of variance

of pooled data is given in Table 4.4.
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Table 4.4 WEIGHTED ANALYSIS OF VARIANCE OF THE POOLED DATA

Source 5.8S.

Total 711.3815
Genotypes 300.0143
Environments 423459
GE interaction 369.0213

The calculated value of Chi-square was 176.1238 with 13
degrees of freedom and hence the  GE interaction was significant.,
The genotypes were then clustered based on their interaction with

environments using methods described in 3.A and 3.B.

The dissimilarity indices between every pair: of genotypes

determined are given in Appendix IV.

4,B.1 STATISTICAL CLUSTERING

Cluster configuration obtained using the clustering procedure
given in 3.A is given in Table 4.5.

Table 4.5 CLUSTERS OBTAINED BY STATISTICAL CLUSTERING

Cluster No. No. of genotypes Genotypes in the cluster
1 3 5, 3, 4
2 2 6, 2
3 3 9, 5, 3
4 3 1, 3, 5
5 3 8, 1, 3
6 1 7
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4,B.2 ITERATIVE RELOCATION ALGORITHM FOR OPTIMUM CLUSTERING

Clusters obtained by IRA procedure is given in Table 4.6.

Table 4.6 CLUSTERS CONFIGURATIONS BY IRA

Serial No. Genotypes in the cluster Weighted No. of
of cluster A.M. of itera-
average tion
intra-
cluster
1 2 3 4

Two clusters

Initial 1 267
2 1345809 52.9474
Final 1 267

2 1345829 52.9474 1

Three clusters

Initial 1 7

2 13458

3 2609 30.3798
Final 1 27

2 13458

3 ’ 6 9 27.2883 2

Four ;:lusters

Initial 1 7

2 14 8

3 2 6

4 3589 9.3162

Contd.



Table 4.6 Continued
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1 2 3 4
Final 1
2 .8
3 6
4 4 59 7.9885 2
Five clusters
Initial 1
2 8
3 6
4
5 4 5 4,5632
Final 1
2 8
3 6
4 9
5 5 4.3525 2
Six clusters
Initial 1
2
3 6
4
5 4 5
6 3.7776

Contd.



Table 4.6

Continued

34

1

Final

Initial

Final

Seven clusters

3.3716

1.9305

1.9305
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The graph of weighted arithmetic mean of average intracluster
D values against the number of clusters was drawn and is given in
Fig. 4.2. The optimum number of clusters determined by the method

of maximum curvature is 5.
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5. .DISCUSSICN

Clustering genotypes or environments based on their interact-
ion with environments are Being very advantageously used by plant
breeders. Clustering techniques based on GE interaction have been
developed for situations when the error variances in different
environments are homogeneous and these procedures fail in situations
when the error variances are heterogeneous. Therefore some new

' procedures are developed herein to fill this gap.

A distance function between any pair of genotypes which
measures their interaction with environments when the error variances
in the different environments are heterogeneous was derived herein.
The dissimilarity index for any group of genotypes was also derived
from .these distance measures between every pair of genotypes in
the group and it also measures the within group genotype - environment
interaction. This characteristic feature of the dissimilarity index
is similar to that proposed by Lin (19.82) for the case of
homogeneous error variances. This property 1is of great advantage
in formation of clusters in that the dissimilarity index of any group
of genotypes which also measures within group genotype - environment
interaction can be obtained directly from the pairwise distance values
without going to the original observed values at every stage. Two-
methods of clustering using the newly defined dissimilarity index

have been proposed herein.
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One procedure called statistical clustering technique which
aims at identifying maximum sets of. genotypes such that the within
set genotype - environment interaction is not significant in any set
while addition of any genotype to the set makes the within set
genotype - environment interaction significant. In other words this
procedure does not aim at optimising an objective function Llnlike
any general clustering procedure. What is aimed here is Iidentificat-
ion of genotypes which have similar response to differing environments.
The cluster configuration resulting from this procedure may not be
non-overlapping. This should not cause any concern to us, because
it is possible that a genotype has a response to environments which
is not significantly different from that of two cdistinct: genotypes

whose responses are significantly different. This is 1like the

comparison of treatments after doing analysis of variance.

Another procedure - the iﬁerativee relocation algorithm aims
at obtaining a cluster configuration by minimising the within cluster
genotype - environment interaction sum of squares. This is justified
in the sense that the objective of any clustering technique is to
form groups of genotypes in such a way that those belonging to any
group are similar with respect to some aspect in question while
those belonging to different groups are dissimilar. This objective
is met with by this procedure with respect to the genotype -
environment interaction for any specific number of clusters. By this

method the ultimate cluster configuration we get is hon-overlapping
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as in the case of clustering in general. Determination of the optimum
number of clusters to which. the genotypes are to be grouped is
proposed to be done by the graphical method of maximum’ curvature.
It is to be noted that, in general, the objective. function, viz., the
weighted average 01; the within cluster genotype - environment
interaction sum of squares decreases drastically with the number
of clusters initially. With the increase in the number of clusters,
the rate of decrease of the objective function alsoc decreases. In
other words for initial increase of the number of clusters the
decrease in the objective Tfunction 1is substantial and then it
decreases gradually. Therefore the point (number of clusters) just
‘beyond the maximum curvature is proposed to be taken as the
optimum number of clusters into which the genotypes are to I:.>e
grouped, because for further increase in the numper' of clusters the

decrease in the value of the objective function will only be marginal.

Though one procedure alone 1is named 'iterative relocation
algorithm', in a way the same type of relocation algorithm is used
in the statistical clustering also, though it is not iterative in

nature.

So if the objective is to have cluster configuration which
minimises the within cluster genotype - environment interaction, one
may use the iterative relocation algorithm proposed herein. And if

the objective 1is to identify genotypes héving similar response to
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differing environments, which will be the case most commonly required

the statistical clustering can be used.

Both the procedures have already been computerised and
hence it will be easy for a user to adopt any of the procedures
proposed here in making use of the programmes written in BASIC

which are given in Appendix V and VI.
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6. SUMMARY

Cluster analysis that forms clusters of Individuals such that
there is more homogeneity within clusters than those. belonging to
different clusters is a widely used technique by plant breeders.
Very few attempts were made to group genotypes or environments
based on genotype-environment interaction. But these procedures can
only be used when the error variances in different environments
are homogeneous. New procedures for clustering genotypes based on
their interaction with environments which can be used when the error

variances are heterogeneous are presented here.

A distance function between two genotypes 1 and 1' which

measures their interaction with environments was derived as

S

Wy - Y. ) - (Y., - Y., Nt (1)

‘D(i,i') = % 1 J i. i'j i,

where Yij is the observed mean value of the ith genotype in j

environment and Yi'j that of i'th genotype in jth environment.

?i énd ?i' are given by

I S )
Wy, STWLYL .
Y., = j=1 91 and Y., = 3=1 '3
i. S - i, -
=W, ' S
j=1 4 f;"_Wj
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The dissimilarity index for any set of genotypes was derived from
this pairwise distance function as
r
D(1,2,3,...... ,r) = D(i,i") ... (2)
i<i'=1
The dissimilarity indices so defined based on the genotype-environment

interaction were utilised for two types of clustering.

6.A. STATISTICAL CLUSTERING

{a) The dissimilarity indices for every pair of genotypes are
calculated using (1).

{b) The pa'ir' of genotypes having smallest index value is identified.
This index gives the interaction sum of squares between the
two genotypes.

{c} Calculate the value of the Chi-square statistic for testing the
significance of GE interaction.

(d) If the Chi-square value is insignificant these genotypes are grouped.

(e) Each of the remaining genotypes is allocated to the group and
the corresponding dissimilarity index for the group is calculated
using (2). Identify the genotype which gives the smallest
dissimilarity index value and repeat steps (c¢) and (d).

(f) Continue the procedure in (e) until the Chi-square value becomes
significant. Thus formation of the first cluster is completed
excluding the genotype last entered which leads to significant

Chi-square.
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The genotypes having the smallest index value from the remaining
indices are identified.

Repeat (c¢) to (f) irrespective of whether a genotype is included
or not in the earlier cluster/clusters.

Repeat steps (g) and (h) until all the genotypes are exhausted.

MINIMISATION OF AVERAGE WITHIN CLUSTER GENOTYPE-ENVIRONMENT
INTERACTION SUM OF SQUARES USING ITERATIVE RELOCATION
ALGORITHM

Dissimilarity indices for every pair of genotypes are calculated
and the pair of genotypes having maximum index value is identi-
fied. These iwo genotypes are considered as the nuclei of two
clusters.

Allocate each of the genotype to these clusters In such a way
that the index value with the nucleus genotype is minimum.

To increase the number of clusters, by one, identify the two
genotypes having maximum index value within the clusters and
these genotypes are taken as the nuclei of two clusters in addit-
ion to the nuclei of the existing clusters except the clusters
containing the newly identified genotypes. Repeat (b).

Repeat (c) until the desired number of clusters is arrived at.

These clusters are further optimised as follows.

Number the genotypes from 1 to t.
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(2) Take out genotype 1 from the cluster it belongs to. Allocate
it to each of the clusters and calculate the weighted arithmetic
mean of the dissimilarity indices of clusters, weights being the
multiplier used to obtain the Chi-square value (3.1).l This
genotype 1is fused with the cluster for which the' welghted
arithmetic mean of the dissimilarity indices is minimum.

(3) Repeat the process with all genotypes.

(4) Repeat steps (1} to (3) until iwo successive iteractions give

identical clusters.
OPTIMUM NUMBER OF CLUSTERS

A method for obtaining the optimum number of clusters into

which the genotypes are to be clustered is given herein.

A graph of weighted arithmetic mean of the dissimilarity
indices of the clusters, the weights being the multiplier used to
obtalin the Chi-square value against the number of clusters is drawn
with number of clusters on X axis. The point just beyond this one
on the X axis at which the graph takes maximum curvature can be

taken as the optimum number of clusters.

The methodology developed have been illustrated using two

sets of data.
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Data set I

Mean yield per plant

ARPFENDIX I

of bittergourd over 3

{kg)

seasons

of 55 genotypes
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Contd.
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i 2 3 4

4@ &, 150 4, 625 b B0E
41 3. @50 3LETE Z.125
42 LBl 4, 550 125
= 4. 750 3. 8P . 500
4.4 7. 350 T.RES 1.840
45 & 55D Z.875 1915
44 8. 10) 4,375 4, 645
47 = . AP0 4,805 E.550
48 8. 280 4,400 4, 5[5
49 7. 000 3375 4, ZER
el Q. 750 8,375 9. 745
=1 2. 850 7L E7S 8,775
= . 250 7. 150 4. 965
=53 5. 300 7. 250 7.200
=54 10. 150 . 700 5. 030
=5 8. 150 ' 7.3 5. B45
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IX 1II

Data set 11 Mean yield per plant(gm) of 9 genotypes of
brinjal over 4 seasons

Seasons
enotypes
51 =¥ 83 54
1 1566.0409 1448.130 957.920 565 .900
2 476.680 27.2708 33.020 455 . 000
3 14