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1. INTRCDUCTION

Forecasting the yield of agricultural crops is of
prime importance to a nation from a number of view points.
Firs:i it helps in formulating an estimate of the expected
production of tha crop well shead of harvest of the crop
in the particular seasson. Such estimates are very useful
for sdvanced planning for food and other relief measures
in areas with impending crop failure; for determining the
guantity of food to be purchased 1ln case of expécted '
shortage and aiding with decisions regarding withdrawals
and additians to the natlonal £ood resources. Another
use of weather crop relationship is that it makes possible
to know how much Of the incresse in production of different
crops in a given year is due to the fluctuations in weather
alone and how much due to the changes in technological and
other factors. & knowledge of the weather factors that
have direct effect on yield will help the farmer in taking
appropriate decisions in relation to weather for the choice
of crop, sowing, transplanting, scheduling of irrigation,
fertiliger application and other management practices. Thus
in short any strategy formulated for the development of
agriculture in g country cannot be a complete success unless

it takes into account the vagaries ¢f weather on the crops.



Weather has a major control over crop production.
In f£act it influences every phase of agricultural activi-
ties f£rom tillage to harvest and storage. In India crop
production 1s marginal and solely dependent on the rains
especlally the south-west monsoon and other weather £actors.
in a aetailed study by sen (1967) the drop in—total output
of food in Indla was found to be 19 per cent during the .
year 1965~86 when there had been 50 per cent deficit in
normal rainfalls NHot only the smount of rainfall, but its
time of arrival and distribution over the life span of the
c¢rop are also important. In India only 20 per cent of the
net area sown has i&rigation facilities and even this is -
not wholly assurad (Sharma, 1%970). Crop production is
thus solely dependent on the vagarles of weather.e 1In addi-
tlon to ralnfall other factors such as temperature, sunshine
hours, humidity etc. also havd to play their decisive roles
in crop growﬁh and yleld. Inci@ence of pest and disease also
depends to a larxge extent on the prevailing climatic condi-
tionse Thus the risk assoclated with farming of a particular
¢crop c¢an be ascertaihe& pnly after evaluating the effect of

environmental £actors,.

In Kerala State, though the occurrence of drought
was not very common in the past, the future chances of 1lts

occurrence are not remote. Howaver, the drought conditlions of



the crop do not depend on rainfall deficiencies alone.

The water loss taking place in the form of evapotranspira-
tion, run o£ff and deep percolation are to be considered
vis-g=vis the watarrgain due to the occurrence of raine. Not
only scanty rainfall but‘heavy rainfall also is detri=
mental to the plants. Frequent cloudy days in the life
cycle of the plént adversely affect the duration of the
solar radiation which is very essential for photosynthesis
of the crop speclese. &As por the avallable statistics.‘

the percontage of total irrigated area to the total cropped
arenin Kerala State durling 128081 was asbout 13 par cent
and that for paddy the estimate turned out to be about

34 per cent (Anon., 1963). Sunmer crop of paddy which
accounted to zbout 12 per cent of total acreage under paddy
in Kerala 1s cultivated mostly under irrigated condition.

A small portion of the area (Say about 20 per cent to

40 per cent) under paddy in the winter season is also
irrigated. The autumn crop 1s grown practically unirri-
gated throughout the State. Therefore it follows: that

crop planning in the autumn season and preferably in

the winter season should be based on basic information of
weather paramesters which could have diract effect on growth
and production of the crops All agricultural activities
such as land preparation, sowlng time, cholce of varieties
etce are ©o be fixed and adjusted giving due regard to

the prévailing and expected climatic conditions.



weather and yleld forecasting are lunseparably linked. While
irrigation. mechanization and up=~to=date-cultural practices
have given some measura of weather;procfing to érop vields,
weather is still an important factor in determining the

yield rates of crops.

Basically three types pf models are used t¢ analyse
the influence of weather on cropse. They are (1) simulation
- models (2) crop weather analysis models ( based on the
physiology of the crop system) (3) empilrical or statistical
models employed for predictions Among the different statistical
models some are unlvarlate models which examine the effect
of one meteorvlogical fagtor on crop yield and others are the
multivariate models which examine the jolnt efiects of several
variables on the crop ylald. In simple corzxelation and
regression studies, the f£inal yleld of a crop is charted
against a single varisble, usually monthly or total rainfall
received during a crop growlng season ox the.temperatura
during supposedly criiical periods. ¥Yisher!s regression
integral or response curve technique ig anothe£ ctatistical
approach which deals with the effect of a singls meteorological
variable on crop yield. It brings out the slow continuous
changes in the rasponse 0of a crop to the weather patitern by
fitting a response curve which gives the averasge change in

the yleld of a c¢rop assoclated with an additional unit of



the meteorolégical factor, say rainfall at a spscific point
of tims. It is very seldom that a single weather factor
aceounts for all of the variations from year to year in the
yield of a crope In such casesAmultiple linear regraession
analysis was attempted by several workers and crop foracasts
made on the basis of.the regression function. But such
methods make use of the explicit assumption that the various
meteorological factors are linearly related to crop yield
and the validity of the assumption is not always unwarranted.
It may happen that each additlonal unit of variation in the
values of a meteorological factor above a supposedly optimum
level may decline ¢rop yield. Thers are also situations when
the rate of change of crop yleld per unit change in the value
of a meteorological variable declines as it proceeds beyond
caertain limiting values. Curvilinear regression analysis has
been often found t¢ result in better forecasts in such
situations and have been sdopted by several workers. Saveral
non-linear transformations are also available to 'linearize!
the specific non-linear relationships between variables.
Another clogely related approach is to make use of the
multiple linear regression and curvilinear regression
analyses of crop yleld on the values of selected meteorologi-
cal variables during certaln ' selected sensitive periods®

of crop growthe.



In the case of multiple linear regression, the
predictability of the models increases with an increase
in the number of independent variables which are retained
in the functional form. At the same time simplicity and
practical utility of the equatlons greatly diminishe. Thus
it is necessary to identify the major exXplanatory variables
which are to be tried in the regression eguation for fore-
casting.Two proceduraes are used to mset with thils objectives.
They are Qi) Backward elimination process (2) Stepwise
regression methéd. In the former method at f£irst the £full
model with all the independent variables is £itted. The
significance of each of the partial regressidon coeifficients
is tested using the student's 't' test and the variable with
smallest &t value is eliminated. The process ls continued
until a suitable predicticn egquation is evolved. Ths latter
mathod is essentially a forward selectlon procedure, but
with the added provision that at each stage the possibility
of deleting a varlable, as in backward elimination, is
considereds In this procedure a variable tﬁét entared in
the earlier stages ©f selection may be eliminated at later
stages. The calculations made for inclusion and deletion of
variables are the same as forward selectlon and backward
elimlnation procedures. Often different levels of signi-

f£icance agre assumed for inclusion and exclusion of varliables



from the eguation. lowever, the independent variables
will ba highly interzelated leading to the problem of
multicollinearlty among the variables. Principal component
analysils is attempted in such situations which consists in
transforming the original set of P correlated variables
into a set of P orthogonal variables that are lingar
functions of the original variables. The derived variables
are then used a3 explanatory variables in multiple linear

regression analysls for forecasting.

Weather based yield prediction can be made throughout
the life cycle of the crop. But some disadéantages are also
there for the weather based estimates. They are (1) possi-
bility of imperfect and iricomplete mathématical ralationships
leading to large errors in seasons with anomalous weather,

(2) inability to account for the influence of insects and
epldemics of diseases (3) the inadeguacy of weather stations
and (4) the possibility of interactions between environmental

and genotypic factors.

Rice (Dryza gsativa Le.) 1s the basic food for mors
than half of the population of the World. The crop grows
mainly in the plains of tropical and subtropical reglons
under continuously f£flooded conditions« Rice is grown in India
in an area ¢f about 40 million hectares with an annual

production of about 54 million tonnes. The average yield is



very low being 1,340 kg/ha only (Tomar, 1°85).

In general rice reguires a growing period of 120 %o
150 days with a shoxrt photo period, less than 14 hours,
temparatures above 15°C, sufficient water for the rate of
evapotranspiration and abundant sunshine. Many areas have
bioclimatic limitations which may restrict the potesntial
yvield of rice. Agrometeorology can play a very important
role in quantifying these conditions and interpreting them
in terws of expected returnse In Kerala, the three maih
seasons for rice are fairly well-defined, the Virippu or the
autumn crop followed by the hundakan ( winter crop) and
the typical Punja - the summer crop. Being sitvated on the
windward side of the Western ghatos and coming within the
direct sweep of the South-west monsoon, the State receives .a
heavy rainfall, the annual precipitation working out to an
average of 2977 mm. Extremes. of heat and cold are unknown in
Kerala, the average maximam temperature is 33.62°% and the
average minimum temperature i1s 21.03%. The humidity however,
is rather high, the average comes to around 83.22 per c¢entc
© maximum relative humidity and 71.59 per cent minimum relative

hunidity (Anons, 1983).

In Kerala State, the total area under paddy comes to

bs 7.38 lakh hectares and the total production .comes to be



13.1 lakh tonnes. In the State, the district of Palghat
leads both in area and productlon of rice. In this district,
the area under paddy comes to be around 1.73 lakh hectares

. and production 3.65 lakh tonnes (Anon., 1985). The amount of
total rainfall that can be expectad at Pattambl (Palghat.
district) with a confidence of 80 per cent was estimated

to be betwsen 1919 and 3293 mm (Thomas, 1977). Rice being
an important focd crop cultivated in the district,s study of
the effect of weather on the crop and forecasting of 1ts

vleld well advance of harvest deserve serious attention.

The present study based on the data relating te the co-ordina-

ted ¢rop weather expériments conducted at the Rlce Research
Station, Pattambi for the period¢i949-50 to 1973=-74 was

therefore undertaken with the following objectivese.

1. To forecast yleld of paddy through selected

waather parameters well advance of harvest.

2. To compare the relative efficlencies of

different yield forecasting functions.

3. To study differential response between varieties,
if any., with regard to the action of meteorological

£actors.

"4,4. To study the individual as well as joint effects

of matecrological factors on crop yiedd.
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Do examine the .influence of varying dates of

sowing on yleld rates.

To develop few composite variables to serve as
! weather indices! for the purpose of yield

prediction and modelling.

To examine the effect of different climatological
variables at various growth phases of the crop in

increasing crop output.
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2, REVIEW OF LITERATURE

Intensive work on crop weather relationship and -
preharvest forecasting of yield of crops based on environ=
mental data have been done in Indlia and abroad by meteoro-
légista, statisticians and otherse A short review of the
avallable literature on the subject relating to annual
crops especlally on paddy 1s glven below under different

sub headings.

2.1+ Rainfall

Fisher (1924) developed a special statistical
technique known as the ' regression integral'® which con-
sisted in fitting orthogonal polynomigl functions to
describe the slow continuous response of crops to the
various weather elements. He gpplied the method f£irst to
study the effect of rainfall on the yield of wheat at
Rothamsted. Tha study revealed that it was the distribu-
tion of rainfall during a season rather than its total

amount which influenced crop yleld.

Kalawkar and Satakopan (1941) examined the influenca
of rainfall on cotton yield at the government experimental

farm Akola and Jalgson by the use of harmonic analysis.
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The effect of weather on the yleld of maize crop in
Kenyan highlanés was studied by Glovar (1957). He found
that total rainfall in the growing season of the crop had
a curvilinear relationship with yleld and so he suggested
a prediction equation of the form ¥ =A %2 5% where Y wes

the yield, X was rainfall and. 4, b and a were congtants.

aAn attempt was made by Shrikande and Chaudry (1965)
to invastigate the influence of certain climatological
factors on the yleld of paddy uaing_time series data from
1949 to 1962 collected from central Rice Research Institute,
Cuttacke The multiple linear regression eqguations were
successful to explain 83-98 per cent variation in yield
under different trecatments. The gmount of rainfall and the
number of rainy days or the assoclated factors like sunshine
hours 1ln Aaugust and September appeared to influence the

yield considerably.

Williaws and Robertson (1965) tried regression
technique to analyse wheat production in relstion o0 precie
pitation and Williams (1969) extended the study by including
potential evapotrenspiration also as an édditional variable

in the maltiple linaar-regression analysis.

Tanaka gt ale (1966) were of the opinion that in the
rainy season growth rate of rice plant was higher at early

stages but it became slower and sometimes even negative at
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later stages. On the other hand in dry season the growth
rate was slow at early stages but it was kept .almost
constant till the end. Generally s high early growth

rate whether caused by a varietal character, heavy
nitrogen or seasonal effect was freguently associated with
a lower rate at later stages resulting in lower grain

yield.

Sreenivasan (1968) conducted a systematic study of
rainfed paddy at Karjat in Maharashtra, Chinsursh in
West Bengal and Pattambi in Kerala. He used the Fisherian
regression integral technigue for data analysis and found
that 72 per cent of total variation in yield at Pattambi
could ba accounted by variations in rainfall during the

cropping season.

Based on a study to examine the effect of total
rainfall and its monthly distribution on cotton ylelds
at Indore and Khandwa, Singh and Kapse (1969) found that
relatively high amount of rainfall réceived during the
months of July, August and September had adversely affected

the crop yield.

Das (1970) used regressicn analysis for the issue
of monthly forecasts of the yield of paddy on the basis
of weather paramaters during kharif season for certain

homo-climatic regions. In the case of Kerala number of
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ralny days during the period from 16th 2pril to 15th May
and the number of occasions of drought and flood duringthe
perlod from 16th Juns to 31lst August contributed signifi-

cantly towards yield.

Ghosh (1970) reported that neither rainfall nor number
of rainy days had any appreclable effect on the yield of rice
growvn under irrigatsd condition. However ha observed a strong
detrimental effect for number of rainy days at the ripening

phase on crop yleld.

The method of regression analysis was employed by
Das et al.(1971) £or fhe forecast of the yield of autumn paddy
in Mysore State. In coastal Mysore.\frequency of occurrence
of drought and floods during August and September was a wea-
ther factor which had significant effact oun ylield. In the
Interior iysore gouth, June and September rainfall had signi-

ficant effect on yield.

Joshi and Kabaria (1972) studied the effect of rainfall
distribution on the yiéld of bunch gfoundnut in Saurashtra
and they found that nelther the total rainfall nor the distri-
bution of reinfall had ony effect an the yleld. Howaver, they
observed significant correlation between the guantity of rain-

fall received during the period from full pegging to pod
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development in favourasble seasons which occured once in three

years.

A comparison of two statistical methods (i) Fiéher’s
ragressgion integral which exhibited slow continuous changes
in the response of crop to weathér pattern and (il) Regression
function which gave a few well deflned weather perlods of
significance to the soil and crop vas done by Sreenivasan
(1972) . In the case of wheat crop at Jalagacn and Niphad
the regression function resulted in higher amount of pzecision
than the regression integrale This might be due Lo the
differential response of some of the adjacent phytophases of
the crop aad the changing soll characteristic to the weather

factors.

Fisher's method was used by Lomas and Shashova (1973)
to f£find out the relatlon betwsen rainfall and wheat yields.
Agssuming a constant average rainfall, additiconal rainfall
prior to sowing or during the perilod of germination and
initial growth stages of the crop was found to be beneficial
to the crop- Where as additional rainfall over and above
the average received Guring mid-winter (e2ad of January and
February ) and towards the end of ¢he crop growing season

(March and April ) affected the crop adversely.

Sreenivasan (1973) examined the iniluence of rainfall

on the yield of cotton for Khandwa and Indore in Madhya Pradesh
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using the Fisherian technigque of regression integral -and
also by mulﬁiple regression analysis. Five out of six and
three out of six rainfall distribution constants showed
signifilcant corrslations with yield for Khandwa and Indora
raespectively. For both the gtations additional rain during
growth and boll formation periods exerted detrimental effects

on the crop.

The influence cf rainfall on the yield of rainfed rice
at Karjat, Colaba district was studied by Sreenivasan and
Banerjee (1973) using the Fisher's response cuxve technique
and the msthod of screening of the data for seusitive periods
of responses, The multiple correlation coefficlents calculated
with and without the removal of trend were not significant
indicating there by that the integrated influence of rainfall
on rice at Karjat was not of serious consequence. The crop
appeared to respond; favourably to raln during the eritical
phase of panicle primordial initiatlone. Rainfall in the period
immediately preceding harvest was found to cause depression in

yield.

Sreenivasan (1974) used Fisher's regreésion lntegral
technigue to evaluate the influence of ralnfall on the yield
of wheat varleties grown at Jalgson and Niphad in Madhya'
Pradesh. 'The regsults show=d that any amount of rain received
dﬁring the three weeks imuediately before sowlng and that
during the germination phase would be beneflclal to the crop

In both the Stationgs.
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In a study on the effect of rainfall on Sorghum,
Ali (1975) observed a significant and positive assoclation
batween yield end rainfall during Mays. Further he found that
the total rainfall received in the month of August and
Septenber explained about 20 pér cent variaticon in sorghum

y:}.eld.

Devanathan (1975) used the rate of dry matter production
in different periods of plant growth es the dependent variable
in place of yield in the correlation analysis and pbservad

significant results in his studies on malze.

Pochop et pl. (1975) found that the intluence of added
rainfall on winter wheat production in eastern wyomlng was
dependent upon the time at which it was received. Added rain-
£all was greatly responcible for increased wheat production
1£f it was receivaed in the migddle portion of the growlng season
while it had negative effects 1f it was recslved late in the
seasone

Shaha and Banerjee (1975) made use of the Filsher's
responss curvae technlgue to axamine the influcence of matcecoro~
logical parameters on vield of cotton crop at Coimbatore.
They found that rainfall and hours of sunshine should be more

than thelr normal values for a good Crope.,

The distribution pattern of area under rice and the
producticn potentiality of the crop in dlfiferent parts of India

wera apparently governed by the onset and withdrawal of monsoon,
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+the distribution of rainfall and the extent 0f irrigation
facilities, available in the dlfferent regions (Chatterjee
and Maiti, 1979).

Bhatia (1983) showed that rainfall in June had signi-
ficant positive impact on the yleld of paddy in the States
of Andhra Pradesh, Karnataka, Madhya Pradesh and Orissas
This was because rains in June helped for timaly raising of
the aursery and ﬁranaplantétion Oof paddy which in turn had
positive effect on yield of the crop. The study also revealed
the profound influence of Ociokber ralns on <rop gield in the

States oxX Assam, Bilhar, Rerala, Uricsa anc vwast Bengals

Jahagiréar and Thote(1983) revealed that instedbility
in the occurrence of rainfall during the pericd from 4th June
to 12th Adugust would adversely affoct productivity of rice.
They also found that total ralnfall received during the ¥Xharif
season had adverse efifects on rice yield but f£requent occurrsnce
of dry spells during the period from lst October to 4th Nove=~

mber was found to favour crop production.

Sarwade (1983) coucluded that vecucrence of dry spells
of longer duration than 8 days ducing &hs months of July =nd

sugust drastically diminished the yleld of kharif rice.

2.2, Humber of hours of Sunshine

according «o Matsushiwa (1957) the total guantum of light

energy recelved v the plant for a continuous perlod of 18 days
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before flowering was decisive in grain formation and any
reduction in its intensity would result in the size of husk

and limit grain size of paddy.

Yamagupta (1958) found that number of tillers and
number 0f ears of paddy'increased with an increase in the

intensity and quantity of light energy.

Osada and Murata (1965)have shown that panicle produ=-
ction in paddy could be considerably influenced by light

energy.

Ota and Yamada (1965) reported that grain £illing in
paddy would be very poor in the absence of lighte.

Stansel (1966) opined that light energy during the
vagetative phase of crops was not found to limit the growth
and yield of crops. On thelbasis of extensive 1nvestigations
he concluded that solar gadiation received during the three
weaeks immediately before and three weeks immediately after

flowering was very crucial in determining grain yleld of paddy

According to Hayashi (1967) solar radiation had a
profound influence on rice yield. A high positive correlation
was recorded between the amount of solar radiation received
one month before harvest and grain yield§

An experiment was conducted by Moomaw gt ale (1967)

at Los Banos to study the response of paddy to different dates
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of planting and they concluded that yield of rice was
greater when harvesting period coincided with the period

of maxlimum solar radiatione.

The effect of environment on crop yleld was examined
by Katujama (1970) in 24 species of rice. Seven species were
unaffected by climatic conditions while seven others varied
inconsistently with climate. In nine specles, time of flower=-
ing was dependent upon day length but in one specles its
reliance was on meximum temperature.

Murata and Togari (1972) found that solar radiation
during the three weeks before and tha four wesks after heading

had shown strong assoclation with spikelet production in paddy.

Yoshida (1972) observed that gquantity of solar radiation
absorbed by the plant at initial growth stages would not limit
grain yield in rice but as the plant grew and produced more
nunber of leaves it hecame less efficlent and mutual shading
of lower leaves by upper leaves limlted the utilization of
available sunlight.

In sorghum,a mardinal decrease in light intensity to
75 per cent of the normal sunlight increased plant height,
node number, internodal length and leaf length but caused
a substantial decrease in the width of leaves, dry weight and
grain yield (Bhatt and Seshadrinathany 1975)
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Murata (1975) studied the effect of climatlc factors
on.;he yield of rice in Japan by using simulation models«
He found that the most important climatic £actor which
controlad rice fiéiarwaéwggiar radiation or sunshine hours
during the period from baedting to active grain £illing in
middle and southern regions., but it was mean air temperature

during the same period in Northern regions.

Based on the résults of a field trial on paddy condu-
cted. at Cuttack, Orissa, Sreedharan and Vamadevan (1976)
claimad that sclar radiation and alr temperature were the

most important £actors governing evapotranspiration in rice.

Murty and turty (1981) computed simple correlation
coefficients between climatic factors and spikelet sterility
in rice and found that solar radiation ait different periods
of reproductive znd ripening stages especially on the day
of anthesis was signilficantly and negatlvely asgoclated
wlth sterility.

2.3+ ITemperature
Sato (1956) studied the effect of temperature on rice

vield and concluded that highest yields were associated
with mean temperature of 27°C and 400 hours of sunshine in

two months of the ripening period.



When rice plants in their early stages of grain
development were subjected to high temperature, Nagato
and Ebata (1960) observed a high percentage of chalky
grains at about 10 days after flowering and an accelera-

tion in their development and in maturaticne.

Gangopadhyaya and Sarker (1964) applied the technique
of curvilinear regression in studying the effect of meteorc=-
logical factors on the growth of sugarcane. They found
that at Poona the maximum and the mininum temperature
influenced elongation most and thelr optimum values were

equal to 87.5°F and lesg than or equal to 6e°r respectively.

Ramamurti and Banerjee (196G) attempted a curvilinear
regreesion study of weather factors on whsat yield at Dharwar
by using the successive gpproximation technique and found
that a minimum temperature of about 16°C, a maximum tempera-
ture of about 29.3°C and a mean temperature in the range

222 to 23°C were most favourable for wheat production.

As per the findings of Nel and Small (1969), tempera-
ture upsets the balance between photosynthesis and respirae-
tion. aAccording to these authors low night temperature was
expepted to increase ear number, grain number per ear,
graln yield of rice, 1000-gsaln weight and straw yleld,

but need not necessarily affect number of ears per plant.



Vergara and Visperas (1970) found that improved rice
varieties such as IR 8 were relatively insensitive to
photo period but their growth would be delayed by low

temperaturo.

According to Hoshino et al. (1972) there was a strong
influence of temperature on dry weight, tiller nurber and

carbohydrate content of rice.

Shaha and Banerjec (1975) revealed that a lower mini-
mum temperature during sowing psriod and high maximum and
minimum temperaturesduring flowering WQré beneficial for
bettar cotton crope

According to Sarwade (1983), temperature and other
weather factors did not exert any significant influence

on the yleld of kharif rice.

2.4. Humiditg
Balasubramanliam (1965) noted that the range of humidity

varied batween 78 to 86 par cent during ycars with compara=-

tively very high rice ylalds.

According to Ghildyal and Jana (1967) relative humidity
of the atmosphere would influence the rate of transpiration
and the increased or decreased transpiration wmight influenca
the physiological processes affecting crop yleld. They also
found that cooler weather, low relative rumidity, medium

evaporaticn, bright sunshine hours and shallow £looding



were the most favourable agrometeoroiogical environment

for maximum rice production.

Murata and Togari (1972) observed a negative correla-
tion batwesn rice yield and relative humidity and this
infact could be attributed to the positive influence of

solax radiations

Shaha and Banerjee (1975) pointed out that higher
humldéity duxing the time of elongatdion and branching of

the crop was useful for increased cotton outpute.

A study on rice by Sreedharan (1975) revealed that
relative humidity had not extsnded any influence on the
various growth and yield attributes of the rice crop. The
effect of relative humidlty was in £act masked by elther

solar energy oY by temparature.

2+5. Effoct of weather gt different Phsoses of crop
on _vield

Mayr (1967) observad positive correlation between
solar radiation at the vegetative phase and grain yleld
of paddye

Sreenivasan (1968) noticed that at Pattanbi and
Chinsurah, rainfall received in the week of transplanting
and that in the elongatlion phase were detrimental to paddy

where as that during the tillering, flowering and post-



flowaring phase was beneficial. According %o him higher
mean temperature at the time of transplentation and
elongation of the crop was detrimental where ag the same
received during the tillering and ripening phases exerted
beneficial effects. Bright sunshine at very early stages
of tillering, panicle emergence and the ripening phases

seemed to be conducive for crop growth and yield.

DeDatta and zarat®. (1969) observed a significant and
poeitive correlation between temperature during-the ripen-

ing period of the crop and rice yield.

A negative correlation between rice yleld end rain-
fall at the ripening period of crop growih was obtalnad
by Murata and Togari (1972).

Huda gg,g;-(1975) amployed a second degree multiple
regraession eguation in quaantifying the relat;onship between
rice yield and weather variables. Zccording to them sbove
average weekly total ralnfall and =oovée avarage minimum
dally temperature racelved during the nursery period of the

crop had significant posltive effects on yield.

A study on paddy by Sreedharan (1975) revealed that
minimom and meximum alr temperature st the vegeéative phase
were significantly and negatively correlated with grain

number, tMinimum alr temperature at the reproductive phase



and summation of minimum air temperature throughout the
c¢rop growth period were negatively correlated with number

of graina/mz.

Tomar (1975) studied the effect of weather factors
at different stages of crop growth. According to him if
the total amount of rainfell in each week during the
nursery period was 1 mm agbove the average value, benefi-
cilal effect on rice yield was realised whereas higher
amount of rainfall received during the vegetativa phase
resulitad in adverse effects. Similar was the result during
the reproductive phase also. Further, there should be clear
sunny days and lncreased sunshine hours in the ripening

phase for better production.

The behaviour of the Co=25 varlety of irrigated rice
was examined by Sreenivasan and Banerjee (19738) under two
environments in Aduthural. Number of hours of sunshine
recelved at the time of panicle emergence and maximum
temperature during the period from the later half of
tillering to the middle of the elongation phase was found
to be positively correlated with yleld. Relative hundidity
at maximum epoch during tillering phase énd minimmam
temperature during the weelk of harvest showed negative

linear relationships with the yield.
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A study of the individual effects of weather
variables on rice yield, by Agrawal st al.(1983) indicated
that thehcr0p reacted differsntly to different climatic
variables during different stages of its growth. Above
average maximum daily temperature had a small beneficial
effect during the active vegetative phase while its sffect
during the other phases of the crop were negative. aAbova
average relative humidity had small beneficial effects
during initial growth, lag vegetative and reproductive
phases while small adverse effects during active vegeta-
tive and ripening phasese. Increase in relative humidity
and number of rainy days had beneficial effects in géneral
through out the cropping season. Effects were pronounced
in later part of the reproductive phase. Increase in rain-
fall was beneficial through cut the cropping season
suggesting that crop production could be increased by

supplying additional water.

2.6+ Joint effects of wegther varlagbles.

2.601s Weather indices and comvoslte regression models
Tullis (1934) has reported that high temperature

accompanied by increased wind velocity on clear bright

days would cause scald of paddy.

A weather index W = R + T(B80=T) where R was rainfall
in centimeter and T was megn temperature in degree centi-

grade was developed by Bean' (1964)%



Murata (1967) found a positive correlation between
rice yleld and solar radiation in the northern regions of
Japan where the temperature was iowvhile there was no
positive correlation between them in the southern regions
whare the temperature was highe This was attributed to the
maskening effect of high temperature on favourable effect

0f solar radlation.

A seccnd degree orthogonal polynomiall model was
used by Runge (1968) to examine the joint effects of maximum
dally temperature and railnfall on corn yleld. It was found
that the effects were more pronounced one week before anthesls

and remalned at constant level thereagfter.

According to Yoshida and aln (1968) the starch
contant in rigce during wet season was remarkedly low as
compared to that during the dry season due to0 the combina-
tion O0f relatively high temperature with low solar radiation

resulting in less neat photosynthesis in wet seasson.

Lange as quoted by Dubey (1970) assumed that the
effectivenass of rainfall was directly proportional to total
preciplitation and inversily proportional to the mean tempera-
ture and suggested a simple weather index I = P/T.

Las (1971) stressed that rice yisld vwas significantly
affected by temperature and radiation during tha period f£rom
20 days befors to 20 days after flowering.
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According to Sato (1971) high temperature along with
low relative lhumidity was more conducive to ripening in
rice.

A high solar radiation accompanied by a low tempera-
ture during 25 days period before flowering was found to

give maximum rice yleld at Los Banos (Anon; 1974).

agrawal et gal. (1980) developed two models for fore-
casting the ylald of rice in Ralpur districte. In the first,
welghted averages of weekly weather variables and their
interactions using powers of week number as welghts wore
used. The respective correlation coefficlentswith yield in
place of waeek number were taken in the second model. The
stepwlse regression technique was followed for obtalning

the iforecasting equatiOns. Tha first model was
P 2

¥= a0 4 :S S' aj_jzij + iz*;i'::l % bii.ﬂ Qii'j +CT

Where Y = crop yield , Ao, alj, bii'j]

(1 + 1 = 1,2,eP, 3= 0,1.2,) and C were constants.

P @ no. of weather variables, T = yeoar no. included to
correct for the long term upward or downward trend in yield.
zij and Qii'j were generated first and second corder varizbles

dafined as

234 = znwjxiw/é"’j

%gty = Z“ Xy iw/z“j
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n = no. of waeks upto the time of Fforscast

th

W = wesk identificationy X,  was the value of the i

iw

weathér Variable in the wth week. Second modal waz

_ 2
- ) "1 044’y + CT
Y = 2o *%J%E’J >1' 5261311_1011_1
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b
w =1 w=1 Tiw
J
iij = :Z§: rii w Xiw X /’%Eé:r iitw

riw = the correlation coefficient of ¥ with the ith weather
th

variazble in thes w waak

L4y, = the correlation coefiicient of Y with the product

th and fth weather variablas in the wth wesk. Two

of the i
welghted weather indices taking all significant generated
variables into conslderation were constructed. In the first
one, correlation coefficients were taken as weights where as
in the second one standardlzed partial regression coefficients

ware taken as welghts,

Rao (1980) attempted to examine the effects of raine
fall and temperature and thelr interactions on the yield of

tossa jute. He used a second dagree orthogonal polynominal

of the form,
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Where Z was the fibre yield, X was the average weekly maxie
mum temperature; (°c) , Y was the total weekly rainfall (cm),
t was the numbér of the weoekly period commancing £rom
gexmination, T was the serial number Of the year which wés
included to correct the trend in yields. The study reveagled
that about 87 per cent of the total variation in jute yield

could be explained by the polynominal model,

Agrawal et al. (1983) revealed that beneficlal effects
of above average maximum temperature on rice yleld increased
with rise in humldity while detrimental effects decreased,
Joint effacts of maxlimum temperature and rainfall showed
that beneficial effects of above average maximum temperatura
on yield increesed with increase in rainfall while adverse

effect decreased in generale.

2+6.2, Principal component analysis

Kutzbach (1961) Clarks and Peterson (1973) used
Principal component analysis to determine the relationships

between various meteorological variables.
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Principal component regression technique was
applied by Fritts et al.(1971) to relate trze-ring growth

to climatic change.

Pochop et al. (1975) performed principal component
analysis using the climatological data, which consisted of
42 varliables for elght countries znd 45 years. Thirty one
out of 42 comporents explained 20 per cent of the wvarlance
in the original datacomplex and were retained for regression
analysis. The principal components regressed agalnst country
wheat yleld data resulted in the regional production model

of the form

¥q=P0+F1m1q+°"°'Pp g

where Po. " s s 5 s v e e PP were the regression co=~-

efficlents, Yé was the estimated yield in year g, and m1q

sssesn mpq were the P principal components for the year d.
The regression model acccunted for 54 per cent of the

varlation in yleld.

Principal components of the generated vzriasbles were
obtained ond used in regression instead of the original
‘weather variables by Agrawal et al.(1980). The ragresaion
equation could explain 80 per cont of variation in yield.
It was also revealed that forecasting of rice yield was
vosslble by weekly climatic variables, 242 aonths after

sowing for a crop ¢f five months duration.
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2.7. Effect of date of sowing on _crop yileld

Palaniswamy et gls; {(1968) studied the effect oOf
time of sowing on duration, yisld and other components
of paddy yield wiﬁﬁﬂféfezence to day length and tempera-
tura. They did not £ind any significant effect due to
time 0f sowing on yield components except in the number of
grains per panicle. Low ylelds and delaved flowering were
recorded for the <crop whan sown aftor Septexber while
relatively high yislds were resulted whea the sowing was

in the latsr half of August.

gingh et zle{1975) have reported that sorghum yield
was higher wien it was planted as early as in June than
that planted in July.

De at gle.(1883) observed that the productivity of
dryland unigrigeted whaat could be increassed considerably
by asdjiusting the date of sowing to conducive'atmospheric

temperatures.



MATERIALS AND METHODS



3. MATERIALS AND METHCDS

The data utilised for the present. investigation
were collected £rom the available records of the msteorolo-
glcal observatory of the Bice Research Station, Pattambi
(latitude 10° 48°N, longitude 76° 12 'E, altitude 200 m)
located in Palghat district ¢of Kerala State. Systematic
observations on daily weather and grain yield of four
varieties of paddy grown in two distinct seasons of the
year relating to the period from 1549-50 to 1973-74 were
used for statistical analysls. The year 1949 for the
winter season and the year 1572 f£or the autumn season
Wwere excluded from the analysis due to certain abnormalities,
Tha tract enjoyed a warm humid tropical climate and received
a geod amount Of rainfall through south west monsoon and
some amount through north east monsoon. Total rainfall at
Pattambi during the year 1981 was about 3270« 1 mm which
was well agbove the State total ralnfall of the year (Anon.,
1983). The soil of the research station was of sandy loam
type with good wategr-holdling capaclty. The experlmaental
fields of the research statlion are situated at a p;ace

gulte close to the meteorological observatorye.

Crops were grown as ralnfed in both the seascns.
The PTB varieties PTB 1 and PTB 5 were under obsarvation in
the autumn season whereas PTE 12 and PTB 20 had their turn

in the winter season. These photo sensitive and medium duration
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varieties were very popular in the Palghat tract during

the period under report. The duration of the wvarieties

PTB 1 and PTB 5 was in the range of 130'days to 145 days

while that for PTB 12 and PTB éb was from 110 days to 135 days.
In both the seasoné rice seedlings wers transplaﬁted at the
rate of two seedlings per hole with a mean distance of 15 cm

elther way.

Daily metecrological observations on various climatic
vgriables such gs total rainfall ( am), numbé} of rainy days,
total hours of sunshine (h), maximum temperature (°C), minimum
temperature (oci' maximum relative humidity (4), minimum _
relative humidity (%) and wind velocity (km/h) ware aVailab;e
for the period under report. Data on the date of sowing of
the crop, date of transplanting, and the date of harvesting

were also recorded at the agrometeorologlical cobservatorye

3.1s Test for the presence of Trend

The first thing to ponder after getting a time series
data is to decide whether there is any upward or downward
trend presented in the data. uwWith thls purpoce in mind the
bivariate data ( tye yi) are plotted graphically and the
number of peaks or troughs in the serles countede. A ' peak'

is a value which is greater than the two neighbouring valuss.

* A day with a total ﬁrecipitation of Z2mm or above
is consldered here as a rainy daye.
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Likewlse a 'trough' is a value which is lower than its

two neighbourse Both peaks and troughs are considered as
turning points of the series. The number Of turning points

is clearly one less than the number of runs up and down

in the series. The statistical significance of secular

trend is then tested by using the 2 - statistic (Kendali 1958)
given by

{
g = D= Bl (3.1)

S+ 2(n)

where n = observed numbcr of turning points in the data

2(n) = -3-5%1-:%)— ¢ SeEe (n) = l/_],ﬁ_g_'o:__%?_

N being total number of ovservations.

%z is expected to follow the Student's t distribution

If the value of Z is not significant atapre selected level
of probability then the donclusion®is that there is no long

term trend in the series.

3.2 Fortnightly and monthly forecasting of paddy vield

The weekly weather paramaters of the successive weelks
bstartﬂ.ng from one week prio; to sowing to the twelfth week
afteor sowing wers determined f£rom the dally meteﬁzrolog;cal
data and ware corralated with crop yield in the particular
seasons For the varieties PTB 1 and PT8 5, 24 years data

were avallzble for the weather varlables, total rainfall,
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temperature and relative humidity, 21 years data for

numbexr of hours of sunshins and 16 years data for wind
velocity. For the varisety PYB 12, 21 year's data were
avallable for wind velocity and 24 years data for all

other variables. In the case of PTB 20 the yleld data

were available only for 23 years and hence mateorological
data for the same period above could be used for the studies,
As the time series was not long enough to includs a large
number of explanatory variables a preliminary selection

of variables had to be attempted. This was done in
accordance with relative magnitudes of the simple correla-
tion coefficients of the weekly weather factors with ylield.
Only those variables which showed significant linear rela-
tionship with yield at a particular level of significance
waere selected for inciusion in the regression equationse.

A term representing secular trend also has to be iacluded
in the model 1ln case the effect of trend is found to be
significante. A class of multiple linear regression sguations
were f£itted for making fortnightly and monthly yield fore-
casts of PIB varleties based on weekly weather data and the
adequacy of the fitted models determined on the basis 0f the
relative walues of the adjusted coefficlient Of cetermination
(T2) . since the data for wind velocity were available only
for few years the same could not be included for ragression

analysis. According to the avallebility of data a 21 year
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saries of crop and weather data was used for regression
analysis in the zutumn season and a 23 year series of crop
weather data was used £or the same purpose in the winter
seasons Yield forecasts were attempted upto the end of the
third month after sowinge As @ further step, an attempt
was also made to establish general yield forecasting
formulae for PTB varieties from weekly weather parameters
by regressing the relevant climatological variebles on

the observed mean yleld of paddy (disregarding varieties)

in the particular season.

3e2.1e Multiple linear regressibon snalysis

The technique of multiple linear regression deals
with the problem of predicting a ‘dependent varisble!
Y from a selt of p'indepsndent Variablgs'. Xy x2"“"'xp' P>1.
The functional form of the multiple linear regression is
given by
Yy ® Po + PL Xyy 4+ seescscese +Pp Ky + O b0y - (3.2)

Where Bo is a constant, pi's are partial regression coeffi-
cients of Y on X5 The error term ey is assumed to follow
a normal distribution with mean '0? and constant variance GJ%.
The term €T is the correctlon for trend if it is presente&;in
yield data. C is a constant and T is the year number included

for the correction. The term ‘linear' refers to linearity in
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the parameters and not in the independent variables.
The independent variables Xy need not always be statistically
independent but are expected to be msasured without error.

The parameters fo, Pl e........P are estimated by the

B
principle of ordinary least squared. I£ bl. bz. crssesn bp
are the least Sq\;aré estimates of Flo PZ Scusssrnn .Fp
the normal equatiocns for obtalning them are given by
Where S iy is the vector of sum of products of the A
- independent variable with the dependent varlable.
S 1jpxp is the sum of squares and sum of product matrix
of the P explanatory variables, prl is the vector of
congtantae
. ® EPKI = fg"iijP §_ :Lypxl - (3-4)
w?ere ;Lijpxp is the inverse of the matrix of sum of
squares and sum of products.. Furfther
g £ bE (3.5)
bo = Y e _i%’,l i} .

Thus the estimated value of -the dspendent variable could be

obtalned as

2
?[\ = b g = bixi - ) (3-6)
°© 1=
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As a consequence of the Gauss - HMarkov theoram the proedicted
value ¥ has g minimum varience among all linear predictors
of ¥ for glven values af X,, Xé ¢ v ¢ v » o xp. The
proportion of variation of ¥ explained by the regression of

Yon X,, vesseans X ds ‘calculated by the ratio,

i o
2 .;ﬂ;—gppi&‘ S.ix - (3.7)
R™ = T = 1 —— *
&YY
Whera Syy 1s the total sum of squares of ths values of

dependent variable yo

The coefficient of determination, R?. thus provides
with a measure 0f *‘goodness of £it's That is, larger the

2

R”, better the modeld approximaﬁes Ve

The statistical signlficance of Rz is tested by

employing the variance ratio test given by

F oo o2 x B p-i - (3.8)

The hypothesis Ho 1 Bk = 0 £0r K = 1,2, scevsseep Mmay ba
viewed as a hypothesis that *ths variable X, does not
significantly improve the prediction of y over that obtailned
by regressing y on the other (p~1) variables'i One test

statistic; for the test of this hypothesis against the



alternativa hypotithesis, Hi ' B # & is

b
e o k - (3.9)

SEO%J

Where SE(b,) = VCkx MeSeEss Cp. s the diagonal
-4

eloment of the inverse of the sum of squares and sum Of

product matrix and M.S5.Ee is the error mean squara.

Undar the null hypothesls the above ratlo has a

student's 't distripution with n-p-i degrees of E£reedom.

The intermediate hypothesis that a subset of m
regression coefficlients is zero is tested by F statistic
given by

|
(ssR = SBR}
F = M;S .RI m = (3.10)

§
Where SSR and SSR denote the residual sum O0f squaraes of
the £ull model and reduced model respectively and MeS«Re

the error mean sguare of the full model.s

One defect 0f coafficient of determination as a
measure of predictsbility is that 1t does not take into
account the number of degrees. 0f fraedom asgociated with
the relevant varlables and hence ls of limited use in

comparing the relative efficlencles of éifferent models
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based on verying number of observatlconse. 25 a solution
to this problem the calculatlon of adjusted coefficiznt of

determination (Rz) has beon suggested by many workers.

Pindyck and Rubinsfield (1981) have indicated many
properties of adjusted R2 which make it s more desirable

goodness of f£it m=asure than R?. Whaen new varliables aré

added to a regression model,R2 always lncreases while ﬁz
may rise or £all. The difficulty with R? B2 a neasure
of goodness of filt ls that it pertains to the explained
and unexplained variation in ¥ and therefore does not
account for the number ¢f degrees of £reedom in the
problems. A natural solution is to concera oneself with
variance, not varliations. Thus eliminating the dapendence

2

of R" on the nurbey of independent variables in the model,

Hance the adjusted coefficient of determination ﬁz is

defined ag
2 Var (E)
B =2 ] - - (3 011)
Var (Y)
A —
A = Gy 92
Var(E) = &° =
N=p=1
- 2
=(¥i -~ X)

Var{y¥) =
=1
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It is easy to derive the relationship between R? and g2
=2 3 _n_,l_- . - (3.12)
R @ ] - {(1 R") Bl [

3+2.2¢ Backward elimination process =nd Stepwise ragression

process for model £itting.

In many regression situations the experimenter does not
have sufficlent information about the order of lmportance of
the independent variaﬁles X, e x2 """‘39 in predicting the
dependent variable Y. If some of the X variables contribute
little or nothing to the accuracy of prediction, attempts
may be made to get a simpleréprediction model providing
with sufficlent &egraeﬁ?of precision. One sgolution to the
above problem is t0 regress Y on all possible subsets of
independent variables and then to select the best subset of
variables for prediction. For esch nossible subset of size
Ke K5 1, sasess P, oOne may select the subset SK yielding
the largest multiple correlation coefficient. If Sm is the
best subset of variables in predicting Y then Sm gives the
largest multiple correlation coefficient in m varlables and
ﬁhe remaining {p-m) variables do not significantly improve
the predictability of ¥. But when the number of independent
variables is large it becomes impractical even with the

availability of high speed computers to determine the besc
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subset using this procedure. In fact, when there are P
variables there are 39—1 regression eguations to be fitted
and the time and expense involved necessitates £inding
other methods for solving the problem. Backward elimination
procaess and stepwlse regression process are two elegant
approaches which are commonly applied for model fltting

in linear regression.

3424201. Backuward €3imination progess

In cthis method, first the experimenter £its the
regression equation contalning éll potential kX varliables.
The statistical significance of the regression equation is
then tested by F test. If the regréssion is not statisti-
cally significant then there exlsts ﬁo appropriate linear
model with these variables for yleld forecasting. Otherwise
exXamlne the relative importence of the different X variahles
by using the student's 't' test. Thae null hypothesis tested

th

1s that the proportionate contribution of the 1™ variable

towards variation in Y is zero ( that is H 3 B;= 0, H;a B330)-

Salect the least lmportant variable as the one having the
smallest non-significant *t' value at a pre selected level
(w}4 signiﬁicance. Lrop this variable £rom the model and
compute the regression equation againe The reduction in the
value of coefficient of determination will be noteds The
process is terminated at a staga'when no varlable is guali-

£ield for omission.
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342,202« Stepwise regression

In stepwise regression one adds variables to a
model to maximise the R® or equivalently to minimise the
arror sum of squares. The first step in stepwise regression
identifles the single variable which best predicts Y. The
second step finds the variable which best predicts Y given
the first variable is entered. In the .steps that follow
elther (a) a variable is entered which best improved the
prediction of Y given all the varlables entered £rom the
previous steps or (b) a variable 1s dsleted £rom the set of
predictors if its predictive ability f£alls below a given
davels, The process is terminated when no further variables

improve the prediction of Y. The varlables are usually

entered in the order of thelr importance.

The computation procedure of stepwise regression

can be explalned in diLferent steps,

Step © The simple corraslation coefficient Fyx, 3D the
) i

F to enter

F s YR3 - {3.13)
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are calculated £or i = 1,2:esesevasseePe Tests of signi-

- ficancs are conducted with the null hypothesis, =(),

Byt Ry,
1= 1,2,¢ « s« » o« « Po If all the F to enter are less than
a prescribed inclusion level called the 'F* to include' the
process 1s terminated and we conclude that ¥ is estimated

bY? for any value of xlo Xz ...-......Kp-

Ste The varisble X, having the largaest F to enter or

i
equivalently the largest squared correlation with Y is
selected as the best predictor of ¥, The ordinary least
square equation ¥ = £ (xi) + @ 1s fitted, the constants
estimated and the analysis of varlance tabls formed. Also the
F to remove for X, which is equal to the F to enter for

X; is calculated. Then the partial correlation coefficient

ryxi'xil and F tg anter
b4
r {n-3)
Y, X .
‘i i - (3014)
Py, oX, = L v
Ly »
Yxio xi

i
are calculated for 4L = 1, seveccresnal; i'—‘iiil; that is, for

each variable not included in the regression equatione. The
significance of the partial correlation coefficient 1s tested.
If all the F to enter are less than F to include the process
terminatesand a table 1s formed with the reldavant equition,

2

R"” and F valuas. Otherwiee Step 2 is executed.
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gtep 2 The variable X, having the largest F to enter
P

(or equivalently tha largest sguared partial correlation

with Y given X, ) is selected as the best predictor of ¥,
i

given xi has already been selected. The least square
1 .
equation ¥ = £ (Xi v X ) will be fitted. The analysils of

1 2

variance table; the multliple correlation coefficient, the
adjusted coefficient 0f determination are calculated. Also
are calculated as

the F to remove F.. and F

« X YX, « X
followst 2
.r.!xi . xi (n=3)
XX X . 2
e 1= Tyx, ox
1 +2
-
rYz'{i . Xi '(ﬂ"3)
7 2 "3 - (3.16)
YX, «X
i i 2
2 1 i~ rYxi . X
2 %3
Then test the hypothesis that ﬁo: ?YX x =0 and
1,°"M
1 2
H,: ?Yxi.'xﬁ =) raspectivelye. PFinally the partial correla-
2 1
tion coefficient Tox: oX. X between Y and the lndependent
1 11 12

variables keeping the two variables already selected as
congtant are calculated and thelr signlficance tested by

using an F test with 1 and (n-4) degrees of freedom. If



all ¥ to enter are less than 'F to include' then the

process terminates. Otherwise step 3 is executed.

Step 3(a) Let 'L' denotes the set of ' 1! independent
variables which have been entered into the regression
equation., If any of the F to remove for the variables in L
are less than'a prescribed deletion level, called the 'F
to exclude' then the variable with the smallest ¥ to:remove
is deleted from L and step 3{b) is executed with‘ Q.replaced
by&i-ll If all of the F.to enter for the variables not in
L are less than F to include then the process is stopped.
Qtherwise the variable with the largest F to enter is
chosen and is added to L 50 thatlﬂ'is,replaced by 'Q+ 1:
The least square equation, analysis of variance, multiple

correlation coefficient, adjusted R are calcnlated for the

o Q‘l)o where

variables selected. Also the I to remove F,..
X i
3

24 F
v, o0 lo1) = Fyx

Xi .

J 3 (31=2)° “(i+1)

is calculated betweenY and Xy in L given the ( Q-l) remaln-
J

oX: X, eceeeX oeneX

ing variables in L ares entered. The partial correlation

= 4
coefficlent rygi.g where

r = & .
YX_.L«Q Y’Xl-}{i XZ..Q..----}&Ki_l);X(i +1)-a'.. XR and

the F to enter ara calculated for ¥ and.Xi not in L given

the varisbles in L are enterad.
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Step 4  Repeat step 3 recursively. When the 'F to entar!
‘for all variables not in L iS less than F to include the
process stopse. Utherwise 1t continues to next stage.
When all ths variables have been entersd and the F to
remove for the entered variables is greater than ¥ to

exclude, the procegs terminates.

3.203. Composite regression models to forecast paddy ¥ield

In composite ragression models composite functilons
of the original variables are used as independent varlables.
Weather indices and principal components also serve as

explanatory variablces in such models.

A suitable methodology applied by Agrawal et gl.
(1980) to forecast rice yield in Ralpur district using
weakly weather variesbles 1ls adopted in the present study
for the same purpose. Two coaposlte regression models have
been proposeds. In the f£irst regression model, welghted
averagas of weekly weather variables and thelr interactions
using powars Of waek number as weights were used. The
respectlve simple correlation coefficients 0f weather
factors with yield in place of wesk number were taken as
welghts in the second model., Stepuise regression method
was used for obtaining the forecast equations. The first

model is given by.
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m

S

2
a Z +
1=1 396 F=1 Ik LIk

P2 2. L1 gl - @an
P > ’ > byl 93k
i;ﬁ i =1 = k=1

3

Where Y = crop yleld,

yats N aijko biiljk (i F‘ il = 1,2. evs P, j = 001420 ka 1.2;-..5‘1)

and C are constants. P = anuntber of weather variables,

T = year nunber included to correct for the .long~term upward
of douwnward trend in yleld. Zijk and Qiiljk are generated
first and second oyxder wvarlables in the k" fortnight

( k= 1;20-:.-6) defined as

n n
=2 j : j - (3.18)
2 S == TR / ‘Zwma, v
g 2,3
Q5 3y = Tﬂ W oy XL / w:El W - (3.19)

n = nurber of weeks upto the time of forecast, w the week's

identification number, X, . is the wvalue of the ith weather

h

-
variable in the w = vcek.

The second model is given by

b : I .
¥ =m0+ >, — 8y 1. & +
i=i J20 k=1 LIk T ik

P
2 1
) b ' .
i & =1 %:0 é 14 3k Y3 gx T -a (3.20)
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where
n n
IS / 2 j
Z = I x b - (3 021)
1ik ‘égé iw iw W= iw
[} J . I J
Q gi. = ry:' o X, Xaw £y,? - (3.22)
1k ol i3 w Tiw 71 — i1i w |
riw is the correlation coefficient of ¥ with the ith vieather

varlable in the wth weelk, :iilw 1s the correlation coefficient

of Y withikhe product of the AR and 11th
th

in the W~ week. The rest of notations bear the same meaning

weather variable

as in the casae of modelwl

The stepwise regresslon procadure was used to select
significant generated varlables Zijk's and Qiiljk's in the

1 s ' '
case of model 1 and 2 ijk © and Q, .1 jk & in the case of

nodel 2.

Prediction equations were developed for fortnightly
forecasting of paddy yield and their efficiencies compared
in terms 0f adjusted coefficlent of determinaﬁion. According
to the availability, twenty one years c¢rop vweather data were
used for the autumn varietles while data for 24 years and
23 years were used for PTB 12 and PTB 20 respectively in

the winter seasone
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3¢2e34i. Principsl CQmEopent anaglysis

In many multivariate situations there may be-
substantial intercorrelations among the original explanatoxy
variables which make the problem Gifficult to comprehend.
Principal component analysis is a powerful method used
in such situations which aims at explaining the relation=
ship arong numerous correlated variables in terms of a
relatively few uncorralated generated variables commonly
called as components or factors, Hance it is possible to
£ind a parsimonious desexiption of the dependence structure
which conveys appﬁoximately the same amount of information
expressed by the original variables. In effect, principal
component analysis consists in transforming a set of
observed characters Xy Xﬁ......., .xp into a new sat
of composite characters Yi. Yéocno'oooxb which have certain
unique propertiess Principal component analysis was initially
described by Karl pearson (1901) end further developed by
Hotelling (1933). wWelghts é?e assigned to each varlable
so that the resulting composite variable as é set may have
maximum variance. The generated composite variables can
be further used as independent varlables in multiple linear
Pegression analys;s. Prediction eguaticns can be developed
by regressing crop yield on the independent generated
variables. The generated varlables also serve as weather

indices for the purpose of yleld forecastinge.
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Suppese that the origlnal random variables Xi' XB"”
...xp have a multivariate distribution ( not necessarily
normal) with mean vector '!q: and covariance matrix £ =( m) .
The ranlk of % is r < p and the q largest characteri-

'stid:;, roots -,}l> ""‘"7/{q of = are all aistinct.

The method of principal @mponent:s then salect for

P linear combinations

Y % %, %,

L

=l

J=1

Hot-o

8o that
COV (Yi' YJ) = 0 fOI.' i;j 3 1. Sacwmay p‘ i * j

v, 2 v(¥,) > .....,..;V(Yp‘)

P P
and = V(¥iJ = % Vi1

i=1
sssuming £ known we let

Yl = ii 3:1 ¥ esewcrscoesae bc/ip Kp - (3.23)

We wish to f£ind n{;-lc Dé.z esEseDEORNDB TS ...%P so that
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P P
V(Yl) a =, ~ Dé.i m/lj ﬁ‘i’ is maximum subject

i=1 j =1
to the condiption that
= f=
=i
D/ = (D{/ seesnvo } is called the first eigen vector and
. 11 1P

1s assoclated with the largest elgen value of .

P
Y1 % 4 4 }Cj - (3.24)

is called the first principal component of xl" x?,' ceee xp'

Thus the f£irst principal component must correspond to the
largest sigen valus. In the same manner the second princi-
pal component will be the eigen vector which corresponds to

the second largest elgen value and so con.

If < is unknown the best estimator of £ is the
F —
sample varlance - covariance matrix S To obtaln estimated
principal components we apply ths above procedure to S.

Obtaining estimates aj-j of D(ij' 1, J = 1s2s0eeceenep, the

qth estimated principal. component is
¥, = -y X - (3+25)
q % 43 7J
which corresponds to the qth largest eigen value of 'g elmd
the qth algen wvector.

aq = (aqln qng sesasnw an)) "- g = 1.-2;.&00-..9
Thus the first estimated principal component of the obser-—

vation 1is

Yl & allxl Y edsvacsssse + aplxp - (3,26)
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12(

That is Xi ® 3

Variance of ¥, is given by
P

P
s:ri o §i=1: j% 844 a_.ii Sij - {3.27)

The coefflclient vectors are to be normalised so that

a; 8 =1

Purther the coefficlents are so determined that the components
should have maximuam variance. Introducing Legrange multli-
plier /A the factor to be maximised is

L o= (sY2 4 4,0 -2y ay) - (3.28)

Differentiating and eguating to zero

2 (5 - AfqT) a; =0 -  (3.29)

Thus 1t follows that the coefficients must saticfy the P
simultaneous linear aequatlons given by
(s - AIIJ a, =0 - (3.30)

If the solutions to these eguations to be other than the
bull veector, the value of ,Jlrhust be chosen in such a way
that

s = 442l =0 - (3.31)

Thus |, should be the characteristic root of the covariance

matrix and a, its assoclated characteristic vector
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V() = als, a, - (.32)
=a' Ay 3y

= Al since af & "= 1

1s Ai is the ith eigen value then the variance of the ith

principal component iz /j 4o The first principal component
must be eigen vector of S, corresponding to the largest
elgen value 4,. In the same manner the second principal
component will be the elgen vector corresponding to the

second eigen value and 80 on.

The sums of varlances of the original varlables
and thelr principal components will be the same. The
total varlance in the system will be trace 5, which 1s the
sama as sum of the elgen values. Instead of the covarlance
matrix the cor;elation matrix R which is uni't free, can
also be used for the study. In that case the total variance
of the system will be equal to Trace R = P. The percentage
contributlon of the variation explained by ths 1th component
is given by -fjé' % 100

e (yi) - ../EI).L_x 100 ~ {3.33)

Whera e (Yi) is the relative contribution of the :l.th COmMpOn=
m

ent. The first m components account for J% -A;i x 100

per cent of the total variation. Correlation between jth
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component and 1th variable is given by
Y
2
a - (3.3¢

Thiszs 1s known as factor*&d%ding or component loading for

the jth component on the 1th varlable.

In this study principal component analysis was done
on the basis of the correlation matrix of generated varia=-
bles and the eigen values and elgen vectors extracted. As
a further.step the principal components werg used as indepen~
dent wvariables in » multiple linear regression analysis and

suitable, prediction models developede.

Jeda3els Weag."ter Index

It i3 often felt necessary to decomgosae the numarous
mateorologlcal variables in one oi at most a few composite
variables in the'form‘Of index numbers, which vould be
conveniently handled in the forecasting problems. The
characteristic vectérs obtained f£rom the principal component
analysils would serve as wuseful weather inéices for the
purpose of yleld forecasting. The joilnt effects of rainfall
and temperatura can also be expressed as a simple index of
the form W, = P/T where Wy is the lndex of precipitation; per
unlt temperature. Similar composlite vardables such as

W2 = P,T and W3 = [He5 are also useful indigators of joint

effects of the relevant varliables on crop yleld where H is
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the relative humidity and & 1s number of hours of sunshins.
Weather indices were also developed by using various systems
- of weighting as described in the previous sectlon and used
as explanatory Vari‘ables in multiple linear regression
analysise. A weather index suggested by Bean {(1964) and is
given by W = R + T(80-T) where R is the total rainfall (cm),
T is the mean temperature (°C) was also formed in different
Qeeks of plant growth in the two secasons. The simple corrs=-
lation coefficlents of these weather indices with yleld:
vwere obtalned and multiple linear regression equations

fitted using the backward eliminationipwcedure cescribed

earlier.

3.3. Effect of meteorological varigbles at different
phases of crop growth on yield

The entire c¢rop grouwlng period of the rice plant
was divided into £ivé growth phases, viz., (1) nursery period,
vegetative phase which in&ludes (2) active vcegetative phase
and (3) lag vegetative phase, (4) reproductive phase and
(5) ripening phase. The nursery psriod exteﬁds from the
date of sowing tw date ¢f transplantinge. The vegetative
phase extends f£rom the date of transplanting to the date of
panicle initiation. The active vegetative phaée involves
roughly. ’ about 3 weeks. The next 5 weeks of the vegetative

phase 1s considered as constltuting the lag vegetative phase
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in the case of the autumn varietles PTB 1 and PIB 5.

For the winter varieties PTB 12 and PTB 20, lag vegetative
phasa 1s shorter and is‘;pgghly about 3 weeks. Reproductiva
phase starts with the initiatlion oﬁ panicle primordia and
terminates with initiation of the grain development. This
phase involves roughly 3 weeks. The following days f£rom
the initiation of the grain development upto harﬁast is
taken as the ripening phase. Ripening phase usually covers
four or meors nunber of weeks. The meteoroleglcal varigkles
at different pnases were correlated with paddy yield for

all varicties.

3.4+ Effact of date of sowing on psddy yield

In order to £ind out the efiect of date of sowlng
on paddy yield the sowing dates for the four varleties of
paddy in autumn and winter season in dlfferent years were
arranged in the ascending order on the time scale. Corres-
ponding crop yleld of the verletlies were also arranged
and ranks were gilven according to the ascending order of
their megnitude. The rank correlaticen coefficient between
the ranks of the tﬁo series was then calculated and tested

for statistical siguiflicances.

As a further step the median date of sowing was
located for the series and the whole set of data were

classified ‘into two classes, those above the medlsn and
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those below the medlan and the statistical significsnce
of the difference between the groups was tested by using

the student's 't! test given by

t = lil—le

o - (3435)
2 2
- 1 ng
n,+ n, 2

52 and sg were found
1

to be heterogenous the Cocihiran-Cox 't' test was used insteed

In cases where the sample variances

of the ordinary 't' test to test the equality of maans of
the two classes. The test oriterion for the test is given
by
P X, - %
)Ll ‘}‘2 - (3;36)

\/ 52 s
1, o2
nl nz

The critical valus tc for the tast is calculated
W, &, 4+ W, ¢

as kg = a. o+ W
2 1 2 2
5 &
Where W, = —t— , W, = 2., t, and £, are
1 n, 2 n, i

the critical values of atudent's't’® at the desired levsl

of significance and relevant degrees of freedom.
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4. RESULTS

4.1. Test for trend

The detalls of the Z statistic computed for the
PTB varieties in the two crop growlng seasons to test
for the presence Of trend in the yleld data are given in

Table 1.

Table 1. The calculated Z values to test the presence

of trend:
Nunrber Number
Season Variety of years of turn- . A
used ing value
points
PTB 1 24 i5 01658
autumn
PTB 5 24 15 0.1658
winter pPTB 12 24 17 1.1709
PTB 20 23 17 1.5464

None of the Z valuds were found to be signifi-
cant. Hence it could be concluded that there was no long
term trend in the series of yield data for the varieties
in the two seasonsand therefore there was no need to
inciude an additional term in . the regression'model as

correctlon for trend.
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442+ Bimple correlation analysis of weekly weather
variables with yleld of PTB varieties.

The correlation coefficients between yleld and
different weekly Teteaxo;qg%gél varliables viz., total
rainfall, number 6%W;ainy déys. rainfall range, average
maximum temperature, average minimum temperature, average
mean temperature, average maximum humidity, average minimum
humidity, average mean humidity, average number of hours
of sunshine and average wind velocity were calculated for
the two varieties in each season and for thelr aggregate
datas. The values of the correlation coefficients obtalned
in different weeks starting from the week before sowlng
upto the twelfth weak after sowing are given in Table 2(a)
and Table 2(b) respectively for the varieties tried in the
autumn and winter seasons. In Tabla 2(a) the three entries
in each cell reprasent the correlation ccefficients of
meteorological factors witih yield of PTB 1, PTB 5 and
with their mean yield recpectively. In Table 2(b) the
thrae entries in each cell represent the correlation co~

afficients for PTB 12, PTB 20 and for their aggregate yleld,

It could be seen that in the case of PTB varieties
grown in the autumn season none 0of the weather parameters
of the presowing period exerted any significant effect on

paddy yield. Total rainfall during the first week after



63

sowing showed significant and positive relationship with
yield (r1 = 0e4371, T, = 0.4342, ry = 004356) s« The correla=-
ticn coefficient of number of hours of sunshine during the
above period was significantly negative (rl = =0.47497

= =04836). Range of rainfall distribution

r, = -0.4788¢

2 3
in general showed negative relationship with yleld of PTB
varieties. Range of rainfall in the fourth (r1 = =0.,4268,

= -004907' ra

a =0,4365) and eleventh weeks (r2 = 0,4114, r; = = +4066)

T, = =0,4668), eighth (:1 3 «0.4341, r2--014337.
3
after sowing exerted statistically significant effects on

yleld. Total amount of rainfall recelved duriné the eighth

20,5230 £, = =0.5561) and eleventh wesks

3

2 = -064807 @ rs

showed significant and negative aspocilation with yield,

2
(rl = -0l4397' r

(rlﬂ -0.5691, r
= =0+4629) after sowing

This indicated tha£ amount of precipitation higher than the
average was detrimental to crop growth and yield when it
was received during the eighth and eleventh weeks after
sowing. Maximum temperature of the tenth week after sowing
(r, = -0.5228, ¢

3
correlation with crop- yield. None of the waeekly parameters

= =D.4660) showed significant negative

relating to minimam temperature, mean temperature, maximum
humidity, minimum humidity, mean humidity and wind velocity
ware significantly correlated with yield of PTEB varieties

in the autumn sgason.



Table 2 [a)} Zero order correlation coefficlents between weekly climatic varlables

and yleld of PTR varietles in the autumn sesson and their

aggregate yield.
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—0.1450  =0.2052 =0.2567  0.0733  0.0589  0.0849 ~0.1157 =0.1203 =0.1471 -0,2081 0.1402
-1 —0.0574 =0.0988 —0.2389  0.0851  0.0694  0.0767 -0.1147 =0.1479 -0,1757 =-0.1281 0.0882
—0.0568 —0.1263 -0.2469  0.0727  0.0611  0.0822 =0,2128 =0.1362 -0,1640 -0.1716 0.115¢
-
0.4371  0.0673  0.2120. ~0.2119 —0,0868 =~0.1719 =0.0355 =0.0056 0.0708 =-0.474% 0.1132
x
1 0.4343  0.0368  0.2814  =~0.2690 =0.0728 =0.2007  0.0279  0.0755 0.0717 -0.4788 0.1271
w
0.4356  0,0532  0.2488 ~0.2445 =0,0815 -0.1893  0,1269  0.0839 0.0724 =0.4836 0.150¢
. -0.0426 —0.0808 - - ‘o -
—0.0127 =0.1193  =0.0019 . ~0.0626  0.0097 -0.0799 -0,0676 =-0,1475 0.113¢
2 *  0.0564 -0.0106 -0.0447 00119  -0.0522 4 057  _0.0053 -0.1398 -0.1247 =0,0354 —0.0421
0.0218 -0.0669 -0.o103 ~—0-0113  -0.0672  _, a3 _0,0022 =-0.1114 =-0.0976 =-0.0936 0.037¢
0.0C06  —0.1937  0.3379 =0.2418 —0.1556 =0.2130  0.0952  0.2039 0.1949 =0.2401 0.2440
3 0.0052 =-0.1594  0.2459 =0.2015 ~0.1454 =0.1855  0,0538  0.1928 0.1768 =0.1695 0.308&
0.0050 —-0.1799  0.2078 =0.2255 —0.1535 -0.2027  0.0759  0.2023 0.1894 =0,2201 0.2807
—0.1328 -0.4268  0.0693  0.1832 -0.0728  0.0905  0.2411 —0.1115 0.1883 0.1022 0.4671
*
4 —0.2628 =0.4907 - =0.0313  0.2814  0.0070  0.1839  0.2313 -0.2335 =0.1673 - 0.1754 0.350%
b3
-0.2003 -C.4668  0,020L  0.2357 -0.0419  0.1375  0.2031 -0.1731 =-0.1135 ©,1401 0.4187
-0.2885 =0.2219  0.3582  0.1117 =0.2615 ~0.0856  0.2344 =0.1370 =0.0838 ~0.0295 —0.0927
5 —0.3268 ~0.2015  0.2963  0.1275 =0.2289 ~0.0632  0.2769 —-0.1407 =0.0799 0.0195 ~0.33&%
—0.3128  -0.2156  0.3336  0.1104 =0.2502 ~0.0766  0.2603 =0,1413 -0.0834 =0.0055 ~0.2171
-0.3630  0.0978  0.0603  0.0856  0,0369  0.0669  0.0919 -0.2606 =0.2156 0,1801 0.3683
6 -0.3535  0.1558  0,1838 -0.0283 =-0,0409 =0,0256  0.1953 -0.1449 =-0.0948 0.0866 0.2793
-0.3161  0.1286  0.1233  0,0304 -0.0036  0.0261  0.1448 =0.2074 =-0.1591 0,1356 0.3306
) -0.1989 -0.0601 =0.3202  0.2591  0,1274  0.3638  0.0i58 ~-0.2948 =0.2528 0,2769 =-0.0213
7 -0.1309  -0,0195 =0.3402  0.1434  0.0562  0.2141  0.0218 =0.2422 -0.2049 0.2931 0.0554
~0.1683 -0.0409 -0.3359  0.2055  0.0935  0,2061  0.0181 —0.2736 =0.2340 0.2896 0.0179
w
-0.5681  -0.4341 -~0.2927 0.1813  0.0645  0.1556 —0.0586 =0.2799 =0.2446 0.1978 -0.3716
W “
8 ~0.5230 -0.4337  -0.2279  0.1834  0.0437  0.1643 -0.0446 =0.2009 =0.1767 0.2387 =0.2466
* % *
-0.5561 -0.4365 =0.2655  0.1851  0.0421  0.1632 =0.0525 =0.2452 =-0.2152 0,2214 =0.3154
0.1956  0.2291  0.1739  =0.3347 -0.2166 —0.3239  0,3138  0.2003 0.2424 =0.2844 -0,3662
*
9 002129  0.2278  0.2542 —0.4276 ~0.2471 =0.3995  0,3695  0.2272 0.2785 ~0.2629 -0,3091
0.2083  0.2325  0.1789 =0.3867 -0.2362 —0,3673  0,2898  0.2173  0.2649 ~0.2776 =0.3446
0.0734  0.1766  0.0841 -0.3968 =0,1388 -0.3163  0.2289  0,0029 0.0456 =0.1201 0.0245
10 0.2112  0.3159 ~-0.1674 =-0.5238 -0.2350 -0.4443  ©0.2998  0.0667 0.1171 -0.2751 -0.060¢
0.1238  0.2497  0.1529 -0.4660 =0.1914 -0.3869  0.2685  0.0348 0,0822 -0.1991 =-0.016&
*
~0.4397 -0.3763 ~0.1449  0.1278  0.0009  0.0725  0.0584 =-0.2904 =0.2493 0.2168 —0.2316
* *
11 ~0.4807  ~0.4113  =0.2799 =0.1378 =0.0405  0.0444 -0.0232 —0.2934 =0.2704 0.2809 =-0.1354
o &
-0.4629  -0.4068 -0,1489  0.1376 =0,0109  0.0602  0.0183  -0.2974 —0.2640 0.2527 =0,186Y
-0.0863 -0.0815  0,0027 ~0.0884  0.2076  0.0444 ~0,0954 ~0,3338 =0.3137 0.1425 =0.0866
12 - ~0.1030 -0.0375 -0.2439 ~0.0875  0.1834  0.0322 -0.0345 -0.4024 -0.3613 ©.1821 -0,203¢
~0.0962 -0.0609 0.02058 ~-0.0879 0.1978 Q.0395 =-0.0667 -0.3743 -=0.3431 0.1649 =0.1471

* §ignificant at 5% level
** dignificant at 1% level



Table 2 (b) Zero order correlation coefficients between weekly climatic variables and
yields of PIB varieties in the winter season and their aggregate yield.
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0.1627 0.0160 0.2703 =0.4510 =0.3732  =-0.5362 0,4456 0,2566 0.3368 =0.2112  0.2399
»
-1 0.2909 0.1301 0.3621 -0.5145 -0.2323 ~0.5038 0.4162 0.3068 0.3571 =0.2837 0,1226
* L
0.2522 ©0.1063 0.3351 -0,4931 —0.2886 -0,523% 0.4414 0,3005 0.3574 =0.273% 0.1666
-0.1130 -0.1855 0.0318 =0.3348 -0.2767 =0.3751 0.2915 0,0587 0.1543 =0.0101  0,0973
1 0.1265 0.0684 0.2072 =0,2457 =0.1015 =0.2120 0.2259 0.2478 0.2208 =0,0759 0.0941
0.0539  0.0137 0.1470 =0.2738 =0.1565 =0,2646 0.2755 0,2087 0.2152 =-0,0798 0.0857
0.2226 0.3024 0,1498 =-0.1324 =-0.1945 -0,1843 0.3388 0,1059 0,1805  0.1313  0,2673
2 0.1363 0.2659 0,0195 =0.2115 -0.0475 =0,1979 0.2396 0.2489 0,2872  0.0632  0.2692
0.2080 0.3226 0.1033 =-0,1791 =-0.1251 =0.20139 0,3043 0,2078 0.2653  0.0879  0,2475
0.3531 0.2091 0,448 -0,1159 -0,1288 =0.1453 0.2266 0.2325 0.2521 -0.1538 =0,2716
3 0.5657 0.3931  0,4643 =0.1049 =~0.0371 =~0,0858 0.2572 0,2874 0.2993 -0.1050 =0,1535
0.5265 0.3883 0,4701 -0.1349 -0,0644 =0.1205 0.2534 0.3216 0,3226 -0,1818 ~0.1841
0.0880 D. 0740 0,1231 —0.406; =-0.1601 —0.427; D.2661 0,3439 00,3368 -0,2622 =~0,.0247
4 0,1126 0.1029 00,0154 =-0,3591 =-0,1079 =-0,3554 0.1573 0.2493 0.,2312 -0,1184 0,0612
0.1155 0.1096 0.0749 =-0,4038 -0.0931 =0,3851 0.2247 0.3284 0,3109 =0.2258  0.0089
0.3067 0.3052 0.2975 =0,3446 =0.0453 =0,2828 0.2959 0,2851 0.3076 =0,2044 =0.1737
5 0.2830 0.2245 0,2589 =0,2773 =0.0998 =0.2564 0.1778 0,2259 0,2201 -0.0046  0.1019
0.2949 0,2606 0.2757 =0,2955 =0,1007 =-0,2603 0.2472 0,2513  0,2654 =0,0798  0,0149
~0.2559 =0.2272 =0.3750 _ =-0.2963 -0,1391 =-0.2722 0.2582 0,0310 0,1304  0.0908 =0,1779
& -0,2602 =0,2281 =0.4463 ~0,2562 -0.0653 =0,1633 0.0903 =-0,0332 0.0030  0.1171 0.0645
-0,2806 =0,2438 =0,4462 =0.2639 -0.0596 =0.1697 0.1535 0.0161 0.0663  0,1067 =0.0373
0.2282 0.4870 0.0087 ~043261 —0.1824 ~0.3719 0,4566 0.2243 0.3636 =0,1378 =0.2445'
o
7 0.1917 0.4243 0,0327 =0,3616 =0.1818 -0.3532 0.3949 0,1346 0.2799 =0.0799 -0.1577
L3
0.2051 0.4623 0,0123 =0,3452 =0.1832 =-0.3502 0.4376 0.1779 0.3259 =0,0987 =0,2242
-0.0459 -0,0656 =0,0235 =0.2777 =0.4575 ~0.5203 0.2663 -0,2610 0.0042  0.3682 =0,2822
8 -0.1273 w0,1402 =0,0562 =0,3696 =0,2963 ~0.4485 0,1909 -0,1797 0,0011  0.2853 =0.1671
-0,1248 =0.1159 =0,0509 =0,3139 =0.3602 =0.4703 0.2177 =0.2170 =~0.0055  0.,3268 =0.2211
-0.3258 =0,2799 =0,3183  0.0342 =0.2553 ~0.1949 =0.0302 =~0.1512 =0,1918  0.3209 0.0032
* W
9 -0,3230 -0,2692 -0,4168  0.1018 ~0.3929 =0.2268 =0.0805 =0,4896 =0.2711  0.4307 -0,0453
*
-0.3449 =0,2920 ~0.4192  0.1136 =0.4243 =0,2426 -0.0911 -0.4141 =0.2788  0.42456 =0.0480
0.097t  0.0700 0.0194 =-0.4536 =-0,2864 -0,4131 0.3371 -0,0984 0.0909 =0.1507 =0.4174
L 3
10 0.1782 0.1683 0.0122 -0,5289 =0.2493 =0.3942 0.2724 =0,1087 0.0484 =~0.3015 =0.4373
0.1421 0.1236 0,0117 -0.4913 -0.2804 -0.4157 0.2974 =0,1039 0,0621 =0.3085 =-0.4383
0.1059 0.0069 0,2237 —0.6260 =0.1264 =0.4563 0.3063 0.1687 0.2525 -0.63186 ~0.0864
11 0.1149 -0.0137  0,2749 -0.5385 -0.0045 -0.2819 0.2125 0.0931 0.1574 -0.6406 -0.3136
*
0.1104 =-0.0093 0,2554 =0,5838 =-0.0592 =0.3236 0.2540 0,1352 0.2029 =0.7051 -0.3949
0.2791 0.2869 0.2884 -0,6463 =0.4135 -0.5143 0.2601 0.0301 0.1887 =0.0864 =0.0729
12 0.1644 0.1716 0.1806 =0.6245 =0.3126 =0.5265 0,1319 =0.0437 0.0622  =0.0977 =0,0422
i
0.2201  0.2278 0.2333  -0.6564 ~0.5724  0,1739  0.0097 0.i173  =0.1008 ~-G.0442

~0,3572

* Significant at 5% level
** Significant at 1% level
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In the case of PTB varisties grown in the winter
season effects of climatlic factors on crop growth and yield
wera more pronounced. above average maximum humidity of the
presowing period (1:."‘?1"'"'= 0.4456, r, = Q.4162, ry = 0.4414)
showed significant positive relationship with f£inal grain
vield whereas the effects of above average maximum tempera-

o -0051453' r, = "004931) and above

2 3

average mean temperaturs ( x{ = =0.5362, r, = -0.5038,

£, = ~3.5269) of the period were significant but negative.

ture (r1 2 ~0,4510, r

Above average total rainfall in the third wesk after sowing
was found to be beneficial for crop growth and yield especially
in the case of PTB 20 and for tha aggregate data (rz = 0.5697,
X, = 0.5269). Range of daily total rainfall during the

seventh weaek after sowing showed significant positive rela~

tionship with yield (rs. = 0.4870, £, = 0.4243, r, ™ 0.4622),

2 3
Number of rainy days during the third week after sowing had

a positive and significant association with yield (r1 = 0.4499,
r, = 0.4643, r3 = 0.4701) while that during the sixth

(rl 3 =(,3759, £, ® =0.4169, ry = ~044162) and ninth wesks

2

(rl = =0.,3183, r, = =0.4168, r, = -0,4192) after sowing

2 3
exhibited negative relationship with yield. Above average

maximum temperature during the tenth (r1 = =0,4536, r, = =0.5289,

2
£y = -0,4912) eleventh (rl = =0«6269, r, = -0.5365, Ly = -0 .5828)

and twelfth veeks ( r, = -0.6463, r, = ~0.6245, 3

after sowlng was significantly and negatively related with

= -(,6564)
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grain yield. Mesan temperature above average during the
elighth (r1 = ~0.5203, r, = -0.4489, ry = ~0+4703) and. twelfth

weeks ( r, = 045143, L, = =0,5265, r, = =0.,5724) also

2 3
exhibited a significant and negative correlation with yield.

Above average maximum humidity in the seventh week seemed
to be beneficizl for the crop growth and yicld (r1 = 0,4566,

L. = D.4376). Number of hours of sunshine received in the

3

ninth week (r2 = 0.4307, Iy

tionship ‘with yleld especially for PTB 20. However the same

= (.4246) showZd positive rela-

varliable aexerted zdvsrse cffects in the eleventh week

(r1 = ~0.6316, r, = -0.6406, ry = -0.7051) after sowing of

the crop. Wind velocity in the tenth week after sowing had
negative relationship with grain yield (r, = ~0.4373,

I3

growth might adversely affect crop growth and grain produ-

= «0,4389) Cry winds during the later periods of crop

ctione

4¢3, Fortnidhtly forecasting of paddy yield

4.3.1. Linear regression of yield on weekly weather
variables of the crop growing season.

Yield prediction equations were developed in different
fortnights of qrop growth through multiple linear regression
analysis fiaing weekly weather factors as explanatory variables

and thelr xelative efficiencies compared.

As the present study was based on a series not

sufficiently long enough to include as many terms as there
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ware independsnt variables it was felt necessary to have a
preliminary selection of important variables and this was
done with reference to the relative magnitudes of the
simple correlatioﬁ”ég;§ficiéﬁts of the independent variables
with crop yield. The cfitical value of the correlation
coefficient which would meske a varishle competent for
inclusion in the linear model was f£ixed as the tabulated
entry for the statistical significance ( at p = 0.2) of

the sample correlation coafficlient. The confidence co=
afficicnt gould not ba snhanced from this value any further
because such é procedura would adversely affect the pradic-
tability-of the resulting regressicn equations. All the
variables in the first fortnlght which exertsd significant
influences on-grain yield were first sslected to build up
Ehe predigtion model for that fortnight. After that the major
contributors and the resulting simpler forecasting modsels
were identified through backward elimination process
discussed in the earlier chapters. The significant varisbles
of the second £crtnight were also incorporated along with
the selected important variables of the first fortnight for
making prediction equations of the second fortnight. The
process was continued till the end of the sixth fortnight.
Those varlables which showed significant partial regression
coefficliaents with yield during a forﬁnight alone vere .

considered as 'important® and retained in the subsequent
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models. The following are the important weather variables
used in general in the various fortnightly prediction
equations of the investigation for the PTB varisties grown

in the two seasons

Table 3., List of weather factors involved in the various
fortnightly prediction eguations.

Symbol Name of the variable ﬁg;kgf
after
sowing

xl Viaximum temperature -1l®
xz Minimum temperature -1
Ka iﬁo'tal rainfall 1
}'C.4 Maximum temperature 1
Xg Yiumber of hours of sunshine 1
Xs Maximum humidity 2
X fotal rainfall 3
XB rainfall range 3
xg number of rainy days 3
Xlé rainfall range 4
xll maximum temperature 4
%42 total rainfall 5
x13 number of rainy days 5
x14 number of rainy days 6
x15 number of rainy days 7

(contd.. )
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Table 3 ( contds)

Symbol Name of the variable No. of weeks
after sowing

X6 maximum humidity 7
x17 total rainfall 8
xlB rainfall range 8
x19 minimum temperature 8
X20 minimum temparature 9
le number of hours of sunshine 9
X9 minimim hanldity 9
323 maximum bumidity 10
-x24 total rainfall 11
x25 nﬁmber of rainy days 11
x25 nunber of hours of sunshine 11
x27 maximum temperature 12
x28 minimam humidity 12

* The wesk number (-1) denotes one week prior to sowing.

Both variety based ( specific) eguations and a general
equation on the basis of the aggregate yield data have been
developed for predicting the yleld of the crop in the parti-
culer season. The specific and general prediction equations,
the standard errors of the partial regression coefficients
and adjusted coefficients of determination of the different

equations have been presented in Tablesd (a) to 4 (£) for the
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Table 4 (a) Specific and general yield prediction equations
for PTB varieties in autumn season ln ths first
fortnight after sowing

g;' Regression eguations Adjuated
RZ
1 ¥, = 2386.52 - 122,60 is 04225
(52,19)
2 Y, = 2142.96 - 120439 is 0.229
. (50.65)
3 ¥, = 2239.61 - 123.52 Es 0.234
(51414)

Table 4 (b) Specific and the general yleld prediction eguations
for the PTB varieties in the autumn season 1ln the
second fortnight after sawling -

31‘ Regraession equations adjusted

Oe Rz

1 Y, = =3299.35 + 1.49 X, + 141,07 ig -

(1.01)* (55059) 0'422
5.57 X .+ 158.09 X
(2.14) 10 (85,.61) 11

®

2 Y = «3204.13 4 1.66 4+ 118.44 -

2 (0.93)fi (s1.34)f9 0.472
5.83 X * 184.88 X, ,
(1.98) (79.06) ,

3 Yé = =3751.89 4+ 1,58 Xa + 130.,16 Xg -

(8] .94) (51.96) 0.466
W o d

5.69 Klo+ 171.49 xll

(2.00) (80.01)

Figures in brackets indicate the standard error of partial
regression coefficients.

w Significant at 5% level
** Significant at 1% level



Table 4 (c) Specific and the general yield prediction eguatlons
for PTB varieties in the autunn season in the third
fortnight atter sowing

Sl

adjusted
NOe 2

Regression équations R

. : ol vk B
1 Y, = «=114.73 + 151.94 Xy ~5e24 X10 = 1.59 X12

1 (35.73) ° (1.46) (0+57)
= . 0756
312,07 §13
(54.86) e N
2 ¥, = 186.51 = 71.85 X5 + 188402 Xj = 3.67 X -
(27.78)* (30.72) * (1 039) 0.820
1.59%7. + 301.67 &

©.29) %%  (a7.29) 13
¥

Wk u -
3 Y. = 108,92 4+ 119.60 - 5469 X. .- 1e48 X .+
2 (43.23)ff (1.77) 10 (0.69) 12 0622
261.93 X,
' (66.37) * *
4. ¥, ® 380476 = 64.84 X + 116.07 X5 ~4.26 X3

*

% *
149 x12 + 25255 x13

(0+65) (62.62)
ok k&

®
5 Y. B8 «2¢87 + 135¢77 X, = 546 X, .. = 153 *
3 9 10 X2
(37.77) - (1.55)"°  (0.60) 0.711
286499 X,
(57.99)
W _ ® i %l
6 ¥, = 283.64 - 68435 + 132405 Xy = 3496 X,
: (30.59) (33.83) (1.54) 0.769

- 1.54 ilz + 277011 ﬁ:B
(D«54) {(52.07)

Figures in brackets indicate the standard error of partial
regression coefficients.

% Significant at 5% level
#* Significant at 1% level
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Table 4(d) Specific and the general yield prediction equations
for PTB varieties in the autumn season in the fourth
fortnlght after sowing

Adjusted

Sl. Regression eguations 2
No. . _ R
1 ¥, = 204,86 + 165400 xg ~ 3.65 x1o + 245.48 %;3 -
(3C, 22) (1.44) (41.39) 0.811
2,72 X,
(0.71) 17
i
2 Y., =@ 999,419 = 67.21 4 136'68 - 352 X
1 (24, 65)}{5 (22.14)39 (1.06) 10 0.209
ek
+ 238,27 X = 76e22 X. . = 3.08 +
(0.44)§13 (37.36) 13 (24.86) %15 (o.ee)xl?
10443 X, o
(3456) _ e
3 Y, = 391463 4 133.01 &g - 4.41 X, + 199.11 X
*
2,35 X
(0 9&) 17 # 3
4 !é = 1515.09 = 78.96 Xs + 101.00 Xg 4.20 x10 0.754
. (37.68) (33, 85) (1.62)
1.55 X_+ 173,50 X = 109.61 X = 269 X 1109
0.68)% (57.13) (38902) 15(1.35) I'7(5.4-@)18
. W Wk 75‘
5 ¥, = 298.24 + 149,00 X = 4403 X \g 222429 x - 2.54X _ O
(33.51) ° 1.60) 45.89)13 (0,79)17
6 Y, =1257.16 ~ 73.08 x + 118:84 X. = 3486 X
3 b (28624) 3 7 (25.37) 9 (1.21)*
1,55 X, .+ 205,88 X 4= 92.92. % 5= 2088 X .+ 0.873
(0.51)1 (42.81) 13 (38.,49) 15 (3.01) 1
13'73) 18

Figures in brackets indicate the standard exror of partial
regression cosfficients,.

* Significadt at 5% level
*% Significant at 1% level
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Table 4 (g) Specific and general yleld prediction equations
for PTB varieties in the autumn season in the
£ifth fortnight after sowing

Sl Regression ecuations Adjustad
-NO Rz

Nk
1 Y, = 1255.50 = 76458%: + 131.oox - 34145 w 1.56X°. +
1 (20.83)5 (18.54)° (0 89x1° ©. 37?12

219, asx 3 70.42x 3.20%" 1% 10, agx 5 39 53% 0937
(31.91)13 (20.83 5(0 74) (2.97) 8 (1547)21

2 Y, = 173299 = 87.011( + 96.13}{ - 3, 87X - 1456 o4
2 (37.62) J (1.61)10 (0 57?12

, (33.50) 0.783
157 069K, = 108463X, n= 279X 4 1149X, .~ 33.92X
(57. 66?13 (37.58) 0 (1. 33)”L-(5 36) 18 (2a.32) 2!

b3
3 Y, = 1254.76 - 81. 79x + 113.57x - 3.51x 0" le 56K +
(26412)> (23.26) 2 (1.12)10- (p.46)12

188.7s§13- a7;53xi5- 2.99§f7+ 11.19x18- 36.72,, 04895
(40.02) (26.08)  (0.92)° (3.72) = (19.66)

Figures in brackets indicate the standaxrd error of partial
regraession coefficients

* Significant at 5% leval
*% Significant at 1% level
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Table 4%£) Specific and the general yleld prediction eguations
for PTB varieties in the autumn season in the sixth
fortnight after sowing

Sle Regression equations Adjusted
Noa R?.
1 Y, © 4249.22 + 91.e4§9 ~ 3.36%,  + 183.,09%. ., =
1 Sovi0 13
an (32,0700, (1.22)°7, . (41.03)
103.09X, . = 5.82%; + 17.43%18 - 3.53%,, = 0.888
(30.22) (1-19) (5.58) (1L.62) .

i 3 4 %
120.67% - 30.02%
(38.64?26 (10.3598

2 Y. & 6218.79 - 2.62X.. + 95.89?13 -.153.e4$;5 -

2 (1.47)30  @7.19 (34.88
To19% - + 27.26% . = 7.79%. . + 69 54X,
. ’ - s . - 0.+820
(1.31)%7 g5.9e)x18 (2.52) 2% (38.44)2°
® w
155.60%.. . — 44.05X. -
(45.20?26 (10.08) 22

3 ¥, = 4667.58 + 60490X, ~ 2.91%19 + 148.94§:3- -
(30.14) (1.19) (33.57)

L. X 4 L %3 L A3 i
125,175 = 6.29%°. & 21.58%°_ - 6.52%°, +
(28.48)1% (1.13)17  (5.29)1% (2.06)%

F &4 1 '3
60+49X. . = 133.82X. . = 32.36X
(29.34?25 (36.74?26 (9.83)28

0895

Figures in brackets indicate the standard error of partial
regression coefficients.

* Significant at 5% levsl
¥ Slgnlficant at 1% lovol
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Table 5(a) Specific and the general yield prediction eguations
for PTB varieties in the winter season in the first
fortnlght after sowing

Sl. Regression eguations adjusted
No. R2
1 ¥, = 858.70 - 196.03%, + 73.735’26 00238
(75,592) (34.01) .
e
2 Y., = «3060e25 =,409,33X 232.55X 108419X 0308
2 = =3060. (122,597 +(162.ZO)4 *@7.0337%

o 3
3 Y, = 1981,.85 = 250.,31X., + 78.88 0297

». 4
3 (80.27)1 (36421)°

Table 5(b) Specific and the general yi=ld predigtion equations for
PTB varietles in the winter segson iun the Second fortnight
after sowing

1 ¥, = 4991.37 - 149.76X, - 177.41%2 + 5682, +

i (74 .38) (82,93 (32¢19) 00407
10.53 - 13038}(8
4.27) (7.21)
g W - *i
2 Y, = 8204496 - 239.63K, ~ 182.%, + 52.10K, + 19.43% =
- (74.42) (82.97) (32.21) (4427) 0+632
25.97&8
(7.12)
3 Y, = 6226.62 - zo¢.91§1 < 175.01%, + 60.23%, +
., (71.63) (79.86)% (31.01) 04555
14.47X, - 19.24X,

Figures in brackets indicate the standard error of partial
regresslion coefficients

®* Significant at 5% level
w¥ Signlficant at 1% level
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Table 5(c) Specific and the general yield prediction equations for
PTB varieties in the winter season in the third fortnight
after sowlng

Bl Regression oguations AdjESted
NOe R
1 Yi = 427772 -~ 144-0331 - 148;62X2 + 56.31X6 + 9470 -

12.69X, ~ 48.49K, ,
(7.08) (42.62)% .
2 Y, = 7393.58 - 233.11x§*—149.59x2 + 51498K, + 18.49ﬁ7 - 64
., (73.08)% (85.04)°  (31.57) (4,25) 0.647
25.08%; = 55015
{6.499) (42414)

3 ¥, = 5516432 - 119.18%

4

b 1
1 - 148-15}(2 + 60012}:6 . 13.543{7 -

(70,99) (82.62) (30.66) (4.13 0.565
* *
18,54X, = 4B.26
(6.79)38' (40.93¥i4

Table 5{d) Specific and the general yield prediction equations for
PTB varleties in the winter season in the fourth fortnight
after sowing

Sle

Yo Regression eguations Adjugted

R

T Wk
1 Yi = 5589429 -~ 114.42 + 7.52?7 - 9.67%, = 100-65X14 +

(57,65) . (3.38 (5.97) (34.19)

23.03%] - 101.05% 0.632
(7.37) (4162} *ve ek W
2 Y. & 7371.84 = 197.54X -+ 15.73X, = 20.73X. ~ 113.63X. ,+
2 (52.01}3{1 (3.05)x7 (5.38) © (30.85) ¢ 0.814
26.92%, 'z 83.29% g
(6.65) 1°(37.61)
3 ¥, = 6233475 - 159,04%) + 10.99%] - 14.19% ~ 106.85K] +
(50.64) 1 (2.97) (5.2¢) © (30.03) 04770
27.04%" - 87.ssx£9
(6047) (36052)

Figures in brackets lndicate the standard srroxr of partial
rogresslon coefficients.,

* Significant at 5% leveal
** Significant at i% level
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Pable 5(e) Specific and the general yield prediction equations
for PTB varlieties in the winter season in the £ifth

fortnlight after sowing

Adjusted

Sl.
NG . Regression equations Rz
1 Y, ©1117¢24 = 107439X 36093%. . = 27¢31%
= L - . + ] - A7 o+
1 (30.59)14 (6.41)x16 (6.06)x22 0.719
o ) ™
27.84
(Fo67) 23 ,
: LR * i
2 X, = 1200460 - 76456X, - 102.18X , + 25.27X,, -
{47.91 (29,53) (6.24)
. 0.742
24,485, + 27.79K
{6.,08) (7.36)
- X ] K g
3 Y, = 3959.48 - 167.39ﬁ;+ 10.71X = 14.68X5~ 113.19K, , +
(50.32) (3.22)7 (4.83) ° (29.79) 0.840
28.82%%- 19.94%25 20.4§&23 *
(6436) (7.23) (9.62)
4 Y, = 5515.81 - 163.282;+ 12.34&%— 18.11%% —1oaﬁ12§§4+
(49.15) (3.37) (5.37) (29429)
_ 0.848
25.,04%" -68.9ax20-16.7d&22+ 20.31&23
(6.82) (51.60) ~ (7,36) (3.37)
5 ¥, = 202852 - 125.23%, - 113.0%%, ,+ 29.08K] - 24.96% *
wr  (43.98) (27.11) (5.73) (5.58) 0.824
31.71X,, .
(6.75)
6 Y, = 7494.88 - 96.09%1 + 7.3 -10.35&8 - 95.322;4 %
(41.17) (2.71) " (4.24) {23,42) 0.876
34.05% 72416X,,~ 109 64%. . - 39.18% _ & |
L] Ll . o Y - 2
(6049)1°  (41.89)%0 ‘(46.96)*! (10,0152
2248
(7+51) 3

Figures in brackets denote the standard error of partial

ragression coefficients

®* Significant at 5% level
wk  Sigadlflcant at 1% level
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Table 5(£) Bpecific and the general yield prediction eguations
for PTB varieties in the winter season in the sixth
fortnight after sowing

sl.. ' ted
No: Regreasion eguations Adjgg ©
1Y 3278.70 « 91.31 S5.19%. . + 21+14%.
= . - 1. F, - «13X + . >4 -
1 (43.43;‘1 (26.69)2%  (5.89)%° 0.792
133 ® *
'18466X,. + 16434X, . = 75.57X
(6.03) 22 (8.32)X23 (33,44)2°
2 Y, = 9456,64 - 145,73K, + 13.49X, - 18,99X, -
(50 ,33) (2.86) {(4.89) 0.838
’ we w ®
89.57%,, + 23.82X, . = 13.13X,, ~ 137.01
(31.49)1%  (7.32)%6 js.sa?az (850 71) 27
BE t k% T
3 ¥, = 3629,93 - 136.59K, - 107.58X,, + 25.91X, ~
(41.76) * ~ (25.62) (5.66)*° o ouc

X -3
20.48%" + 22.80X, . ~ 58,233
09922 * 5199)23 " 35 a1y26

Figures in brackets denote the standard error of partial
regresslon coefficients

* Significant at 5% level
®*% Significant at 1% level
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autunn season and those for the winter season in Tables 5(a)
to 5(£). In the case of tables related to autumn season
the symbols Y,, ¥, and ¥, respectively denote the expected
yields of PTB 1, PTB 5 and their general mean yield. Yl' Ya
and Y5 in the other teason represent the expected yields of
PTB 12, PTB 20 and thelr general mean yleld.

It could be seen that the valuas of the adjusted
coefflicient of determination (ﬁz) of the fitted models 1in
both the seasons were rather low in the earlier periods of
crop growth but found rapid progress in the subsequent
£ortnights and attained thelr maximum value towards the
£ifth fortnight. The added preéiaion for the later forecasts
than that at the f£ifth fortnight was not substantial.

2 of the

in the autumn season the maximum values of R
£fitted models in the first and £ifth fortmights ranged from
23% to 94%. The maximum value of K> of the fitted models in
the second fortnight came to be 48% but it was increased to
B82% in the third fortnight and the corresponding forecpsting

equation for PTB 1 is glven by

i b " %
Y = 186451 - 71.85x5 + 148.02x9- 3.67x10- 1.59x12 +
301.67X; - (.1)
Where XS = nunber of hours of sunshine during the first week

after sowlng



X, = Tiumber of rainy days during the third week after sowing

9

xlo = rainfall range during the fourth week after sowing

X,, = total rainfall during the £ifth week after sowing

x13 = pumber o0f ralny days during the £ifth week after sowing

The same f£ive varlables explained as much as 67% of the
variation in the yield of PTB 5 and 77% of the variation in
the aggregate yileld data: among the variables Xg and x13
exerted beneficlal effects on crop yield where as the effects
of the other wvariables ware unfavoursble. It was also found
that the effect of Xy on yield was relatively small when
compared to that of the other variables and the prediction
equation involving these four variables could ‘explain as
much ags 76% variation in crop yield. In the fourth fort-

2 of the fitted models came to

night the maximum value of R
be 91% and that in the fifth fortnight rose to 94%. The
additional important variables included to the modal during
the fourth fortnight were number of rainy days during the
sevanth weak after sowing (xls), total rainfall during the
eighth week after sowing (Kl7) and rainfiall range during the
eighth wesk after sowing (Xls)- Among these three variables
x18 alone had shown beneficial effects on crop growth and
vield. An important variasble selected from the £ifth fortnight

was numbar of hours of sunshine during the ninth week after

sowing(XQl) which had negative relationship with yisld.



The predictiocn equation for PTB 1 in the f£ifth fortnight

with an accuracy of 94% is given by

_ _ k% ® W & 56**
¥ = 1255.50 -76.a§§sﬂiH131.0qxg - 3.14X10- 1l. X12 +
e ® X *k "o
219.85X13»70242X15 - 3.20X17 + 10.892{1B -

39.533221 - (4e2)

Using the same independent variables of (4.2), the predi-
ction equation for PTB 5 could explain about 78% of the

variation in yield and is given by,

* * o w
¥ = 1732499 ~ 87.01X5 + 96413Xg =~ 387X, 5 = 1+36X, 4 +

157.69?113 -104.635’?.1

33492%,4 - (4.3)

5 ~ 2.79X17 + 11.49x18 -

In the case 0f aggregete yleld data also the maximum
precision For the prediction equation (ﬁz = 90%) was achieved
in the f£ifth fortnlght after sowing as in the case of PIB 1.

* The relevant eqguation is givan by
Y = 1254,76 - 81.79%; + 113.57%5 - 3.51%], - 1.56K), +
188.78%,5 = 87.53K]; ~ 299K, + 11.19K, 4 ~
36-72X21 , - (4.,4)
The wvalues of §2 of the fitted models in the sixth fortnight
had shown no substantial improvement from that in the previous

-fortnight in the case of PIB 1 and for the aggregate data.

Prediction eguation; for tha other variety in the sixth fort-
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night had shown slight increment in goodness of £it(about
4%) when compared to that of the previous fortnight.

The results of analysis indicated that preharvast‘
forecasting of yleld of paddy in the autumn season could
be dene as early as in the third fortnight after sowlng of
the crop in general proyiding with sufficiently high degree
of precision for the estimates. Thz: accuracy of the predi-
ction equations could be substantially improved by incorpora-
ting more climatological varigbles in the subseguent fort-
nights. Further among the different climatological variables,
number of rainy days during the third week after sowing (xg)'
range of rainfall during the fourth week after sowing (x10),
number of rainy days during the fifth week after sowing (x13)'
total rainfall during the eighth week after sowing (x17)
were found to bs decisive in making yleld forecast of the
crop in the autumn season. The forecasting equation using
these four variables explalned about 81% of the total varia-
tion in yield of PTB 1. Tﬁe‘rQIEVant equation is given by

Y = 204.86 + 165.00)’{; - 3.65;:10 + 245.493!;3 - 2.72?:;7 ={445)

Further, in the case of PIB 5 a regression equation with
these four independent variables explained agbout 65% of the
total variation in yield. The equation is given by

*

Y = 391.63 - 133.01%; - 4.415"{10 + 199.11:‘213

- 2.35§E17 -4,
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It wes also evident f£rom the results that the prediction of

PTB 1 was less risky and expected to bs more peliable than
that of PTB S,

In the case Of winter crops, prediction equations
with sufficient degree of precision could bo atbempted only
after the fourth fortnight because all of the esrlier fore-
asts had resultsd in relatively low predictability (R° being
less than 65%). The maximum valus of B° of the different
£qmca;sung equations in various fortuights varied froms 31%
mtuéautmmbmmmmehfomw.mmm
value of R for the yield prediction eguations of PTB 12 in.
the £irst six fqi'tniglits after sowing were respedtively 24X,
81%, 42%, 63%, 74% end 79%. In.the case of PTB 20 these
values were 31%, 63%, 63%, Bi%.. 85% axd 84% respectivelys
For the variety PTB 20 and also for tls general prediction
equation the forecésting équatidns of \he fourth fortnight
resulted in sufficiently high daegrese °.fmcia.ton. The
relevant equation for PTB 20 with 01X Pfygeo, . given by

¥ = 7371.84 - 197.54K + 15.73%] - 2°“732;\113-631; +*
.

ze.szﬁ;'s - 83.~39ﬁ19

Where X, = maximum tempersture during one ““k“\om
sowing
X, = total rainfall during the third week
sowing
Xo = rainfall :mgeaunngehemrdmafa
sowing

f‘“a” :
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It was also evident from the results that the prediction of

PTB 1 was less risky and expected to be more reliable than

that of PTB 5.

In the case of winter crops, pradiction equations
with sufficient degree of precision could be attempted only
after the fourth forinight baecause all of the earlier fore-
casts had resulted in relatively low predictability (R® being
less than 65%). The maximum value of RZ of the different
forecasting equations in various fortnights varied from 31%
in the f£irst fortnight to 88% in the fifth fortnight, Maximum
value of ﬁz for the yield prediction equations of PTB 12 in
the first six fortnights after sowing were respectively 243%,
41%, 42%, 65%. 74% ang fg%. In. the case of PTB 20 these
values were 31%, 63%, 65%, B81%, 85% and 84% respectivaly.
For the variety PTB 20 and also for the general prediction
equation the forecasting equations of the fourth fertnight
resulted in sufficlently high degree of precision. The
relevant equation for PTB 20 with 81X precision is given by

Y = 7371.84 = 197.54%3 + 15r73§; - 20.73&5 - 113.63§;4 +

zs.sai{s - 83.29% “(4.7)

19
Where xl = maximum temperature during one week befora
sowing

x7 = total rainfall during the third week after
sowing

X, = rainfall range during the third week after
sowing
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X., = number of rainy days during the sixth

wegk after sowlng

14

x16 e maxihum humidity during the seventh week
after sowing

x19 = minimum temperature during the eighth week
after sowing
The same independent variables of the prediction equation
(4.7) explalned about 63% of the variation in the yield of
PTB 12 and 77% variation in the aggregate yield data. Among
the variables X

14
on crop yield in general, x16 had beneficial effects on yleld

and x16 appeared to have greater influence

where as x14 adversely affected the crop yleld. The five

declsive variables explalning about 77% of variation in

the yield of PTB 20 in the winter season formad a prediction

equation.

. =0 * W B hon

Y = 4591.35 =~ 176.09x1 + 14.28x7 - 16923x8 -122.36:(14 +
g

The same five independent variables f{4.8) could explain only
53% and 71% of the variation in the yield 0of PIB 12 and
aggregate data respectlvely. among the different variablen
X14 and x16 alone were found to produce significant influence
on ylield of PTB 12. However the rellability of the forecasts
of PTB 12 was found to increase drastically with an increase

in the age of the crop but realised gain in precision was
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relatively small in the later forecasts than that at the
fifth fortnight. By identifying the important variables for
PTB 12 the prediction equation with maximum precision

(ﬁ? a 79%) was achlieved in the sixth fortnighé and is gliven by

- 95.13%", + 21.14%"

18.56%53 + 16434X,, - 75.57x§6 - (4.9)

Where Xéz = minimum humidity during ninth week after sowing

X,3 * maximum humidity during the tenth week after

sowing
'326 a pnumber of hours of sunzhine during -the eleventh
week after sowing '

An efficient forecasting equationfor PTB 12 (R = 72%) «

with less number of independent wvariables is given by

- x * Rk *
Y ®1117.2¢ - 107,39k, + 26.93%] - 27.31%,+ 27,88, _ (. .0

among the forecasting equations for aggregate data, the
one with maximum precision (ﬁz =288%) was obtained in the

£ifth fortnight after sowling and is gifen by

* " ® *k
Y= 7494.88 ~96.09X1 + 7.38X7 - 10.35){B - 95.32X14 +

34 53* 7 6 X 9.6 X

22.89§;3 ' -(4.11)

Where x20 = minimum temperature during the ninth week
after sowing
X,4 = number of hours of sunshine during the ninth
wesk after sowinge.
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A comparison of the regression eqguations for the two
varieties in the winter season elucidates that the yield
prediction equations developed for PTB 20 are more efficient
than thoss for PTB.12.and are expected to produce estimates of

greater consistencye

4.3.2. Composlite regressicn models to forecast paddy yield
in different fortnights of crop growth.

Multiple linear regression analysis on the basis of
the generated variables was also attempted and prediction
squations devoloped in each fortnight through the stepwise
procedurs discussed in the previous chapterX. As mentioned in
section 3.2.,3. two composite regression models based on
welghted weather indices werec used for the purpose. In model 1
the weights counstituted different powars of week identifi-
cation number and in model 2 appropriate powers of the
correlation coefficients of the relevant variables with crop
yield served as weights. The generated'Variables (weighted
weather indices ) zijk'é aﬂ?’gﬁbksg £or model 1-and z'ijk's
and Q'fﬁk's for model 2 constitucted the predictor variables
of the regression equations for the two varieties in each of
the two secasons. The general prediction equation was not
attempted as it has already been cbtained with sufficisnt
degree of precision using original weather variables. Complete

data of crop and weather for. twenty one years were available
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for PTB varieties in the autumn season while twenty four
years data and twenty three years data wera available for

the same purposs in the case of PTB 12 and PTB 20 respectively
in the winter season. In model 1 the weather index 24 4k
represents the cumulative effect of thg jth component Of

the ith weather variable xi starting from the week bsfore

sowing of the c¢rop upto the kth fortnight after sowinge.

Qiixﬁk refers to the cumulative effact of the interaction of

the varisbles X; and X' .. ~iine from one week before

sowlng upto the kth fortnight after sowing. A variable with
subscript J = 0,1,2 indicates the componen£ of the effect
whare tie exponént of tlhie veighting coefficient is *j'. as
*j! assumes the value zero the ordinary -unweighted index
is obtalned.

The mateorological variables which were utilised for
the construction of weather indices for the study constltuted
total rainfall, number of realny days, maximum temperature,
number of hours of gsunshine, minimum humldlity and maximam
humidity. Among them the first five alone wers used for the
evolution of ganerated variesbles for the varieties in the
autulan season and the Lirst four and the sixth were used for
the same purpcsa in the case 0L the varieties in the winter
seagsone. The value; 0f the generated varlables ware determined
for the different fortnights starting from the first fortnight
after sowing to tlis sixth foritnight afier sowing in both the

segsonsg and were furtiher used for the correlation studies.



Table 6 (a) Zeroc order correlation coeZZicients of the generated variables zijk'

with yield of PTB 1 in the zutumn season

S

and 4

iﬁk's under model 1

No. of

NOo. Of

Maxi-

No.of

, Zortnights ﬁozai ralny mum hours of Minimum
after fal? days temper-  sun- humidity  RD RT RS RH, DT DS DH, TS TH, SH,
sowing ?R} (o) ature shine )
: (T) (s} 1
. w *w "
0.1286 -0.0923 -0.0805 -0.3811 -0.0129 0.1947 0.1119 -0.4537 0.1483 -0.1488 -0.5658 -0.0403 -0.3484 -0.0956 ~0.4737
1 ‘ 0.1549% ~0.1913 =0.1022 -0.3493 =0.0219 0.1964 0.1449 -0.4227 0.1609 -0.0522 =-0.4632 =0.0093 -0.3263 =-0.1104 -0.4215
0.1449 0.0094 -0.0952 -0.2975 -0.0415 0.1728 0.1388 -0.3949 0.1423 =0.0072 -0.3781 ~-D.0069 -0.2784 -0.1317 -0.3599
*
0.0291 0.1122 ~0.0673 =0.3667 ~0.0002 0.1153 0.0218 -0.4193 0.0338 0.0898 =-0.4355 0.1137 =0.3349 -0.0624 -0.4461
2 -0.0258 0.2302 -0.0376 -0.2492 =-0.0107 0.0463 -0.,0238 =0.3316 -0.0283 0.2484 -0.2198 0.1815 =0.2316 -0.3859 -0.2974
-0.0798 0.2441 0.0029 -0.1374 -0.0297 -0.0179 -0.0739 =-0.2622 -D.0854 0.2769 -0.0602 0.0224 =0.1255 =0.0402 -0.1543
~0.1401 0.3341 -0:0331 -0.2799 =-D.0945 -0.0399 =-0,1466 —0.4163 -~0.1398 0.3592 ~0.2667 0.2396 -0.2614 -D.213% -0.3595
* *
3 «0.2663 0.4379 0©0.0253 ~0.0679 -0.1836 0.D564 -0.268% -0.3029 -0.2776 0.4842 0.0717 0.3043 -0.0657 -0.2299 -0,1117
; -0.3159 0.3598 0.0718 -~0.3498 -0.2365 -0.2519 ~0.3163 -0.1761 ~0.3307 ©.4007 0.2457 0.1796 0.0679 -0.2718 0.0519
—0-290§ 0.0602 0.0444 =-0.1296 -0.1589 =-0.2297 -0.2959 -0.4347 -0.2841 0.08i2 ~-0.1962 -0.0072 -0.1206 0.3393 -0.1802
4 -0-4413 ~0.0085 0.1464 0.1254 ~0.2651 0.0276 -0.4466 -0.3530 ~0.4388 0.0362 0.132¢ ~0.1002 0.1227 =-0.2794 0.1103
-0.5060 -0.1060 ©.1879 0.2382 -0.3179 -0.4823 -0.5127 -0.2834 -0.5025 -0.0662 0.2458 -0.0294 0.2340 -0.4179 0.2373
.
-0.2393 0.1288 -0.0950 -~0,2105 -0.1039 -0.1591 -0.2508 -0.4593 -0.2363 ©€.1511 -0.2589 0.0917 -0.2031 -0.208%9 -0.2618
5 -0.3232 0.1389 -0.1652 -0.0757 -0.1336 0.0704 -0.3347 -0.3623 -0.3319 0.1288 0.0139 0.0681 -0.0819 -0.2788 -0.0895
-0.2995 0.0911 -0.2556 -0.0604 -0.1099 -0.2394 ~D.3138 =-D.2639 -0.3141 0.8791 =-0.0414 -0.0504 -0.0698 =~0.2973 -0.0631
-0.2691 0.0784 .-0.0913 -0.0886 =-0.1942 -0.1882 =0.2826 -0.4758 0.1537 0.0606 -0.1679 0.0689 -0.0884 -0.3292 =0.1179
6 -0.3573 0.0291 -0.1302 0.0717 -0.2877 0.0733 -0.3747 -0.3768 -0.3624 0,0148 0.0146 -0.0442 0.0633 -0.4625 0.0302
-0.3471 -0.0129 -0.1644 0.1088 -0.3141 -0.2855 -0.3645 —0.3645 -0D.3566 -0.,0331 0.0333 -0.,0748 0.0987 (©.2333 0.0691

* Significant at 5% level
** Sjignificant at 1% level
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Table 6 (b) Zero order correlation coefficients of the generated variables Zijk's and

Qiil‘[k's under model 1 with yield of PTB .5 in the autum Season
7 z ‘.
5. 3 § gs & 3
W oA ] ™ uy W} o] — ~t -l —
oou - o~ ~ — 6] e o] o]
S LN CRER OO TCIR LY R EE A B B B x & & 8 & B
Zum e o N 20 24D =6n EZ
0.0583 =0.1399 -0,0215 -0,2893 =-0,0936 0,1343 0.0401 -0.4332 0.0726 =0.1958 -0.5115 -0.0985 -0.2563 =0.1811 -0.?2%5
1. 0.1014 0.1275 =0.0404 =0.2545 =0,0931 0.1476 0.0923 =0.3772 0.,1003 -0,0B14 =0.3854 =0.0565 =0.2321 =0.1776 =0,3339
0.1010 ~0.0156 -0.0299 =0,1991 =-0,1044 0,1301 0,0973 =0,3264 0©0.,0908 =0.0251 -0.2829 -0,.0454 =0.1820 -0.1828 -0,2638
-0,0593 0.0126 0,0074 -0,2345 -0,0943 0.,0278 -0,0659 =0.3845 =-0,0700 =-0,0115 -0,3610 0.0096 =0,2051 =0,1536 =0.3230
2. =0.1127 0.1276 0.0455 -0,1136 =0,1033 -0.,0472 =0,1075 =0.2799 =0.1242 0.1489 =0,1215 0,0719 =0,0982 =0,1298 -0.1665
=0.1709 0.1437 0,0809 =-0,0125 =-Q,1211 -0,1178 =0,1607 =0.2109 -0,1849 0.1827 0.0455 0,0710 =-0,0024 =0,1166 =0,0512
- i
-0.1911 0,2580 0.,0213 -0.1815 =0.1511 -0,0060 =0,1976 -0.3586 -0,1981 0.2805 ~0.1519 0.1598 =0.1628 -0,2556 =0,2483
3, -0.2801 0.4165 0.0549 -0.0170 -0.1939 -0.0326 -0.,2797 -0.2128 -0.2997 0.467{ 0,1499 0.2750 =0.0147 +~0,2249 =0,0514
-0,3030 0.3747 0,0759 =0,3371 =0,2099 -0,2668 -0,3010 =0.0651 =-0,3252 0.4179 0.,3086 0.2498 0,0706 =0,2311 0.0693
~0.3261 0.0950 0.0878 -~0,0365 =0,2020 -0,2710 -0,3315 =-0.3583 -0.3252 =-0,0203 -0.1208 =0.0621 ~0.0278 0.3243 =0.0903
w
4. =-0,4444 =0,0091 0.1674 0,1763 =0.2652 -0.0079 -0.4473 -0,2640 -0.446% 0.0373 0.2067 ~-0.1025 0.1730 =0.2666 0.1649
* "
~044943 -0.0804 0.1978 0,2632 =-0,2944 -0.4778 —0.4985 -0,1849 -0.4945 -0.0386 0.3080 0.1003 0.2578 =0,3892 0.2678
-0.2549 0.1396 =0,0695 =0,1598 =0.1366 =0.1809 -0,2661 =0,3939 =0.2601 0.1288 =0.1902 0.0633 =0.1522 =0.2426 =0.2149
5. =-0.2887 0.1739 =0,1836 =0,0929 -0,1210 0.0550 =-0,2981 =0.2679 -0.3066 0.1658 0.1016 0,0973 =0,1009 -0,2708 =0,1045
=0.2377 0.1579 -0.3028 -0.1166 =-0.0767 =0.1877 -0.2504 =0.1888 -0,2604 0.1381 =0.0066 0.1024 =-0.1287 =-0,2755 -0,1179
=-0,2849 0.0950 =-0,0693 =0.0274 =0,2288 =0,2099 =0.2976 =-0.4129 0.1382 0.0817 =0.0764 0,0552 =0.0281 ~0,35659 =0,0803
u
&, -0.3329 0.0940 =0.1438 0.0907 =0,2927 0.0566 -0,3476 -—0.2583 ~0.3489 0.0881 0.1084 0.0063 0.0839 =0.4739 0+0554
~0,3079 0.0705 =0.1938 0.1215 =0.3144 =-0.2517 -0.3225 =0.1871 -0.3284 0.0548  0,1252 -0.0084 0,1085  0.1510 -0.0829
* Significant at 5% level
** significant at 1% level
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Table 7(a) Zero order correlation coefficients of the generated variables Zijk!s and Q;ﬁkjs under

model 2 with yield of PTB 1 in the autumn season

ﬂ é Té il:-—i C>:1 \!I I 1 B a 1 3 'li !
£0 o . 52 ﬁE-%mﬁ q:s c-fr GE'EB'
o a o aa [« A3¢L3 gowds 435w
BB L Baw  Zokd TEOGY ZLguae TELG RD RT RS RH, DT DS DH, TS TH, SH;
SaQ .
SohE (R) () (1) (8} (H)
AT ] 1
- — N ® L] - *
0.1286 -0.0923 -0.0805 -0.3811 -0.021% 0.1947 0.1119 ~0.4537 0.i483 -0.1481 -0.5638 -0.0403 -0.348§ ~0.0956 -0.473]
1 0.3805 -0.3050 -0.2754 -0.3638 ~0.0887 0.3386 0.4466 -0.5321 0.3577 -0.3311 -0.6370 -0.2936 -0.4494 -0.2274 -0.5802
w wk - *k " * K
0.2398 -0.2130 -0.2182 -0.4829 -0.0862 0.3346 0.3522 -0.5834 -0.0969 -0.2638 -0.6684 -0.0202 -0.4730 -0.2025 ~0.5974
-
e o
\ 0.0291 0.1122 -0.0673 -0.3667 -0.0002 0.1153 0.0218 -0.4193 0.0338 0.0898 -0.4359 00,1137 -0.3349 -0.0624 -0.446)
* W " * % x e
~0.4050 0.4410 ~-0.4017 -0.4208 -0.2675 0.3312 0.4046 -0.5009 0.3933 0.4647 -0.6303 0.4978 -0.4971 -0.2146 ~0.5765
* * W ek e * ik
0.1862 0.2122 -D.1573 =~-0.5213 0.,0677 0.3037 0.1728 -0.5626 0.2867 0.1725 -0.6617 (0.4792 -0.5070 -0.1903 -0.5982
-0.1401 0.3341 -0.0331 -0.2799 -0.0945 -0.039% -0.1466 -0.4163 -~0.1358 0.3592 -0.2667 0.2396 -0.2614 -0.2129 -0.3595
* ** * & * e * ** *k " ] Yk
3 -0.4869  0.6225 -0.4034 -0.4612 -0.3241 -0.4338 -0.5327 =-0.5223 -0.5279 0.6495 -0.6969  0.5339 -0.54§§ -0.3899 -0.5998
L 4
-0.1391 0.4798 -0,1430 -0.4841 -0.1964 0.1556 -0.0642 -0.5577 -0.0033 0.5320 -0.6013 0.5076 -0.4739 -0.3851 -0.5901
-0.2905 0.0602 0.0444 -0.1296 -0.1589 =~0.2297 =-0.2959 -0.434%7 -0.2841 0.0812 -0.1962 =0.0072 -0.1206 D.3393 -0.1802
vk e o o LE * i W *l * ¥ 4.4 * * W « .34
4 -0.6536  0.7162 0.5313 -0.5376 -0.3970 -0.6401 -0.6528 -0.5334 -0.6239% ©0.7533 -0.7053 -0.6615 -0.6326 ~0.4346 -0.6559
a3 .
-0.4910 0.0939 0.0168 -0.3657 -0.2719 -0.4291 -0.4693 -0.5627 -0.4300 0.3247 -0.5%970 0.3069 -0.3438 -0.4178 -0.4967
w
~0.2393 0.1288 -0.0950 -0.2105 -0.1039 -0.1591 -0.2508 -0.4593 -0.2363 0.1511 -0.2589 0.0917 -0.2031 -0.2089 -0.2618
W %k ¥k LA 3 £ 3 * "ok *w L. * ok xh "k
5 -0.6295 0.6918 -0.5880 -0.5862 -0.4188 -0.6581 -~0.6595 -0.5616 -0.6464 0.,7229 -0.7434 0.3273 -0.6569 -0.4188 -0.6562
a * W
-0.4928  0.1267 -0.3885 -0.433%1 0.0348 ~0.4057 -0.4641 -0.5813 =0.4057 0.3315 -0.5167 0.3273 =0.3679 -0.4197 ~0.5134
]
~0.2691 0.0784 =0.0913 -0.0886 -0.1942 -0.1882 -~0.2826 -0.4758 0.1537 0.0106 -0.1679 0.0689 -0.0884 —0.3292 -0.1173
. X 5.3 *x * K W * *xw ek * R ¥ % ok o * *x W L 3.3
6 -0.6419 0.6961 -0.6229 -0.6480 -0.4754 -0.6933 -0.6677 -0.5815 -0.6561 0.7338 -0.74§Z -0.6902 -0.6666 —0.5508 -0.6659
»* .
~0.5166  0.1047 0.0145 -0.3666 -0.3846 -0.4594 -0.5070 -0.5931 -0.3613 0.3092 -0.6318 0.3319 -0.3609 -0.5444 -0.4788

* Significant
=% Significant

at 5% level
at 1% level
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Table 7(b) Zero order correlaticn coefficients of the generated variaoles zl.k’ and Ql{.! under model 2
with yield of PTB 5 in the autumn season Je s K S
E é -4 ) - L} 5 @ (TR} éw 3 1
. L - [ v o by
51 Bi1 iy 4RI doh |
°§§5£”3 erz 22848 g9ud gax:rcs RD RT RS RHl D7 Ds DHl TS THl SHl
2895 (R (o) {(ry) - (s) (Hy )~
0.0583 -0.1399 -0.,0215 —O.ZBQi -0.0936 0.1343 0.040& —0.43€% C.0726 -0.1958 —0.5113 -0.0985 -0.2563 -0.1811 —0-7235_
) . e w - *
1 0.,3397 -0.3864 -0,3103 —0.4642 -0.2636 0.3758 0.4889 —0.5515 0.3964 =0.3385 -0.6293 -0.3445 -0.4529 =0.2463 -0.5196
td drar * *
0.2793 -0.2036 -0.0389 ~0.4781 «0.1575 0.3033 0.0498 ~0.6330 0.1994 -0.3410 =0.6629 -0,1495 -0.,4666 -0.2659 ~0.5267
-0.0593 0.0126 0-007& —0.2342 —0.094& 0.0278 —0.0652 —0.3842 —0.0TOQ -0.0115 —0.3612 O-OOQE -0.2051 -0.1536 -0.3230
x w L1 w w
2 D.4135 0.4389 -0.5267 —0.496% -0.4589 0.4041 =-0.5004 =0.5116 -0.5202 0.4495 —0.651% 0.4925 =0.4879 =0.2903 =-0.5175
. .. ok 5 - a* "
0.0252 0.0276 0.1459 =-0.475%9 -0.1385 0.1123 =0.0878 -0.6134 -0.0739 -0.1881 -0.6505 0.4101 -0.4608 =0.2475 =0.5171
=0.1911 D.2580 0.0213 -0.1815 =0.1511 -0.0962 -0.1976 -0.358B6 -0.1981 0.280% 0.:1919 0.1598 -=0.1628 =0.2556 -0.2483
" L3 N * 1 3 * LW ¥* ke * Wk L5.3 g * * *
3 -0.5479 0.3395 -0.497% ~0.5190 =-0.4454 -0.4789 -0.5B39 -0.52B8 -0.6054 0.5672 -0.7130 0.5148 -~0.5086 =0.3687 =-0.5186
" * * w
-0.1481 0.3061 -0.,0181 —0.469§ -0.0134 -0.0359 =0.2451 —0.59§g ~0.2722 -0.0301 —0.5853 0.4423 -0.4569 -0.3482 -0.5184
=0.3261 0.0950 0.0878 -0.0365 =-0.2020 =-0.2710 =-0.3315 -0.3583 -0.3252 0.0203 =0.1208 =0.0627 -0.0278 0.3247 -0.0903
oW - * L3 * L3 3 " L3 o i oo e w » *
4 -0.6537 0.7202 0.6139 0.,6193 -0.4735 =0.6479 =0.6747 -=0.5333 =-0,7CB3 0.7047 =0.7140 =0.6644 0.4986 -0.3950 -0.5917
N E xw L 3.1
-0.463% -0.1094 0.0364- -0.3245 -0.0694 -0.4543 -0.5078 -0.5983 -0.5522 -0.1162 -0.5727 0.1368 -0.3097 -0.0258 —-0.4092
-0.2549 0.1396 =-0.069% -0,1598 -0.1366 -0.1802 -0.,26€61 =0.3939 ~0.2601 0.1288 =0.1902 0.0633 -0.1522 =0.2426 =-0.2149
R L 33 * % * W ok o *w * R "W L3 »w L &3
133 =0.6748 0.£8389 -0.2381 =0.6561 -0.3117 -0.6667 -0.6871 =0.5492 -0.6943 9.6846 -0.7376 0.6578 -0,6466 =0.,3850 -0.6174
* * w* b4 L3
-0.4287 -¢.0027 -0.4948 -0.4209 -0.1964 -0.4126 -0.4915 —0.60;3 -0.5442 -0.0685 —0.5951 0.1884 -0.4119 -0.3659 -0.4619
-0.2849 0.0350 -0.0693 -0,0274 =-0,2288 -0.2099 =-0.2976 ~-0.4129 0.1382 0.0817 -0.0764 0.0552 =0,0281 -0.3659 ~0.0803
*x * *x * ko ek *x " * ik xk *k pe e
8 ~0.6992 =0.5326 -0.2439 -D.6837 -~0.5469 —O.TOgg -0.6996 -=0.5585 -0.7362 0.6929 ~0.7534 =-0.6813 -0.6762 -0.5449 -0.6471
* ar w* L3 W L3
-0.,4882 -0.0279 =-0.4886 =-0.2782 =-0.4042 -0.4655 -0.5327 -0.6077 -0.6022 -0.0706 -0.5766 0.1692 -0.2904 ~0.5656 -}.3852

* SigniZficant at 5% level
** Significant at 1% level
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No.of

Table 8{a) Zerc order correlation cosfficients of the generated variables ¥, i ik's and &Hﬁk s under
model 1 with yleld of PTB 12 in the winter season.
£
o 1 w o
o H H 5 © [o = E
P%S 9a~a~ %Fao E3 BaB~ B _~
(Y- A R N ool O e O, Qe oW - N RD RT RS RH. DT Ds DH TS TH 51'!2
N6 DMM— gmO— % L v g ﬁgvr 2 2 2
HPon MM Z WU A I Qod st
T ET] %80 = 89

0.1815 0.2732 ~0.0315 -~0.0646 0.3222 0.2295 0.1807 0.2521 0.1942 0.3134 0.3543 0.2881 ~0.0676 —0.0602 -0.0273

0.1767 0.2233 -0.2932 0.0314 0.3746 0.2234 0.1871 0.3213 0.1885 0.2396 0.3992 0.2245 -0.0209 -0.0073 0.0780 °
0.1565 00,1813 -0.1785 0.0843 0.3550 0.1167 0.1929 0.3710 0.1864 0.1988 0.4066% 0.1949 0.0332 0.0269 0.1278

*
0.2902 0.4563 =0.0615 ~0.1994 0.3417 L.3313 0.2823 0.3505 0.3053 0-4745 0.4388 0.4705 -0.2459 «0.0105 -0.1579
0.3053 0.4335 -0.3904 =-0.1876 0.3046 0.3391 0.3061 0.3631 0.3291 0.4225 0.3793 0.4483 -0.2228 0.0304 =0.1511
(.2911 0.3804 -0.3724 -0.2016 0.2883 0.0579 0.2769 0.3017 0.3026 0.3639 0.2909 0.3948 -0.2288 0.0829 ~0.,1853

0.2209 0.3286 -0.1058 -p.1887 0.3358 -0.1312 0.2125 0.2351 0.2336 0.3449 0.3209 0.3455 -0.2432 0.0892 =0.1037
*

0.2323 00,1944 -0.4754 -0.1629 0,3129 0.1295 0.1375 0.1191 0.1593 0.1714 0,2158 0.2146 -0,2149 0.1345 -0.0561
*

0.0623 0.0666 -D.4756 ~0,1432 0.3004 -0.0370 0.0492 0.,0006 0.0709 0.0422 0.0012 0.0892 -0.1964 0.1345 =-0.0217

0.2549 0.2823 -0.1421 -0.1229 0.3979 0.2005 0.2465 0.2814 0.2669 0.2969 0.2550 0.3012 -0.2048 0.2232 0.0785
*

0.1754 0.1164 ~-0.5099 -0.0170 0.3875 0.0889 G.1887 0.1853 0.2123 0.1098 0.1866 0.1517 -0.1130 0.2839 0.3349

¢.1405 0.0344 —0.4975 0.0771 0.3835 -0.0522 0.1267 0.1104 0.1512 0.0208 0.0064 0.0522 -0.0227 0.,2992 0.4733

0.1911 0.1838 —0-163& -0.0649 0.3606 0.1549 0.1817 0.2185 0.1973 0.2187 0.1738 0.2075 -0.1485 0.2116 0.1420
0.,0698 -0.0188 -0.483§ 0.039G 0.3362 -0.0004 0.0679 0.0913 0.0927 -0.0349 00,0743 0.0011 ~0.0451 0.2387 0.3966
0.0219 -~0.1728 =0.4526 0.0825 0.2941 =-0.0692 =0.0278 0.0027 0.0368 -0.1424 -0.0959 -0.1176 0.0086 0.2382 0.408§

0.,2317 0.2297 -0,2337 -0.1908 0.3637 0.1764 0.2218 0.2405 0.2420 0.2569 0.2171 0.2470 =0.2873 0.1929 0.0613
'Ts

0.1132 0.0779 =0.5504 ~0.1844 0.3449 0D.0526 0.1562 0.1806 0.1849 0.0605 0.0722 0.0905 -0.2868 0.2026 0.1759
*

0.1361 0.0258 -0.6273 ~-0.2022 0.3441 -0.0583 0.1200 0.1461 0.1328 0.0109 -0.0077 0.0301 -0,3010 0.1908 0.2043

*Significant at 5% level
** Significant at 1% level
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Table 8(b) Zero order corralationm coefficients of the generated variables Zijkts-and Qxﬁk?s under

model 1 with yield of PTB 20 in the winter

season

1
S 1 & &
0 oz .
o 5 Wen 08w 4 3 YwIe oM. -
“a®  gEw  owm 5553 'g ] §E15 RT RH DT DH TS TH SH
WOL . HLw  Zuw  ZEDD 2284 ij;_ RD = 2 2 ' 2 2
s o
23%5  (w (D) (r) (s) (H,)
0.3207 0.0636 -0.0298 <0.1734 0.1940 0.2765 0.3153 0.4081 0.3255 0.3854 0.3534 -0.1724 ~0.1807 =0.1547
0.2468 0.2298 -0.3353 ~0.0785 0.2797 0.1919 0.2616 0.4033 0.2497 0.2480 0.2397 -0.1235 ~0.12290 =0.0432
0.1661 0,1351 -0.2257 -0.0032 0.2599 0.0312 0.2089 0.3882 0.1899 0.1524 0.1424 =-0.0595 =0.0931 0.0281
* * »* * x® x* 4 -
0.4806  0.4694 -0.0568 -0.2067 0.2668 0.4018 0.4774 0.5692 0.4861 0.4911 0.4747 -0.2548 -0.0981 -0.1832
0.4542 0.3675 -0.3806 -0.1339 0.2338 0.3512 0.4596 0.5269 0.4886 0.3563 0.3783 -0.1748 -0.0433 -0.1024
0.401%  0.2896 -0.3536 -0.1151 0.2163 =0.0135 0,3888 0.4216 0.1342 0.2269 0.2984 -0.1495 -0.0318 -0.1027
0.3447 0.,3169 -0.0912 -0.1260 0.2160 0.2943 0.3373 0.3697 0.3516 0.3359 0.3316 -0.1794 -0.0454 -0.0618
L
0.3090 0.1253 -0.4299 -0.0364 0.1812 0.1585 0.1905 0.1774 0.2110 0.0941 0.1415 -0.0906 =0.0037 0.0754
®
0.0815 -0.0183 =-0.4195 0.0024 0.1609 -0.0817 ©0.0313 0.0193 0.0909 -0.0473 0.0049 -0.0508 0.0031 0.0939
0.3522 0.2759 -0.1301 -0.0679 0.2845 0.2618 0.3421 0.3682 0.3601 0.2916 0.2932 -0.1496 0.0753 0.N83s
n.1821 0.0673 —0.51§§ 0.0796 0.2736 0.1099 ©0.1972 0.1806 0.2253,0.0581 0.1046 -0.0911 0.1354 0.3685
0.1140 -0.0125 -0.5137 0.1580 0.2733 -0.1027 0.0944 0.0649 0.1263 —0.0353 0.0062 0.0558 0.1559 0.4549
0.2504 0.1699 -0.1470 0.0267 0.2632 ©0.2115 0.3799 0.3436 0.3210 0.2087 0.1906 -0.0568 0.0805 0.1484
0.0950 -~0.0741 -0.5027 0.1.808 0.2463 0.0120 0.0923 0.1101 ©,1198 -0.0922 -0.0549  0.0957 0.1150 0.4762
0.0704 -0.1243 -0.4858 0.2182 0.2421 -0.1238 -0.0305 -0.0024 0.0445 -0.1993 -0.1735 0.1438 0.1228 ©0.4688
0.319% 0.2143 -0.2107 -0.0B36 0.2655 0.2296 0.3080 0.3103 0.3274 0.2449 0.2307 =-0.1829 0.0572 0.0823
Lo
0.0992 0.0209 -0.5267 -0.0391 0.2521 0.0543 0.i525 0.1667 0.1919 0.0004 0.0342 -0.1498 0.0696 0.2377
0.0935 -0.0339 -0.6223 -0.0676 0.2499 -0.1155 0.0763 0.0940 0.0982 -0.0513 -0.0282 -0.1739  0.0593  0.1968
* Significant at 5% level
** Significant at 1% level
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‘Table 9{a) Zero order correlatiun ccefficlients of the generated variaples 4;jk's and Q}}k'“ under
mogel 2 with yield of PTB 12 in the winter season. X =

T T
] — o} I g2
[V W w ot by woq E|
Q = Hedd 0 > | @ anda E
S8 8D L3y defr  HPE §ER .
we® BoHW oay HWEEX oBbud %X EHX RD RT RS RHgy DT Ds DH,, TS TH, SH,
ooy ZuWo KESP ZL80n X Bg
Saug - {r) -0y - -
299s R {D) (1) - 8}y - -{HH

2

0.1815 0.2732 -0.0315 -0.0646 0.3222 0.2295 0.1807 0.2521 0.1942 0.3134 0.3543 0.2881 ~0.0676 —-0.0662 -0.0273
x 3 W W x

0.3882 0.3594 -0.4494 -0.1304 0.4239  0.2647 0.4145 0.5703 0.391€ 0.3778 0.5282 0.3713 =-0.2362 -0.2500 0.2308
*

0.2615 0.3513 -0.4583 -0.1710 0.4401 0.2723 0.2726 0.4824 0.2819 0.3559 0.6018 0.3515 -0.2269 0.1419 -0.0805

" n* I3 .
0.2902 0.4563 -0.0615 =0.1954 0.3417 ~ 0.3313 0.2823 0.3505 0.3053 0.4743 0.4388 0.4700 -0.2459 -0.0105 -0.1579
* * £l
0.4726 0.5619 -0.5448 -0.2894 0.3879 0.4390 0.4852 0.6353 0.4825 0.5648 0.2229 0.5658 -0.3840 -0.3017 -0.3663
* F5.4 *k " »* * N 5.3 ”*. * ok * R xR
0.4057 0.5457 -0.5663 -0.3283 0.3955 0.4211 0.4075 0.5805 0.4233 0.5323 0.5877 0.5563 -0.3755 -0.0649 -0.2718

0.2209 0.3286 -0.1058 -0.1887 0.3358 -0.1312 0.2125 0.2351 0.2336 0.,3449 0.3209 0.3455 -0.2432 0.0892 =~0.1037

*x "x * & x *x *w &k ok x% * -
0.5439 0.6414 -0.5696 -0.3316 0.3519 0.5209 0.5575 0.6544 0.5477 0.6648 0.3154 0.6622 -0.4012 0.2739 -0.4260
0.3317 0.3572 —0.59&5 -0.3295 0.3718 ¢.3244 0.3258 O.GOIE 0.3545 0.3123 0.3752 0.,4035 -0.3858 0.0639 -0.1293

0.2549 0.2823 -0.1421 -0.1229 0.3973  0.2005 0.2465 0.2814 0.2669 0.2969 0.2550 0.3012 -0.2048 . 0.2232 0.0785
W FE 3 ol * " ok * % L .3 "N i * % L 23 W * -k
0.5786 0.6415 -0.5960 -0.4405 0.4275 0.5015 0.5935 0.6947 0.5754 0.6733 0.6987 0.6644 -0.4612 0.4033 0.563]
. *® * *
0,3696 0.3583 -0.6283 0.0886 0.4161 0.3239 0.3608 0.6275 0.390%2 0.3121 0.3765 0.4033 -0.1997 0.3548 0.463]1

0.1911 0.1838 -0.1634 -0.0649 0.3606 0.1549 0.1817 0.2185 0.1973 0.2187 0.1738 0.2075 -0.1485 0.2116 0.1420
* & LE * *® W " *k R *w * Wk iy 2.3 .31 Lt ) . ok
0.6075 0.6587 " -0.6056 -0.5095 0.4488 0.5318 0.62803 o0.s837 0.6085 0.6783 o0.7171 0.658%f -0.5119 0.4093  0.s303
¥* * W

0.235¢ 0.2326 -0.6234 (.1961 0.4306 0.1587 0.2366 0.5546 0,2603 0.1680 0.2759 0.2386 0.0151 0.3692 0.5351

0.2317 0.2297 =-0.2337 -¢.1908 0.3637 0.1764 0.2218 0.2405 0.2420 0.2569 0.2171 ©0.2470 -0.2873 0.1929 0.0613
ok * > kX %k * * ¥ dek E2d * 34 x x ¥ %% v
0.6262 0.6837 =-0.6397 -0.6441 0.4591 0.6265 0.6466 0.7143 0.6255 0.6920 0.7379 0.6%33 -0.€408 0.3785, 0.7187
N £ ® x ¥ *
0.2792 0.2739 -0.73;3 -0.3858 0.4061 0.1969 0.,2772 0.5822 0.2959 0.1829 0.3044 0.2727 -0.4949 0.3628 0.0467

* Significant at 5% level
*% Significant at 1% level
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Table 9(b) 2Zero order-correlation coefficients of the generated variables zle s and-ﬁ&ékls
under model 2 with yield of PTB 20 in the winter season.
HE SN PO P R 3 - . LG
o ¥ded o e ?éEEP o':’ G.E'%EEJJ
oo oW o © SU T QoW d = I~
gy BHY HHT o XESWE =Loaw =EST o RT RS RH DT DS DH TS TH SH
o5 g - 7 ! ook, . 2
284 (R ®) @) ) ()
0.3207 0.0636 -0.0298 -0.1734 0.1940 0.2765 0.3153 0.408f 0.3255 0.3854 0.4118 0.3534 -0.1724 -0.1807 -0.1547
* L3 wk
1 0.3417 0.3327 =0.4973 -0.2799 0.3456 0.2997 0.3448 0.4635 0.1960 0.2215 0.5358 0.3734 -0.0112 -0.3474 -0.3339
"k * w .
0.3257 0.1215 =-0.5231 -0.2835 0.3753 0.2991 0.4936 0.4731 0.3295 0.3713 0.4693 0.3723. -0.3079 -0.3599 =0.2707
Ed L] ® w " w 3 * *
0.4806 0.4694 ~0.0568 -0.2067 0.2668 0.4018 0.4774 0.5682 0.4861 0.2911 0.4913 0.4747 -0.2548 ~0.0981 -0.1832
* & x W .1 dol 123 o L 3.3 3.3 "%
2 0.5674 0.5968 -0.5527 -0.3183 0.3002 0.5205 0.6004 0.7116 0.2906 0.6175 0.6674 0.6145 =0.3205 -0.4675 -0.3074
i
0.5624 0.2962 -0.3935 -0.3127 0.3376 0.5438 0.6302 0.6915 o0.6253 o0.613% o0.6237 o0.6258 -0.3443 -0.2775 -0.2584
0.3447 0.3169 -0.0912 ~0.1260 0.2160 0.2943 0.3373 0.3697 0.3516 0.3359 0.1662 0.3316 -0.1794 -0.0454 -0.0618
* -k * Lk
3 0.6438 0.69%1% -o.sszé -0.3629 0.2450 0. 6042 0. 6476 0. 7240 0.6494 0.6965 0.6288 0.6937 -0.3712 -0.4877 -0.4255
"
0.5242 0.3748 -0.6028 =-0.2835 0.3117 0.5412 0.5488 0.6747 0.5684 0.3241 0.3229 0.4208 -0.2573 -0.2705 =0.2105
0.3522 0.2759 -0.1301 -0.0679 0.2845 0.2618 0.3421 0.3682 0.36Q1 D0.2916 0.2709 0.2932 -0.1496 0.0753 0.0833
L& " 0 T ww xk LE 3 o X W *R - *
4 0. 6453 0.698%  -0.6099 0.3944 0.3537 0.6024 0.7032 0.7619 0.6783 0.7028 0.7154 0.6991 -0.3935 0.5035 0.5028
LE 4 * - *
0.4889 0.3742 -0.6559 ~0.0486 0.4111 0.5109 0.5461 0.6683 0.5832 0.3258 0.3227 0.4205 -0.2576 0.1483 —0.0502
0.2904 0.1699 -0.1470 0.0267 0.2632 0.2135 0.2799 0.3436 0.3210 0.208] 0.1880 0.1906 -0.0568 0.0805 0.1484
i ik i ;3] %k * ik e Li] W xh N
5  0.6663 0.7161 ~-0.6328 0.569% 0.3900 0.6518 0.7095 O. 7554 0.6985 0.7287 0.7375 0.7189 -0.5429 0.5147 O. 5771
0.4255 0.1694 -0.665% 0.2855 0.4098 0.2461 0.4948 0.635% 0.513% 0.1381 0.2349 0.2491 0.1990 0.156% 0.4483
0.3199 0.2143 -0.2107 -0.0836 0.2655 0.2296 0.3080 0.3103 0.3274 0.2449 0.2259 0.2307 -0.1829 0.0572 0.0823
£ 3 3 ok L3 3 ** o o ®x %k W & £33 L &1 3.3
& 0.6919 0.7082 -0.7011 -0.6435 0.3670 0.6176 0.713 0.7611 0.3249 0.7485 0.7531 0.7438 -0.6257 0.5435 o0.72%8
0.4415 0.0418 -0.1532 -0.0839 0.3969 0.4093 0.5013 0.6448 0.5180 0.3929 0.2479 0.2555 =0.2275 0.1379 0.2055

* Significant at 5% level
** Significant at 1% level

.
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The simple linear correlaticon coefficlents betwaen
the generated varisbles of the various fortnlights and the
ylelds of PTB varieties in the two seasons are presented in
Taebles 6-9. In the gbove mentloned tables the three entries
in each c¢sll indicate the coﬁrelation coefiicients betwesn
yield and the relevent weather indlces with the exponent
of the weighting coefficlent 'j*® assuming values 0,1, and 2

respectlively.

From the tables it was seen that under wodel 1 only a
few indices could be ldentified a8 signd fizant at 54 level of
sign;ficance whereas in the case of midsl 2 a large number
of generated variables were noticed zs significant even at
the 1% level of significance. Thus in order to get suffi~
cient number of predictor wvarlisbles under model i to be
included in the prediction equations, all the waathexr
indices which had significant linear ralationshi? with yleld
at 10% level of signiflceance were selected. The ievel of
significance for preliminary screening was rastficted to 5%
under model 2 because the number of significant ccontributors
at 10% level was too many to be handled in a regression

‘analysise.

Fortnightly predicticn squations using the genarated
variakbles of the specific forinights were developed and
their relstive efficlienciss compaxed on the basis of the

values of ths adiusted eoefficients of determination.
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Table 10 (a) Selected yleld prediction equatlons under model 1 for
- . PTB % in the autumn seascon involving generated variables
of the particular fortnights

Time of Adjustgd
forscast R
(Mo« Of Regression eguations
fortnights
after sow=~
ing)
w - '
1 Y = 2440.61 ~ 44.49Q + 93.98Q 0,387
(16014) 2401 ~ (46,08)2411
»
| <4
3 Y = «1282.,88 + 91-890 .- 0-130
(43.33) 2313 (g,09) 1403 -
W &
264690Q,5,, = 1269.752Z,, 4 0.294
(11.09) (527.35)
) *i "R
4 ¥m m3203440 - aaditis2e *§ififaane - 0.483
04200 + 20630
10.07) 1404 " (3,46) 3024
. b4
5 ¥ = 2655.43 -(8:32?1405 0.233
6 ¥ = 8837,30 ~ 0.148 ~ 2.840 04276

©.07)1%06  (3,55)3516

Figuras in brackets denote the standard error of partial regression
coefficlents '

* Significant at 5% level
"wk Significant st 1% level
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Tabla 10 (b) Selected yield prediction equations under model i for PIB S
in the auvtumn season involving generated varisbles of the
particular fortnights

Time of forew
cast (No. of Regression equations Adngted
fortnights ' R
after sowinyg
' , I #e
1 Y = 1954415 = 61.920 + 129,130 +
(17.86)2901 " (q4.35)2432
0.427
04590 nna
(0.53) %301
2 Y = 1918,57 = 0160 0148
(009) 1402
* x
3 ¥ = «929,95 = 230,540 - 7910268, +
(157,57) 2713 (3001,6) 2°°
' 0306
279,480 + 7000+27%
(144.81) 2323 (g187.90)213
4 ¥ @ 22767445 .~ 0.870 + 0.690 +
1324 1314
(0 o4 6) (0.46) 0.235
24260, .
(2.88) 234 .
5 Y = 1920468 = 0«24{}1405 0.215
0+11)
w
6 Y = 845051 -~ 74600 - 0e100, ins +
(4.47)3338  (g,07)2406 0245
0.360
(0.33)2°06

Figures in brackets denots the standard erxrror of
partial regression coefficients

* Significant at 5% level
®* Significant at 1% level
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Table 11 (a) Selected yleld prediction eguations under model 2
for PTB T in the autumn season involving generated
variables of the particular fortnights

Time of fore~ ' |
cast (No. oOf Regression equations Adjuzted
fortnights . R
after sowing)
1 Y = 2653015 = 41427004, = 5.970%... +
(18.53)°%21  (3,26)4521 04487
5.60Q"
(3.86) 451 .
2 Y = 2139.89 ~ 33.96 + 0e180" -
.81? 2422 (o.oa? 2513 0.525
1,590 + 1.230° + 0+30Q"
(0.70) 4522 (1.06) 2312 (0.14) 2402
3 Y @ 1287.63 - 28,33Q'%,.. + 178,843
(10.43) 2413 7 (57.71) 213 = 0.626
1.06Q" + 0679
(0.82) ¥313 (o, 72) 1423
4 Y m 1726.71 + 5.430° - 0.810°
(1.22) 2314 ©0.19) 4524 -
"‘tdl - [ .
(o'gg? 1514 -(g?géfz 214 (g:8§$ 2514 ¥ 0.883
0.13@'
(0.09) 1314
5 Y @ 2939.16 =,23.07 73.48
s gl PR s
0.210°" - 7.310° + 0.,15Q° *
1315 2315 1215
(0'.05) .~ (3.88) ©.11)
5] Y = 1677439 « 2.39Q°¢ - 90.80z* oe
(5.69) 2416 (46 gg) 216
0.0020* - 0.320" + To110'*
(©.001) 2516 . (57107 1215 (2.03) 2316 0.868

1.020° + 1.010°
(0.44) 4516 (0.68) 418

Figures. in brackets denote the standard error of partial
regression coefficlents

* Significant at 5% level
wir Significant at 1% level
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Table 11(b) Selected yield prediction eguations under model 2 for
PTB 5 in the auntumn seascn involving generated variablas
of the particular fortnights

Time of fore-
cast (Noe. of
fortnights
after sowlng)

Ad justed

Rﬁgfession eguations 2
R

1 ¥ = 2317.13 + 47.46Q° + 0.012°

(38.44) (0.02)
9.86q" - 8.990" W 09272%, =
(11.19)240%  (4,40) 3421 "5 .g7) 2401

-3

81,854 4+ 1.470° - 223901 o )

(40.27)2%21 " (9,908) 3411 (1.01)4313 0.693
TR ¥ )

99,650 " - 9244532% ..~ 2374.152"

(36.07)3%11  (325.36) 42} (1100.11)

9.230°. ..

(6027)2441 L,
2 Y m 3323,95 - 32,040, .. « 22.792'%.. -
(11.18) 4412 (g,79) 512

W W i
+ 84663" + 0.040"

2421 1311 ©

411t

0587

5.520"
{2.20)

w a
2413

il

- '
0.020°%, 5,4 + 00655

(0.01)

3 Y = 1701.96 - 8.41Q°
| (3427)
2,660, .
(1.46) 2313

4 Y = 2154493 + 3.962!° . - g.020'F -
(1,78) %1% (0.01) 1°%4

2.210° ~ 042301 ‘- 0ol4Z" -
(1.21) 24314 ‘(5,13) 4514 (5 gg) 414

0.16Q"
. (0.14) 2°14 o
¥ = 1926,62 ~ 5,790 - =
: (3.75) 2415 (0,06} 2915
22:342'% - 3.1321 + 04300° e
(7.31) %15 (1,59) 115 T(9.21) 1315

&
6 ¥ = 1816,.59 ~ 3,37Q°' - 0.02Q" -
(1,39) 218 (902) 2516 01786
0.01 080

04050°
0765

Figuras in brackets denote the standard error of partial regression
coefficients

* Significant at 5i% level
wx Significant at 1% level
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Table 12(a) Selected yleld pradiction eguations under medel 1 for
PTBE 12 in the winter season invelving generated varia-
bles of the partlcular fortnlghts

Tima of fore-~
cast (No« of " adjusted
fortnights Regresalon eguations RS
after sowing)
wew
(6+73) (44 .69)
2 Y = 6247493 404690 - 1544872 .., +
(0,35)2302  (137,59)312 04175
D61
(0.73) 1442
3 Y = 1110746 ~ 292962, 0.189
‘1151%9161
. - * *
4 Y =@ 9232.93 -(298,66?314 +‘§!26?46q4 0.333
124,33 ' 052 “
w
5 Y = 10258,.40 -(igg:gg%sls ?13&3?9.625 0232
6 Y = 1573650 = 428,76%;26 0.361
(114.40)

Figures 1ln brackets dencte the standard errxor of partial
regression coeffiiclents.

% Significant at_S% level
*% Significant at 1% level
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Table 12(b) Selected yleld prediction equations under model 1 for
PTE 20 in the winter season involving generated variasbles
of the particular fortnights

Time for fora- Adjusted
<

cast (No. Of
fortnights Regression sguations R

after sowing)

*
. 69
3 Y = 1369.87 +(é368?92401. Os1

2 Y = 61761.5 4+ G899 - 4564450 +
(1.11) 19402 (gp1.44)1322

440950 3 + 30790 o4 2092Q -
(53.83)2%12 7 (3,77)2302 7 (5,77) 2612

Wk *
2604012 + 11.926Q ~ 4.020 -

1530 - 1402.847 + 0.32Q
(1.08)3312 (938,70)°12 ~(p,79)1312

734252 + 55084002 - 209.25Q
¥2612
(32.99)122 (3555.30)212 261

(149.43)
3 Y = 1090870 = 2964775

+0.18Q 0-192
(158,91) 23 1403

(0a12)

- 4
4 Y m 2132.,49 = 152.842 0-43{34624 e

(196.35) (0.09) 0.378

0.23Q = 20,822 + 6170
6
(0.19) 0% (17.92)19% " (5.g3) 4014

324 ¥

5 Y = 12827.4 = 419.32%

+ 3.980
(203.97)325

L

&«
6 ‘Y = 20134.80 = 563.342
(155.20)326 0.383

Figures in brackets denote the standard error of partial
ragression coefficlents

% Significant at 5% level
#% Significant at 1% levsl
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Table 13(a) Selected yield prediction eguations under model 2
for PTB 12 in the winter season involving generated
variables of the particular fortnights

Time of fora-
cast (No. of
fortnights
after sowing)

adjusted

Regression egquations o
R

1 Y @ ~7948.82 - 72.52Q" + 382,550 .. =
(45.98) 2411 " (640.46) 321

- '* _

(615-38) - (0.95) (953-80) 0.687

*

Y
2421 F 0+9%%,444

2637.022" + 69,67Q"
811 (1.01)

(931.30) (30.78)
2 Y =@ 8793.04 + 1.16Q%%¥% 23642907 % 0.495
(0.37)1412  (95,13)322 ‘

3 Y = 8366494 + 1.820'%, .= 955.552°
0.75)1423(630,20) 313

733-382‘
(618453) 323

L
0414

4 Y = 2308467 = 40.160°#%, .+ 0e53Q 5%, =
© (11.78) 2514 (0.17)4314

41.832" 877.612%., + 84570Q"
(126.82)31% ~(455.96) 214 " (5.04) 2614

0.692

5 Y = 8498.81 + 0.52Q° + 0a84Q° -
(0.36) 141° "(0,34) 4615

J - 8 . ] .
Gy " s (St 0
0.46Q"'
(0.34) 2615

o
o 3 H ' -

(0.28) 0655
316 ¥

B87.07Z"
. (78,83)

151.252°

(108.41) 416

Figures in brackets denote the standard error of
partial regression coefficients

* Significant at 5% level
vk Significant at 1% level
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Pable 13 (b) Selected yield prediction eguations under model 2
for PTB 20 in the winter seasson involving generated
variables of the particular foritnights.

Tima of
forecast
(NO. of
fortnights
after sow-
ing)

Regression eguations

Ajusted

Y & 6856.33 + 550.13Q%#%
(189,14 ) 241

487.72Q
(186.33)

Y = ~1368.38 - 0.91Q°
(2.78)

5.2

O

2421 ¥

14312

(5.82)

8.050'1312 + 1.68Q"%

{2.16)
289,090

(71.89) 2422

231.26Q
(81.49)

Y = 8641.51 + 1.59Q'%

[ -

(2.95)

LT

"w

24172

(0443

+ 35.92Q'

(17.38)

- 25-29Q.
{20 ¢50)

1413

(0.,63)

1.080'
(0.79)

Y = 17459.00 + 1!580'*
(0.63) 1414

516242 _
(151.16)214 ~(§:03 re1e

0e270Q"
(0.15)

1314

< 1.36Q°
(1.27)

774 ¢572°
(418.53)

+ 79.672"
(191.28)

' s 19. . + 04420 =

) 1402

1313

— 967.352"
(373.35).

122

® 4 2,85Q°
" (1.68)

2312

2322 *(

311

321"
0:544

312 ¥

(0s.13)1622

58

- 783.442"

166.68z!

1222 < .
0.778

+
.38) 112

+ 549.152' <

(438.78)323  (456.47)313

(0.24)

4+ 00280% 4449 0.603

“-4880162‘** +
(147.48)324

1424

- 11.56

(6446

)ziié'- + 0.715

(Contd..)
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Table 13 (b) Contd.

Pime of fora=

cast (No. of 2 justed
Regression eguations
fortnights R?
after sove
ing)
5 Y = 5403.81 + 1.26Q¢ + 1.49Q'% -
. 415
@e6a) T¥1°  (0.60)9615
2.16Q4 - 1}s742' + 60.392° -
(13.41)2415  (6¥09)115 (39,33) 215
0.683
7984142 + 651,192}
(554.58) 223 " (556.80) 1%
6 Y = 3556.48 + 1.32Q"%% . 170.23z'w% 4
(0.42)1416 * (38,79)216 0.830
2072 2%, + 148,922°%7 . L 5.37ax -
(0.49)4515 (42.79) 416 (311772316
14444222
(92.83)°10

Figures in brackets denote the standard error of partial
regrespion coefficiasnts

® Significant at 5% level-
*#* Significant at 1% level
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The equation which resulted in maximum amount of predicte-
bility in‘each fortnight was identified. Prediction eguations
iﬁcorporating the important weather indices of all the
previous fortnights in addition to those of the relevant
fortnight were also developed and their relative efficien=
cies evaluated on the basis of the values of adjusted co=-
efficient 0of determination. The selected regression equations
for fortnightly yield predictién Oof the PIB varieties in
each of the six fortnighﬁs on the basié of the weather
indicss of the releéevant fortnights, togetherx with standard
arzor of regroassion cocfflclents znd gGjusted ceefficient of
catermination are glven inm Tables 10-13. The selected
regregsion equations for fortnightly vield prediction of PTB
varieties in_each of the six fortnights on the basis of
weather indicas of the'specific and those of the previous
fortnicghts, together with standard errors of regression
coefficionts and adjusted cosfficients of Jdeteyiination are
presented in Tobles 14-=17. A set of prediction equations
other than thoze slready sszlected and tabulated is also

iven in Appendix. Somz of the equatlone listed in this
teble are very subtla and convenient to make reliable predi-

ctions with lessex nuambar of varlables,

The regression equations fitted under swdel 1 for
Pr3 1 ia the autwan season in each of the six fortnights

after sowing, utilising the generataed variables of the parti-



108

cular fortuight of prediction alone, showed that ths
sccuracy of prediction was comparativaly high in the
fourth fortnight after sbﬁing. The equation of the fourth
fortnight with an. accuracy. of 48% is

"
Y @ =3203.40 =~ 1.3402;24 + 1.245:314'0'2001404 +

The indices Q324 and Q1314 represent the cumulative efifect
of the interaction of total rainfall and maxXirum tempera=
ture starting from one waek before sowing upto the fourth

fortnight after sowing whersas ) rapresent the cumila-

1404
tive effect of the interactlon of total rainfell and number
of hours of sunshine end Qgc,, Teprasent tha cumalative
efiset of the iﬁtaraction cf maximum temperature and minimum
humidity. After the fourth fortmight no fmprevement in

the valva of 52 was noticed. In tha cese of PTB 5 In the
autumn season the forscasting cquaticas fitied in the f£irse
fortnight succeaded in explaining about 43% of varlation in
vield -anéd thers after the value of ﬁz was not found to
increane in any of the subsequent fortnighis. The foracasting

equatdon for PTH § ia the flrst fortnight vas obtalned as
Y = 1954.15 ~ 61,920, 20,1385 .. 59 (
v15 = 61492Q5,49 + 12913054, + 0459Q,5,,  =(4.13)

Results alsc indicated the superiority of model 2 over

model 1 in predicting the expected yields of the crop in both
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the seasons. In the case of PTB 1 the maximum precision'for
the crop forecasts in the autumn season was attained in the
fourth fortnight agfter sowing; under model 2 as it was found
under model 1. A‘régression eguation under model 2 in the
fourth fortnight could explain abont 88% of the variation
in yield. The equation is given by

Y = 172671 + 5.43Q'%%* = 0,81Q'** = 0.,06Q'* -
2314 4514 1514

. %*- - ' -

The index 05314 had beneficial effects on yield while all
other indices exerted unfavourable effects on yield. In the
third fortnight a prediction equation consisting of Q‘2413,

and Q° could explain zgbout 63% of the

] ]
%213* 94513 1423
variation in yield. The more important weather indices of

1 ]
this fortnight were 02413 and 2213.

in the second fortnight singled out five weather indices viz,,

The regression analysis

and Q' as decisive and a

[} ] ] [
QU 2a22° 2512 945220 Q2312 2402
prediction equation involving them could explain about 53%

of variation in yield.,

In the case of PTB 5 grown in the autumn season also
the best time of prediction as per model 2 was found to be
the fourth fortnight after sowing because the value of ﬁz was
not found to improve in the later forecasts than that at the

fourth. The prediction egquation with an accuracy of 78% is
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given by

¥ = 2154493 + 349628y, = 0402075y, = 202108, =

0023Q% 54y = 0.142514 = 0e16Q554, ~(4.15)

For the same variaty esbout 69% of the variation in ylelad
could be explained by the weatherJindiﬁes of the first
foritnight itsclf aventhough the number of indices included
in the prediction equation was considerably large. Twelve
weather indlces were used in this context and among them
the three statistically signlficant indlces wére 955110
Q'341q 304 245, » The best prediction equation (4.13)
under model 1 for the same variety was also developed in
the first fortnight itself. In the second fortnight the
value of 72 under model 2 was decreased (ﬁ? = 59%) but the
regression equation consisted only f£ive indlces and the
partiai regression coefflcients of all of them were signi-
ficant. The relevant indices were 05412. 2512. Q'4522
0'4512 and 0'3512' In the third fortnight a regressioca

equation constituted by three indices 0'2413. Qe and

1513
0'2313 had succeeded in explaining about 66% of the varig-

tion in yield.

In the case of tﬁe variety PTB 12 grovm in the winter
season the regression equations fitted under model 1 for
each of the six fortnights after sowing, utilising the

generated variables of the specific fortnlghts of prediction
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alone, showed that only 36% of the variation in yield could
ba explained by the most efficient equatlon and this was
achieved only in the sixth fortnight after sowing incorpora-
ting a'single weather index 2396 which had negative associa-
tion with yield. The forecasting equation is of the form

¥ = 15736.50 - 428.76Z,,, - (4.16)

The values of R° for the fitted models in the previous
fortnights were relatively smalle In the same season and
under the same model predicksbility of the regression equatlons
for PTB 20 attained its maximum value (R® = 60%) in the
sacond fortnight after sowing at the expense of fourteen

generated varlables. The regression equation turned out to be

¥ = 6176145 + 0.82Q = 456445Q + 44,950

1402 1322 2412 ¥+
ww 4

!

- % b - - (‘.17)

The signilficant weathgr ind;ces saemed t0 be 2112.01412 and
2122. A prediction eguation developed for the sixth fort-
night after sowing utilising a single weather index 2326

alona could explain about 38% 0f the variatlon in yield.
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The most efficient yield prediction equatdon for
PTB 12 in the winter season uging the gensrated varlables
under model 2 relating to the spacific fortnights alone
wag identified in thie’ fourth fortnight after sowing (ﬁznﬁg%).

Tha relevant regression equation is

w R AF
Y = 2304.6? -40o16Qf2414 +0'539'4614 -41-832'314 -

' had ®
877.812214 + 8.57Qi614 (4.18)

The important indlces waere 05414 and Q;slé’ Forecgasting
aquations constructed vsing the weather indices in the
£irst fortnight had succeeded in explaining -68.74 of variation
in yield eventiough the number of indiceé constituting the
agquation was very largees Thus forecast of yield of the crop
was possible as early as in the f£irst fortnight after sowing
with sufficient degree of precision using the generated
variables. The significant indices which constituted the
equaéion were 3521 f 2511 and 05431' In the.second fort-
night Eha two Weather inddces °i412 and 2522 togaether were
found to explain about 50% of the variation in yield. For
PTB 20 also sufficiently reliable forecasts under model 2
could be obtained through stepwise regression znalysis. The
best prediction equation was obtained in the sixth fortnight
after sowing (ﬁ?s 88%) and 1s given by

xR 3 Z'OTQ'*!&'

) e E

1416 216

LI WK - '
14949223, 0 = 5+370Q5,, 5 = 144.4223 . ~(4418)

¥ = 355G.48 4 1.32Q +
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It was also found that an =arly forecast with
adequate precision (ﬁ?a?&%) could be made in the second
fortnight with the help of thirteen weather indices, the

1 1 I 2
most ilmportant among them bsing 3122. 91622. Q 1312° 01402.

: '
and 924120

Q2422

The above results emphasize that yield forecasting
with sufficlent degree of accuracy could be done even in
earliar stages of c-op growth by the use of generated
varisbles.

A glance at the 6alues ot §2

for warious prediction
equations formed by using the information on the important
weather indices of psevlous fortnights in addltion to those
on the relevant fortnight of prediction revealed that
accuracy of the prediction could be greatly improved by
incorporating the supplementsry informations on the genera-
ted variables of previcus fortnights. The optimum time of
predictioﬁ under modal 1 for PTB 1 in the autumn season was
found to be the fourth fortnight after sowing. Aftsr that
period the adjusted coefficient of determination showed a
tendancy to decline. The relevant regression eguation fitted
in the fourth fortanight with a predictabllity of 73% is given
by
Y = 263,52 - 4.59Q - 0.929** + 15.110*& + 0.79Q**
2401 1324 2313 1314

- (4.20)
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Tsble 14 (a) Selected yleld prediction equations under model 1 for
PT8 1 in the autumn season involving important genera=
ted variables of the previous fortnights in sddition
to those of the specific fortnights of prediction.

Time Of forc-

cast (@o. of Adjusted
fortnights Regrassion eguations 22
after sowlng)
*
1 - « 387
1 Y = 2440.61 4 92 .+ 93 9%92411 0
2 Same ag that of the £first fortnight
3 Y =—361.89 = 11. ?19 + 934970 -
(4.86) 2401 " (39,57)2313
5 0.408
29.45Q ~ 13564222
(13.86)2323 (841.70) 23
4 Y = 263,52 = 4,53( - 0.92Q
(3 3772408 T (g75g)1324 ¢
15.110; 0.790%* 0.728
+
(4q79>2313 (0.26) 1314
5 Same an that of the fourth Cortnight
6 Samas as that of the fourth fortnight

Figures in brackets denote the standard error of partial
regression coefficients

* gignificant at 5% lovel
wd Sigqunificant at 1% level
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Table 14 {b) Selected yleld prediction equations under model 1
for PTB 5 in the autumn season involving important
generated variasbles of the previous fortnights in
addition to those of the specific fortnights of

prediction
Time of
forecast .
(Noe of Regression equations Ad justed
fortnights R?
after sow~
ing)
"
1 Y = 1954.15 = 61.92¢%., . + 129.138, .+
(17.26) 2401 (04 3512411
. o 0.427
0.59Q
4
(0.53)" 0%
2 Same as that of the first fortnigyht
3 Same o8 that of the first fortnight
4 ¥ = 520,25 ~ 24,46Q 4+ 58.84Q
(16.69) 2401 " (q4.64)%421 -
" . 04551
0.150Q + '12.82Q
(0.06) 234 7 (5 21) 2313
5 X = 448.63 = 20.27Q + 16459 -
(16.43) 2401 ¥ (5502652412
Vi . ¥ 0580
Qa.220) = 1-’3.43() + 0230 ¢
(0.07)13%% " (5.03; 2313 " (g.16)1405
(5] Same a3 that of tha fifth fortnight

Figures in brackets denote the standard error of partial
regresaion cocfficients

# Slgnificant at 5% level
*% Significant at 1% level
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Table 15(a) Selected yield prediction eguations under model 2
for PTB 1 1in the autumn season involwving important
generated varlables oif the previous fortnlghts in
addition to those of the specific fortnights of
prediction.

Time Of. fOore=

cagt (Ho, of Adjusted
foretnights Regression eguations R2
after sowing)
1 Y = 2653415 ~ 41.270Q.% .., =~ 5.970" 4
(13.52) 2421 (3,26) 4521 0.487
[ ]
(3564511
2 Y = 2234.24 - 132.07Q! +-0e1708., =
| (72.86) 249t 7 (5,17)%°12 0.605
. )
(}:38?4522
3 ¥ = 1269048 = 16.7500% 172.832,5;'; -
' 0 q ]
@108 4522 T 31535 2a02
4 Y = 26344106 + 3.790%E%. . = 1.99Q%%»

©0.59) 2314 (5.44) 4522 7

tR
0-059'1514 + 0423Q'% - 130,922 0%
(0.01) 0.08)2912 (53.16) 213

0.883

5 Y @ 2585458 = 5.910%,,, < + 3.450'H%
(4480) 217 " (o.6a) 2326

1.460% = e e ;- L] -
0.58)4522 ~@:01F Is14 *§-a3812 = o.ee9

120.273°;
(62.08) 213
6 Y = 2161,99 = 5.68Q" 4 219G %% -
@.08) 4315 " (g,37)2314

OelBt¥ - iei70'* o 0.904
. (0.06) 1216 (g.54)4522 )

L]

(0.01) * 0.07) 2512

Figures in brackets denote the standard error of partial ragression
coefficients.

* Signiflcant at 5% level

"% Significant at 1% level
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"Table 15(b) Selected yield predictlon eguations under model 2
for PTB 5 in the autumn season lnvolving important
generated varisbles of the previous fortnights in
adaition to those 0f the specific fortnights of
prediction.

Time of fore-
casts (Noe. OFf
fortnights

after sowiag) R

Regression eguations A4 justed

1 Y 5 2317.13 + 474460°,,,  + 0,010
ooogge  0re4) 2621 7 g 03)1300
0 84990 04270
(11.19) 2401 (;‘49§ 1421 +(0 67?1401

81.850" 1-47qu 399'

99,65 - 924,533 ~ 2374.152!
(36.079 3411 (325'36)421 (1100.1) 211

9, 23Q

&

2 Bawe as that of the first fortpight

3 Same as that of the first fortnight

4 ¥ = 2132,85 + 4.952)%% - 0.010"
(1,37)23% (g J02)1514 © 0.778

6.940" 00010
(2.60) Ba13™ (0.01) 3713

5 Bame as that'of the fourth fortnight

6 Y = 1973.80 ~ 3.570%%% 4 5, 2az214 -
(1.13)2416 (1.28)

0.789
6615 1513 |

Figures in brackets denote the standard error of partial regression
coefficients

* Significant at 5% level
*#% Significant at 1% leval
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Table 16 {a) Selected yield prediction eguations under model 1
for PTE 12 in the winter season involving important
generated variables of the previous fortnights in
addition to those of the specific fortnights of
prediction.

Time of forecast

(No. of fort- Regression equations Adjusted
nights after R<
sowing)
1 Y@ =«3703454 + 23.940Q%%, .4+ 554412
(6.73) 24117 (34,69)511 0.142
2 Y = 1272.54 + 144603, , 0189
(0+58)
3 Same as that of the second fortnight
4 Y = 1592.13 = 106.752314+ 4.620%% 4
329352302 * 17+7403414
¢ (16.35)
5 Same a@s that of the fourth fortnight
6 ¥ = 5300.59 = 200,912 + 17.550 +
(124.92) %% (15,58)2411 0.532
3.790» 4+ 0890
624
(1.48)°%%% (0,65)2302

Figures in brackets denote the standard errer of partial
raegression coefficients

* Significant at 5% level
** Significant at 1% level
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Table 16(b) Selected yield pradiction eguations undsr model 1
for PIB 20 in the winter season involving important
generated varlables of the previous fortnlights 1ln
addition to those of the specific fortnilghts of

prediction.
Tims ?f fora=-
cast_(No. of
fortnights Regression equations Adjgsted
after =owing) R
1 Y = 1369.87 + 13.860% 0.169
(6.69) 2201
2 ¥ = 1162.99 + 0.242,.,,+ 8.88( 0.195
(0.14)122" (7.12)2%0%
3 Y = 13305.01 + 2.322 ~372.82Z
T (1.71)122 (213 ,44) 323
«239
70.592112 + 8.42@2401 0.23
(55.41) (6.94) Yo%
*x
4 Y = 220,56 + 2.362 + 6.750Q + 16.58Q -
62
(1.25)122 (1.66)4 4 (5.47)2401
04591
70.412 - 173352
40.61) 122 (163.94)323
5 Same as that of the fourth fortnight
* sy
6 Y = 9014.21 ~ 3504332 + 15.81Q +
(152.79)32%  (3.93)%401 0.670

Yo % . %
5.440 + 24342 = 70.982
(1.64)4624 (0.99)1%% (32.00)11%

Flgures in brackets denote the standard error of partial regression
coeffliclents

* Significant at 5% level
*% Significant at 1% level .
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Table 17({a) Selected yleld prediction equations under model 2

£or »TB 12 in the wintor season involving generated
variables of the previous fortnights in addition to
thonse of the spacific fortnights of prediction.

Time of fore- _
ggigéggﬁtgf Regression equations Ad;;StEd
after sovw=-
ing)’
A R
b OB e G,
69,6702, ,, + 04995%, . 831385 611"
(30.78) 4% " (1,01) 2412
2 Same as that 0f the fiirst fortnlght
3 Same as that Of the first fortnight
4 Same as that of the f£irst fortnight
5 Same as that of the flzst fortnight
6 Y = 1216.85 + 042800, - + 19456085, 0.694
(0+07) 4616 (2.98) 2614

The f£igures in brackets denote the standard error of partial
regression coeificlents

* Significant at 5% level
*% Significant at 1% level
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Table 17 (b) Selected yield prediction equations under model 2
for PTB 20 in the winter season 1lnvolving generated
varlables of the previous fortnights in additdon to
those of the specific fortnights of prediction.

Time of fore-

ggitg?gﬁtgf Regression equations Adjugted
after sowing) R
1 Y = 6856033 + 550.139’2211- 967,352, ,,
(]
487.72Q%%,,, + 774.573°
(186.33) 2%%1 " (418.53) 311
2 Same as that of the first fortnight
3 Same as that of the first fortnight
4 Y = 11439.49 + 3.20Q'% - 31i.89z'r
(1.47) 41% (139,05)3%4 0686
.
378-652'* - 4.74Q' - 1-970‘
(191.9931%  (2.75)%°1% (1.44) 1413
5 Same as that of the fourth fortnight
6 Y = 4683.80 + 1.03Q",,,,+ 130.302%, ) -
(0.34) 7 (29.13)
171.392%,, = 1.2772" + 1.84Q' 5 +
324 132614 . 616
(104.33) (0,65) (0.53) 461 0.875
T
138.362"
(34.17) 416

Figures in bragkets denote the sctandard error of partial
regression coefficients

* Signiflaant at 5% level
** Significant at 1% level
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The indlces Qi3247 “2313 and Q4314 WOre found to have
greater influence on yield. These three indices togather
could explain 71% (appendix=~1(a)) of variation in the
yield of PTB 1 and hence were decisive in predicting the
yvield of PTB 1 in the autumn season. In the first fortnight
the two indicas Q2401 and 02411 alone could explain about
39% of wvariation in yield of P?B 1. There was no signifi-
cant improvemsnt in the value of R% in the second end third
fortnights as compared to that of the £irst fortnight.

In the case of PTB 5, among the different forecasting
equations undef model 1, the one in the fifth fortnight
after sowing resulted in the maximum amount of predictabllity
(% = 58%). The equation &s

Y = 448463 = 200270y, + 16459Qp,44 = 0+22Q)5,, 4

13.4303313 + 0.2391405 - (4.21)

The yleld forecssts of PTB 5 could also be tried in the
fourth fortnight after sowing without much loss of accuracy
for tne prediction equaﬁion (ﬁ?’n 55%) by means of the indices
viz-,02401. 02411a Q1334 and 92313- In the f£first fortnight
the two indices Q2401 and Q2411 alone could explain as much

as 42% of the variation in yleld (Appendix=1(b)). Aafter

the £ifth fortnight no improvement in the value of Ez was

noticed.
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In the case of the prediction equations under model 2
for PTB 1 in the autumn season, the one in the sixth fortnight
was found to give maximum value of ﬁz. The relevant ecaation

which exXplained S0% of the total variation in yield was
L& w
Y= 2161.,99 ~ 5.6805415 + 2.1905314 - 0.169'1216 -
* 3
1a27Q} 50, ~ 0:03Q)5,, + 0414Q%,5, ~(4.22)

However a plausible prediction eguation with sufficiently
high degree of precision could be evolved in the fourth
fortnight itself. The form of the eguation is

e W i
' - ' - H
X = 2654416 + 3.79Q%,.,, = 1.990):,, = 0405Q1.,, +

023035, , = 130.92275 =(4+23)

Just two variables viz., Q',,,, and Q',.,, representing the
equation could explain about 78% (Appendix-2(a)) of varia-
tion in yileld and so these could be isolated as the major
contributors. In the third fortnight four indices viz..
95413. 23213. Q&szz and 0'2402 had succeeded in explaining
about 65% of variation in yield. Of thase 05413 and 2513 alone
could explain asbout 60% of variation in yisld (fppendix~-2(a)).
In the case 0f the forecasting equations under rnodel 2
Eor PTB 5 maximum value of R? (about 79%) was noted in the
sixth fortnight after sowing. The relevait equation which

comprised of only three major indices is given by
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The ':gain ln precisicn oI the.prediction equation (4.24) when
compared to that of the fourth fortnight after sowing was not
appreclable. The regresslon eguation of the fourtn foctnight
which could explaln ebout 77% (Appendixz-2 (b)) of varlation
in yield utilizing thrae indicas was

Y = 2153.87 + 4.68z5;§- o.osai§;4«s.65a£:13 ~(425)

Further among the indices 2’214 and Q'1514 were the more
important contributors f£or these two indices gleone could
explain sbout 70% (Appendix=2{b)) of the .‘variation in yield,

A prediction ecquation attempted as early as in the first
fortnight after sowing was successful in expleining as much as
69% of varlation in thé vield of PTB 5 though at the expense of

twalva explanatory varliables.

among the different forscasting equaticns nnder model 1
for PT3 12 in tho winter szason the eguatdion with maximom
valus ¢f ﬁz (sbout 53%) correspond o that of the sixth fort-

night and 4s glvan by

¥ = 5300459 = 20049045, + i7.5502411 + 3,790 ., + '
04890Q,34, ' | ' ~(4.28)

The contributors of the equation‘(4.26) included Z326° 9411

and Q... and they showed 51% of vsrlation in yleld

(Appendix=3(a))« The value of 72 of the prediction eguation



in the Fourth fortnight wes found to be 49%. The predicta-
bility of the fitted mndels in the various fortnights prior

to the fourth fortnight were negligibly small. In the case

[

of PTB 20 maximum value of 72 (67%) for tho forescasting

v

equations under model 1 was obtained in the sixth fortnight

aftur sowinge The relevant pradicticn equation is given by

o £ n**

2.34%, .. ~ 70.98% -(4.27)

122 112

At tha'same'tims a slmplsr mcdel consisting of three indices
Zangt Upg0; N Qygpy aCcountzd for 58% (Appendix-3 (b)) of
variation in crop yield. A predlction equation with 594
precision could aleo ba davaloped in the fourth fortnight
after sowing with the help of five generated variables vig.,
%122¢ Ygaar 9401° 2112 and Zagge Barlier forecasts

than that at the fourth fortnlght appeared to be fruitless.

The waighted regression analysis of crop=weather data
vnder medel 2 for PTB 12 in the winter secason showed that
the value of R% for the prediction aguations couldé not be
improved significantly after the first fortnight (R%= 0.687).

The pradiction equation of the first forinightwas

- [ ] - ] ¢ t - ]
Y 3 «7948.82 =72.520Q 2411 ¥ 3824552 321 441 032'3 +

*®
] . 1

*

11
v
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[ [ ] L
The significant contributors were 2 621° 2611 and Q 2421°
Howaver meximum value of Ez was noted in the case of the
prediction egustion developed at the slxth fortnight after
sowinge. Ths equaéion éonsisting of two indices could explain

69% of the vaviation in yileld and 1t was of the form
.tf; _ 'f.'k -
Y @ 1316.85 + 0028Q 4616 -{-—19.569_2414 {4.29)

. o J ] x
The two indices Qo414 and 04614 having posltive relationship
with yisld (appendix-4 (a)) evolved to be the important
predictor variaples snd had succeeded in axplaining about
64% varigtion in yleld. an earlier forecast ¢f precision of

=S LIAER - 3 i L] )

87 was also possible by using the indices Q 1412° 2 '322°
] s []

“lgay QA 25,

In the: case of PTB 20 the maximum value of §2

for the
forecasting equations under model 2 was obtalined in the
sixth fortnight after sowinge. Six weather indices which had
Jointly explained about 88% of the variation in yield formed
the prediction egquation. It is glven Ly

* %
210

10270861, 1.&4::':;16 + 138.362';;‘6 ~ (4430)

- 1710392' -

o ':’:* . '

All the other indices except Z'SZ4 and D* had beneficial

2614
effectc on yleld. It was also found that a linear function
1 i t Qe ' ’
involving just three indices alone viz., Q 1414° 2 216 and
3'324 could explain about 76% of the variation in yield

(fppendix=4 b))+ Yield forecasting could be done with
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adequate precision (R%= 69%) using the indlces 0'1414.
2'324, 2‘214. 9.2614 and Q'1413. Among them, the two

indiceg 9'1414 and 3'324 alcne were capable of sxplaining
sbout 63% of the variation in yield. The single index Q‘1413
of the third fortnight also appeared to be a major contributor
as 1t alone could explain about 50% of the wvariation in

yield (appendix-4(b)).

tha regressicn analysie o goneratoed varlables on
crop yleld indiczted the superiority of model 2 over modRl 1
for the rorecasting of mice yield in the two seasons. The
optimum time of forecasting of the yield was found to bée the
fourth fortnight after sowing of tha crop in the autumn
S@asons In the case of PTB iz in the winter saason, yleld
predicticon could be dors with sufficient accuracy under
model 1 irn the fourth fortnight after sowing; Whereas under
model 2 a plausible prediction equatilon was evolved in the
first fortnight after sowing ltsslf. In the cose 0of PTB 20
prediction of yielé would be mors reliable 1f it had done
in the sixth fortnight after scowing. It was also evident
that forecasting of the yield of PTB 1 was expected to be
more reliable than.thqt of PTB 5§ in the autumn sezson while
in the winter season the yleld forecasting of PTB 20 appeared
to be more reliaple than that of PTB 12. The results also
showed the importance of including indices related to the
cumulative effects of the lnteractions of different weather

variablaes in developing prediction squations for rice yield.



4,343, Principal Conponent analysis

The important. generated varlables identified in the
six fortnights aﬁter“50w1ng of the crup were used for
conducting principal component analysis in‘éhe two seasonse

The generated variables under model 2 alone were used for
'this puxpose as they were more strongly correlatad with
yield than those under model 1. Principal compenent analysis
of thg data ¢of PTB 1 included the generated variables
Q25220 Q'4s22, 2’2330 915140 9’23100 920150 12167
Q%3346 aNd Wi, and that on PTB 5 lncluded b'1513, 0%'5413%
2’21@. Q'151; and Q‘zélﬁo In the winter season principal
compenent analysis on PTB 12 was attempted with f£ive indices

- ] B ] i

PTB 20 with n;ne indices vize, B 5 .0 @'y 0,0 Qa4 Z'ange
2'216' 2'416‘ 0'1416' 9‘2315 and Q'4616' The aigen values,
eigen vectors, vectors of component loadings and percentage
variation accouﬁted by the differeni counpouinents as obtailned
from the analyeis of principal components f£for the varieties

in tha two seassons are presented in tables 18«21,

Regression eguetlions were glso worked out with
principal components as explanatory variables. The prediction

equations devsloped in the process are glven in Table 22,



Table 18, Principal component analysis using important gencrated varlables of

meteorcological observations of the antumn season (Variety:PTB 1)

sSl.

No. Varia- Eigen vectors (Vi) and vectors of component loadings (FI)
° Ihles : -
' vi Fi va2 P2 v3 P3 va 4 v5 F5
i 95512 03183 0.5856 0.2683 03875 =0.2924 -0.3289‘ -=0,0267 ~( 02683 =0 .6983 =0,5799
2 Qészz =) 43524 ~0.6484 ©9.4189 0.0080 02421 =Da2723 = « 2498 -~} « 2505 D«2953 02452
3 2513 De2235 (4111 0.4689 D.6773 03638 0.,4092 =0 e1342 ~Nel346 =0.3162 «D.2626
4 Q£514 =0e0796 =0.1465 042857 04126 02156 0.2425 0.8466 0 .8488 ‘00442 00367
5 05314 04387 08071 0.3127 Ued516 =0eidi2 =0.1588 0.0112 0.0112 0.3916 03251
& Q54i5 =0e4100 07561 0.3106 0.4486 =0.,10860 =D.1221 02416 02422 =0.0822 «0.0683
7 9'1216 =(+0844 =0.1554 (1364 01970 07849 0.2328 02753 02760 30501 0-0416
8 '0.2316 04498 0.8276 0.2934 04238 =0.0717 =0.0806 -0.0238 -} 0239 0.3971 03298
& 9.4516 =03839 «0.7064 0.3899 05631 ~Del1549 =0,1742 =},.2595 -0 2602 ;6.0537 =0 +0446
Eigen 3 3ggq 2.0861 12649 1.0053 0.6897
Valuﬁ [ ] [ ] -
Darcane-
tage 37.61 23,18 14,05 11.17 7 .66
varia-
tion.
(contdaa)
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Table 18 (contd..)

si,

Blgen vectors (VI) and vectors of component loadings (FX)

Ho. Varlables
V6 6 v7 F7 ve r8 vo F9
1 Q3532 0.3486 0.2047 0.3329 0.1382  0.1381 0.0247 =0.0366 =0.0051
2 0%, 0.0406  0.0238 " 0.0448 0.0186  0.6885 0.1229 -0.1198 =0.0168
3 oz -De4613  -0.270%  ~0.5061  ~-0.2101  0.1047  0.0187  0.0038  0.0005
4 0oy ~0.1691  ~0.0993 043151 0.1308  0.1376 0.0246 =0.0068  =0.0009
5 G'sa4 0.0774 0.0455 ~0.0033 ~0e0014  =0.2991  =0.0534 =0.6640 =0.0929
6 0'su1s 0.5311 ~ 0.3119  =0.5306  =0.2203 ~0.3020  =0.0539  0.0541  0.0076
T 006 0.4329 Ge2542 0.2938 021219  =0.0287  =0.0051 =0.0717 =0.0100
8 G'yyys 0.1539 0.0963 0.0251 0.0104 ~D.0383  ~0.0068  0.7206 041009
9 Q' ~0.3547  ~0.2142 ' 0.4040 041677 ~0.5422° =0.0968  0.1266  0.0177
Blgen .
value 0.3449 041724 0.0319 0.0196
Fercantage
Voriation  3.83 1.92 0.35 0.22

Cel



Table 19 Principal component analysis using dmportant gencrated variables

of the meteorologlcal observations of the autumn secason(Variety:PTB 5)

El.

Eigen vectors(VI) and vectors of component losdings (FI)

NO o Variagbles —

' V1 1 va F2 V3 _E3 v r4 T Vs PS5
i Q£513 Dedi224 07331, ~0+6383 =D.06338 «0.0243 =~0.0203 =0 6466 ~}o2457 -3.0621 =0.0101
2 Qaz%IE C«4785 08556 Ded273 Ged243 0.34583 . 2886 «0 06458 -0 0245 «0.6798 =0.1109
3 3514 _ =043323 =0.6032 ~0e3597 =0.3571 Q8617 00,7120 041085 0.0416 -2.0325 " =0 o0053
4 Q£514 0.4770 08479 ~3ed427 ={(1e4396 «DI5LT7 =0.0783 07507 2853 -0 .0624 ~0.0102
5 Q5415 0.5082 C.9034 G+2908 O o233 0.3549 Tnd933 ~&.04¢2 =0 40176 0.7273 01186

BEigen “ _ . :

valnes 3.1E03 0.285% 0.6828 0«1444 00266

Parcent-s

age varlia- _ -

€1



Table 20 Principal component analysis using important generated variables of the
meteorological observations of the winter sesson (Variety: PTE 12)

gé. Varisbles Elgen vectors (VI) and vectors of component loadings (FI)
¢ vi Fl V2 F2 V3 F3 V4 ¥4 VS F5 .
4 ) . SRS Y . -

1 Q2421 04421 067734 =0.3816 <=0.4455 0.8092 0.4504 =0.0285 =0.0123 00568 0.0162
2 05414 04723 068262 =03548 =De4142 =0.4519 =0.2515 =0e6671 ~=0.2869 0.043¢ 0.0124
3 95614 063537 0.6188 0.6462 0.7545 01466 0.0816 =0.2328 =0.1001 ~0.,6177 =0.1767
4 05416 05096 08215 =0.2305 =0.2691 ~0.3420 -0.1904 0.6961 02993 =0.2928 ~0.0837
5 05616 04435 067759 0.5077 05928 =0..0495 =0.0276 0.1247 0.0536 047263 02077

Eigen

value 3.0604 1.3631 03098 01849 0.08318

Percen=-

tage . .

variag- 6l.21 27.26 3.44 205 0.91

tion

2eT



Table 21 Principal component analysis using important generated variabl
observations of the winter season (Variety: pTB 20)

Sle

Varla-

No. ' bleg Eigen vectors (VI) and vectors of component loadings (F1)
Vi Fi V2 F2 V3 F3 Va4 ¥4 V5 5
1 B3y, 043742  0.9076. ~0.2749 ~0.3259 =0.0991 =~0.0842 0.1846 0.1253 © 0.2431  0.1406
2 Q£414 0.3608 08735 =0a0433 =00513 0.4529 " (3848 =0.3649 -0-2476 =01020 -0-0589
3 D35q4 043803 049207 =~0.2370 ~0.2810° 0.0095 0.0081 - 0.1258 0.0854 0.2788 0.1613
4 2J,, =002696 =-0.6527 ~0.3626 =0.4299 <~003709 =0.3152 =0.7644 ~0.5186 0.2370  0.1371
5 3516 0.3298 07984 =0.2700 -O.3201l =0 o4636 =0.3939 ' 02066 ' Uel402 De2321 0-1342
(33 'Zils =) s 2999 =0e7260 =De4772 =De5658° 063947 0;3354 02280 - 0.1547 01445 0.0836
7 Qi416 03563 D.8626 00430 0.0509 04400 063739 =0.3278 =0,2224 02869 01659
8 05316 0.3091 07483 «(0e3849 =0.4564 =0,1164 =0.0989 =0.1053 «0.0714 =0.7982 ;0.4617
9 35615 0.3013 0.7224 0.5332 06322 =0e2635 =0.2239 «0,.1391 =0.0%44 00495 0f0286
Eigen
value 58602 1.4052 07220 0.4603 03346
Percen=~ .
tage 65.12 15.62 8.02 S5.11 3.72
variag~
tion.
(contdaece)

eetl



Table 21 (contd.)

;g:'-Variables Eigen vectors (VL) and vectors of component. loadings (FI)
| V6 F6 v7 F7 va F8 v9 79
i 2'214 0.3859 0.1495 0.1476 0.0304 042003 -0¢G251 0.6856 00609
2 Q'1414 00146 0.0057 -0.7091 -0 41462 00106 -0.0013 01267 0.0113
3 Qé614 0.4905 01899 " =0.,0015 -0 +0003 0.1644 0-0206 ~) 6619 -0 0588
4 2524 0.3123 00435 0.0122 00027 0.0667 0-0084 0.0238 00022
5 2516 =0.6527 -Oe252é ~0.2767 =0.0571 0.0055 0-000% -0 «0649 -0 0058
6 3516 -0.1268 —0.049i -0 0093 0.0019 0.6384 0o079§ 0.1729 0.0154
7 Qiélﬁ -0 .3889 wO.lSO% 05702 01176 0.0903 -0.0315 -0.0576 -0.0051
B8 Q§316 -0.0285 -0-0116 0026?7 0.0552 01457 0.0183 -0.0279 =0.0025
9 Q&616 0.0613 0.0237 D.0421 00087 0.7009 0.0878 0.1921 0.0171
iﬁﬁg 01501 0.0425 0.0157 0.0079
Percentage.
variation 1,67 047 0.17 0.09

AN



The principal component analysis for PTB 'l showed that
the first four components could explain about 86% of the total
variation in the original data. Further it was found that all
the Varigbleg e;cept ;'213, 0'1514 and Q<1216 could be grouped
under one single factor which in turn was responsible for 37.61%
variation in the original data. Walton (1972) has reported a
minimum correlation of 0.45 among characters grouped into a
factor, All such Variablev which Were grouped under the same
factor were significantly assoclated among themselves. Thus the
first component appeared to be a measure of the joint efiects
of some of the weather factors viz., number of rainy days.
number of hoursof sunshine, minimum humidity and maximum tempera-
ture. The second component which explained 23% variation was
dominated by z‘213 which represented the cumulative effect of
number of rany dayé upid the third fortnight after sowing. The
thiré component was uniguely assoclated with the joint effect of
total rainfall and number cf reiny days upto the sixth fortnight
after sowing which could explain about 14% of the total
variability. It was falrly clear that the fourth component
was more‘correlated wlth the joint effect of total rainfall
and minimum humidity. The remaining componenits were unimportant
as thelr total extent of contribution towards the divergence
1s negligibly small. In the case of PTB 5 all the variables
were significantly affected by the first -component which

explalned about €3% of the total variasbility in the original



data. The second component was mainly dominated by the
cumulative effect of the interaction of total rainfall
and minimum humidity upto the third fortnight after sowing

oA L

(Q£513) and the total percentage variation explained by
the factor was zgbout 1%.7%. In the case of PIB 12 the
first two components - alone had succeaded in explaining
about 88% of the total variability. The first factor
répresented the component of the joint effect of number

of hours of sunshine with cother weather variables vigze,
total rainfall, number 0f ralny days and maximum humidity
and this component alone had explained about 61% of the
total varlability. The principal component analysis for
PTB 20 revealed that out 0f the nine components the first
two were able to explain about 80% of the total variability.
The firs£ componient wﬁich accounted for 65% variability in
‘the original data affected all of the generated variables.
The second component‘%itﬁ a 15.6% contribution in variabi=-

lity was mainly controlled by 05616 and 2416'

The regression of yield ‘on principal .components of
the varieties in the two seasons chowad that there was no
appreciable amount of increase in the value of R° by choos-
ing the component vectors as explanatory variables. In the
case of PTB 1 in the autumn season nine components were used
as explanatory variables for the regression of yield and
had explafned about 20% of the variation in yield. The
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Table 22 Regression eguations using principal components as
explanatory variables for the varietles in the two -

gaasons
Vardety Regression eguations Aﬂju%ted
R
PTB 1 Y = 2231.21 + i.o:.zv1 ~ 7.96F, = 4.73F, +
(8.06)% (17.36% (15.997

(6.2¢)%  (11.35)2 (15.91)% (17.31)

1.06?8 = 34457
(4.95) (1.89&

PTB 1 Y = 2112.69 + 1432F, =~ 0e21F,~ 0621F; + 0.776
(0.27)"% (0.27) (Ce15)

9
L]

0.18F,
(0-.1:_.) .
PTB 5 ¥ = 2066431 = 441BF, ~.3.6892 + 2056F; +
(2432) (2.71)°  (2.43) 04768
0+84F, + 0e527
(0e21)%  (9.52)°
R
PIE 5 ¥ @ 911,84 ~ 0.04F, 0.375
PTB 12 ¥ = 1562453 + 10.77F, = 8.20F, + 0+94F, ~
{5¢21) (4.36) (11.09
0.661
9.49F, + 14288
(5.89) {0 .82)
PTB 12 ¥ = 1376416 + 1,215 = 0.59F 0.649

©.27)%  (0y26)2

b3 FERp
PTB 20 Y = 965,05 + 62.0931 - 147.36F2 + 42.82F, +
(31.30) * (42.,07) (23.66)

F3 ]
165,21F, + T7.52F; = 5¢86F, + 96.04F. + 0.957
(44.68)° (28.78)° (44.02)°  (27.03)
4
96,04F, + 149.21§9
(23.87) (63,79)
PTB 20 Y = 1130491 + 1.375" &.0415F 04719

©.23) (0.38) 2

Pigurxes in brackets denots ths standard error @f partial regression
coafficients

* Significant at 5% level
** Siguificent at 1% level
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£first four components alone had succeeded in explaining
about 78% of the variation in yleld. Foxr PTB 5 sbout 77%
of variation in yield could be explained by using the
first five componéﬁggfhﬁflgﬂgée, the f£irst component alone
had explained about 38% of vaeriation in yield. In the

case of PTB 12 in winter season the regression of yleld on
‘the £ive components had resulted in a crop forecast of
moderate accuracy (ﬁzn 66%) » The first two components alone
had explalined asbout 65% of total variability. For PTB 20
relatively higher degree of precision could be attained
for the'regressiqn equations using principal components

as explanatory varlaebles. Nine components had explained
about 96% of variation in yield. 0f these the f£irst two
components alone éould expiain about 72% of varlation in

y.-ieldu

4.3.4. Weather Indices

Three simple weather indices P/T, PT and HS where
P is the total pregipitaticn, T 1s the mean temperature, H
1s the mean humidiéy and S‘is the average number of hours of
sunshine were calcu;ated for each weak of the crop growing
period in - both the seasons. The simple linear correlation
coefficients of these weather indices with yleld of the two
varieties and thelr aggregate yleld were calculated for all

the successive weeks of ¢rop growth starting f£rom the week



1

9

Table 33 Zero order correlation coefficients of weekly weather
‘ingices P|T, PT and HS with ylelds of PTB varietles and
thelr mean yield in the two seasons.

auntunn season

winter seascon

_:No . Of
weeks P|T PT HS PiT PT HS
after sow=
ingn _
—0.1386 | =0.1877 |~0.2064 041679 | 0.1573 [~0.1958
-1 ~040487 | =0.2305 [=0.1908..| 0.2441 | 0.2302 |-0.2408
~0.1819 | -0.1918 }=0.2335 02431 | 0.2492 [-0.2657
0.2539 0e2467 [=0.4879* | 041127 | -0.1133 . | 0.02349
1 02982 002858 [=0.4997% | =0,0138 | ~8.0162 | 0.0111
0.2114 042004 |-045009% | -0.0817 | -0.0575 | 0.0347
—0.0104 | <0.0151 [-0.1718 042072 | 042375 | 042072
2 0.0555 0.0872 |-0.0541 0.0035 | 0.0092 | 0.1685
040210 0.,0209 [-0.0456 0.2183 | 0.2258 | 0.1821
3 040032 00092 042706 |- 03547 | 0.3512 {=0.1101
040026 040071 |-041716 |- 0.2682 | 0.2687 | 0.1472
0.0074 0,0083 |-0,3238 044183% | 0.5295%% |=0,1196
. -0.1339 | -0.1313 | 0.1019 0.1054 | 0.0709 |-0.2144
~0.2644 | ~0.2601 | 0.1729 0.1238 | 0.0960 | 0.0312
-0,1934 |'<0,1982 | 0.1382 01041 | 040993 |-0.1763
5 042769 |.~0.3008 |-0.0267 | 0.2946 | 0.3131 [-0.0612
~0.3153 | -0.3388 | 0.0284 003329 | 043591 |-0.0426
-0.3051 | -0.3252 | 0.0005 03416 | 0.4844% |-0.0706
6 ~0.1694 | =0.1762 | 0.1869 | -0.2439 | ~0.2668 | 0.2367
—0.0512 | -0.0553 ] 0.0987 | ~0.1349 |-0.1561 | 0.0545
~0.1517 | =0.1187 [ 041485 | =041851 |-0.2364 | 0.2137
~0,2041 | -0.1939 | 0.2786 0.2323 | 041809 | 0.0330
7 ~0.41313 | -0.2293 ] 0.2913 0.2524 | 0.2090 | 0.0483
~041556 | ~0.1649 | 0.2890 0.2316 | 0.1577 | 0.0053

(contde.)
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e

autunn season

winter sagson

’:NOO of
waekse X -
after PiT PT HS PlT PT HS
powing-
—0e5659%% | 0456777 042119 | «0.0372 | ~0.077t | 0.3863
8 -0.5202#%% | ~0.5250%%| 042542 | ~0+0391 { =0.0931 | 0.3187
~0.5413%% | —0.5585%%| 02361 | ~0.0417 | -0.2017 | 043402
5 042059 0.1876 |~0,2979 | =0.3259 | -0.3691 | 0.3342
042233 0.2018 |=6.2707 | -0.1921 | -0.1743 | 0.3363
042170 041980 [~0.2886 | ~0.3141 | ~0.3311 | 0.4600%
0.0091 0.0556 |-D.1152 | 0.1002 0.0938 | =0.0623
10 042299 0.1919 [=0.2778 | 0.1997 0.1924 | ~0.0814
041314 001249 |-0.1982 | 0.1714 041375 | ~0.0625
~0:4273% | =0.4319*% | 0.2117 | 0.1058 041059 | ~Ce6224%%
11 ~0e4801% | -004809% | 0.2826 | 0.1423 041429 | -0.4431%,
~0.4102*% | ~0.3885% | 0.2502 | 001313 01094 | 05793
12 —0.0848 | =0.0882 | 0+1229 | 02797 | 042784 | -0.0027
01028 | -0.1038 | 01637 | 0.1735 01680 | 040412
~001108 | =0.1005 | 0.1621 | 0.2654 002197 | ~0.0856

vSiognificant at 5% level
*2S5ignlificant at 1% level
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before sowing upto the twelfth week after sowing of the crope.
These correlation coefficients are presented in Table 23.
The three entries in each cell of the table represents the
correlation coefficlents of the weather indices with the
ylields of the PTB varieties tried in the particular season,
in the ascending order of their number and those with their

general mean yield.

It appears from the rosult that the veather indices
P/T and PT were not much different with regard to the valus
of ‘the correlation coefficient in both the seasonss The
index P/T of the elghth week (r1= -0 +5659, L= <0.5202,
r

‘= =0,5413) and eleventh weekirl @ =0.4273, r, = =0.4801,

3 2
r, = -0+4102) shoved significant and negative association
with yleld. The index PT during the above period also had
shown significant and negative effect on crop yield. Thus
the amount of precipitation per unit temperature during the
eighth and eleventh weeks after sowing had adverse effects
on crop yleld. The other index HS in the first week after.
o ~0.4997, ¢

sowing (r1 = =0.4879, r @ =05009) exerted

2 3
significant and negative effect on crop yield.

The correlation coefficients of the weather indices
P/T and PT with yields of the two varieties in the winter
season were not found to be significant in any of the weeks

of the crop growth period under study. However, the correla-
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tion coefficients of these weather indices with aggregate
yield wers found to be significant and positive in the
third week after sowing. The other index H5 in the eleventh
week after sowing exhibited significant and negative effect
= =0.5793) whereas

on yield (ri = =0e6224, r, = =0.4431, r

2 3
the correlation coefficient of‘the same index in the ninth
waeek after sowing with aggregate yield was significant and

positive (zé = 0+4600) «

A set of regression equations were fitted in different
fortnights of plant growth in the two seasons choosing all
those weather indices of the different weeks whose correla-
tion coefficients with yleld wexe found to be signiflcant
at 20% leﬁelof significance. Howaver, in the gutumn season
a prediction equation of sufficlent degree of precision
could not be evolved. The speclific regression equations for
the two varleties in the winter sesason and the general
equation together with the values 0of adjusted coefficient
of determination, standard errors or partial regression
coefficieﬁts are given in Table 24. The important weather
indices which constituted the regression equatlons are the

£ollowing.

W, = PT of the third week after sowing

wg = PT of the £fifth week after sowing

WB = PT of the sixth week after sowing
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= Hs of the eighth week after sowing

'hE

. W, = H5 of the ninth week after sowing
= Hpg of the eleventh week after sowing

W, = PT of the twelfth week after sowing

-] &

A glance -at the results furnished in Table 24
revealed that the maximum value of the adjusted coefflcient
of determinatlon by regressing vield on the weather indices
PT and HS of the pertinenﬁ weaeks was recorded in the sixth
fortnight after sowings The relevant eguation £or PTB 12

based on three weather indilces 1s given by

Yok
W

®&
Y = 3206469 + 14210, = 3.06W; + 1e42W, - (4431)

1

The above equatlion succeeded in explaining as much as 59%

variability in the yield of PTB 12. The equaticn which had
explained about 56% variability in the yisld of PTB 20 is

given by

W LT3
Y = 3125407 4 14920, = 3.11W, + 1.05W - (4.32)

i 7

The same three indices constituted a prediction equation
for the aggregate yield and the eguation having 58% preci-

sion was of the form
F 33 o

Y = 3231.21 + 1.53W, = 3.08ig + 1.26W, - (4.33)

The weather indices ¥W, and 4. were the major contributing

i 6
indices and were declsive in forscasting as they Jjointly

contributed as high as 54% variation 1in winter crop yield.



144

.Table 24 Regression equations of the weather indices PT and LS
on yield of the varieties in the winter season and on
their mean yleld

Time of
forecast
(Noe OFf Regression equations Adjuzted
fortnights R
after sow-
ing)
»
2 = 161076 + 1429W
(0.52)% 0.223
-
2 a 1518417 + 1.9§w1 04330
(0.62)
* e
2 @ 1565404 + 1.60W, 04280
(0.56)
3 e 1628433 + 1.08W, + 0.42W, = 0.41W, 0199
(0.54) {0.44) (0.35)
3 @ 1511486 + 1.76&1 + 04544, = 0439, 0300
{0.64) (0e52) {0442)
3 m 1560413 + 1.38%1 # 04521, = 0394, 04297
(0.57)" . (0,47) (0.38)
4 2 1121405 + 04884, - 04540 + 1417w, 0.259
(0.54) (035) (0.73)
4 = 1195.48 + 1.62§1+ 0444H,~ 047, + 0.67W, 042681
(0.68)" (0455)° (0.43) (0.95)
4 a 1129.5¢ + 1,23}, = 04510, + 1.05W 0.276

0.59)1 (0.38)°

(0.81)%

(contd. . )
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Tima of
:Iiggecce’agt Regression equations Adj gs ted
: . 8 R
fortnignhts
aftor sow=
ing)
5 1001487 + 1,154, -0.39w$ + 1446W, 04349
0.45)% (0.28)° (0.87)
5 899.99 + 1;4sﬁl~ 0,420, + 1.53¥g 0.338
{(0.67)" (0De41) (1.03)
5 101537 4 1e12W, = Oed1W. 4 1.37H 0.293
(0.61) (0.37)° (0.92)7
6 3206e69 + Le210" = 3.060" + 1o42W 04591
(0.35)2  (0.63)%  (0.69)7
6 3261417 + 1.245: - 3.o4§§ 0548
_ (0.33)1 (0.68)
6 3125.07 +(1.92§* -(3;11§; +(1.05w7 0 ¢555.
Ge49) 0.89) 0497)
* [ &1
6 3219.99 + 1.940° ~ 3,090
©.50) (0.89)° 04536
6 3231.21 + 1.53$I - 3.08&2 + 1026W, 0.583
{(0.41) (0D.74) {0.81)
6 '3245.73 + 1.550; - 3.068% 0.534
(0443 (0.77)

Figures in brackets denote the standard error of

partial regression coefficients

¥ Significant at 5% level
®% Significant at 1% level
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The weather index W = R + T (80«T) proposed by Bean(1964)
was also calculated using observations on total precipita-
tion (R) and mean temperature (T) for the crop growing period
under study and the indices calculated for weekly intervals
starting from the week before sowing to the twelfith week
after sowing were correlated with the yield of two varietias
and thelr aggregate yield in the two .seasons. The reéults
pertaining to this study are p&esented in Table 25. As in
the previous cases the first two entries in each cell of
the table refers to the correlation coefficients of the
indices with the yield of the two speclfic varieties and
the third entry refers to that with the general mean yield

in the particular season.

On examining the correlation coefficients appeared
in the table it could be seen that there was significant
and neéative relationship between index values of the ninth
week (r, = ~0.4593, r; = ~0.4287) and tenth week (c,= -0.4802,
r, = =0.5732, ry = ~0+5354) after sowing and the yield of
PTB varieties in the autumn season. In the winter season
the indices pertaining to the week prior to sowing(rln -0 44464,
ry = ~0.4352), eighth week after sowing (rl o «0,.4748,
r, = =0e4353, ry = «0.4567) end twelfith week after sowing
(r1 = =0+5557, L, = -0.5229, Fy = ~0.5629) had shown signi-
ficant and negative association with crop yield.
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'Table 25 2Zero order correlation coecfficients between Bean's weather
indices for the successive weeks gtarting from one week
before suwing upto the tuwelfth waek after sowing and the
yield of PTE varletlss in the twc seasoaz.

(Noe OF Autumn viinter iNoe OF f:g:gﬁ gégggg

waeeks . s@ason season weaks =

after aftar

sowing; sowing

. ~0.0817 ~044464" 0.6922 ~0.3127
-1 ~00345 ~0+4000 7 ~0.0386 -0,2833
* B
=0 ,0595 =0 %4352 00233 -0.,2918
~0.1776  =0,3206 ~0.2417 047485
1 -0.2024 =0 ,1664 { 8 -0 «2239 04353 %
-(},1932 «()+2324 ~0.2371 -0 ¢ 4567 %
~0+2665 -0 .1086 ~0.3842 0.3242
2 ~3+1809 -0 .1668 9 -0.4593* | ~0.2827
=02283 - 41434 =0 A207% =0,.3043
=~(,3209 ~0.0421 -0 4302w «~0+3764
3 =() ¢ 2859 00558 10 ~() ¢ 5732% % -0,3682
-0.3091 040067 =0 5354 =} 35368
-(.0158 -0 +4002 =0.0281 =0 2933
4 00192 =) 43248 11 =0,0729 -0.2109
040015 ~0,35383 -0.0510 -} +2538
~042747 —0.2267 ' ~0.0945 ~0 45557
5 -0.%816 021967 12 -0 el245 ~0e5229*%
=0« 2830 -0+2103 =0.1112 =) «5620% %
=0.1342 ~042961 _
6 -0e1291 -0« 2490
-0,1339 =() ¢ 2593

* Significant at 5% level
v Significant at 1% level
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Table 26(a) Regression equations £itted for autumn yileld forecast

of PTB 1 using Bean's weather indices as explanatory
variables

Sl, Regression equations | | Adjusted
NOa R2

1 Y =15928,31 + 11.51w; - 10.62w; ~ 144140, +
(4098) (3.71) (4‘65) 0.565

8434W, —'25.78%20 + 2o.ezﬁi1
(4.83)7  (5.15) (7.18) L1
i ® @
2 ¥ =22872.26 + 12,730, = 9,22, - 14,094y -
i,

.1
2566 TN, ~ + 21180
(5.43) 10 (7.56) -1

- 11.38m; ~ 23.850

3 Yes 19273.59 + 5,381 +
(3.66)L  (5.36)° (5.99) 10 0.399
L'
17989';'1-
(8.29) 1
W . *
4 ¥ =1B431.,17 = 9,35W; ~ 20.81W,, + 18.89,, 04390
(5.11) (5.42) -~ (8432)
- A %
5 ¥ = 3364.,7 -~ 20.19W10 o+ 19:10“11 0.311
(5.75) (3,84)

6 ¥ =18914.62 - 12.11W
(4.72)

The figures 1n brackets denote the standard error of partial
regresslon coefficlents

¥ Significant at 5% level
wu Significant at 1% level
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Table 26 (b) Regression egquations fitted for autumn yield forecast
of PTB 5 using Bean's weather indices az explanatory
varlables

S5l. Regression eguations Ad justed
Noe R2 .

R % ¥r *
1 ¥ = 21804.29 + 13.08W, ~ 8.36W2 - 15=58W5 + 7.96“8 =

ww (@331 (3.39)%  (4.04) °  (3.73) 0.668
32,77y + 21,2068
(8.99) (6.11)
_ ® o e -
2 ¥ = 23953413 + 10.69M, = 5454H, = 13,720 = 274614+
o 0.602
(6+67)
3 Y@ 21796453 + 6281, =12.39W. = 26.55W . + 18100
= . + s N, = - - LX) 3 . i W
. 10 11
(3.847  (£.42)°  (4.94) (6,83) — 0568
W Lk w
4 ¥ = 20816.18 ~ 10,020~ 28.95W + 19,35, 0.532
(435)" (4.61) (7.07)
| ¥ )
5 ¥= 5481.68 - 22,320, + 1957, 0 o435
(5.05) (777)
3]
6 Yo 21412.59 ~ 14.040 0.298

(a.28) 10

Flgures in brackets denote the standard exrxor of partial
regression coefficients

* Significant at 5% level
** Significant at 1% level
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Tahble 26 (c) Regressilon equations fitted for autumn mean yleld
forecast using Bean's weather indices as explanatory
variables

gl. Regresgion eguations Adjusted
Oe R2

w

¥ - 10,040 - 15.65ﬁ5 +

1 Y = 21389.07 + 13.954

(3e53) 1 (3.55) 2, (§.23) 0.635
7449iig ~ 31490, + 21.66W,
(3.89) (5.23) (6439)
2 Y= 3398.50 4 11.T1N, =~ 7+380" _ 13.900" = 26,640, . F
1 2 5 io
wr (4.69) (3.51) (4.42) (4.91) 04580
20684, U7 : .
(6.83)
3 Y = 20528.00 + 5.83W 12 13§ 25 227* 18 oaﬁ
= . B D i - . -~ - % + »
.09  @.72)° (.20010 ‘(2.am)1d 0.504
. e * 7
4 Y = 19616.62 = 9.93W; - 21.88W, o + 19+120,, 04479
(4.57) {(4.85) (7e44)
&k w
5 ¥ = 4409.10 - 21.25W,, + 19.34¥,, , 0.386
(525) (8,07}
R
6 Y= 20156.57 ~ 13.074,, 00219
(4.39)

Figures in brackaets denote tho standard error of partial
regression c¢oefficients

* Signifigant at 5% level
** Signlificent at 1% leval
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Table 27(a) Regression eguations fitted for winter yield forecast
of PTB 12 using Bean's weather indices as explanatory

variables
Sl. Regression eguations ad justed
KO R
1 Y= 9549.64 - 6.05W, + 12.96w; + 9.6TH, -
- (3.69)%  (4.83) (5.41) 0.533
o R Y L
14403y = 8.74H ,
(4.46) (2.73)
" Ny oW
2 ¥ = 5204.11 + 11.31#, + 8a35W; - 13.72Wg ~ 9.30W,, 0.487
_ (4.94) (5.59) (4,66) (2.83)
x - [ 1.4
3 ¥ = 8949.57 + 12.12W, = 84820, = 9.44W,, 0.453
+ (5407) (3.26) (2.92)
4 ¥ = 17625.96 = 4.95H; - 6.68512 0.322
(3.25) (2.98)
5 0.278

L 4.4 )
(2-79;‘-

Plgures in brackets dencte the standard error of

partial regression coeffilcients

* Signiflcant at 5% level
®* Significaent at 1% level
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Tsble 27 (b) Regression equations £itted for winter yleld prediction
of PTB 20 using Bean's weather indices as explanatory
variables

51.1 Regression equations Mdjustad
NOo Rz

. .** *®
1 X =,..7750.2B - 8030‘_'_{14' 15015W3 o+ 12.41“5 - 14.43”8 -
(5.22) (5.12) {6.85) (6.07)

0.519
104280 )
(398 1 W sk "
2 Y = 2771412 & 134658, + 12.59W, ~ 17:42Wg - 10+39W,, 0476
(5.24) (7.13) -{6.01) (3.,45)
* * kel
3 ¥ = 9331.36 + 13,500, - 9.35W, - 10.32d , 04417
(5e52) (4.12) (3.63)1
o v
4 Y = 5806038 + 8.98W, ~ 12.65W, . 0+294
(5.64) (3.82)
k]
5 ¥ = 15438,91 - 10.24W,, 0.240

(3.64)

Figures in brackets denota the standard error of
partial regression cosfflclents

* Significant at 5% level
wwx dignificant at 1% level
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Tabla 27 (c) Ragracsion equations £itted for winter mean yiecld
forecast using Bean'’s weather indices as explanatory

variables
gl;, Regression equations ad justed
Ce. : RZ
1 Y= 9069,98 - 7.85W_, + 12.20W; + 11,120 =
(4.38) (4.29) {5.75) 0.558

W T
12,300 _ 9,450
(5.09) 2 ~(2.78)12

* LA "o
2 Y = 4395.19 4 1086, + 11429W_. =15.23W_, = 9,57W
(4-47) 3 (6.09) S (5613) 8 {(2.94) 12 0.502

3 ¥ = 10243.22 + 104810, - 7.99%, ~ 9.49%22 0.437
(4.75) (3.54)°  (3.12)

4 Y = 7244.97 + 6.87H, - 11.49&22 0.4320.
(4.85)°  (3,29)
x %
5 Y= 14619.30 ~ 94650, 0..286
{3.,09)

Figures in brackets denote the standard error of
partial regrescion coefficients

¥ Significant at 5% level
vk Significant at 1% level
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The selected regression equations fitted with Bean's
waathor indices as explanatory variables together with
standard errors of the partial regression coefficients and
adjusted coefficients of determination are presented in
Tables 26 and 27. The symbol wn in the regression sguations

th

indicates the weather index for the n™° week after sowing.

among the selected prediction equations, the one with
maximum adjusted coefficlent of determination (ﬁaa 57%) for

PTB 1 is given by

Y = 15928.31 + 11.51%1 - 10.62@2 - 14.14%2 + B.34H, -

K *
25.78ﬂ10 + 20-62W11 ! - (4.34)
The prediction equation for PTB 5 with maximum §2(67%) was
obtained in the sixixth fortnight after sowing and is given by

*

Y o 21804.29 + 13.08&1

* K *
- 8-36W2 - 15-58W5 + 7a95H8 -

" e _
32,7707 + 2142107, | ~ (4.35)

The same independent variables of (¢.35) explained about-sé%
of the varlability in the aggrsgate data and the relevant
equation is

Y = 21389.07 + 13.950" = 10.04W" = 15.650"

1 2 5

ww Yorr
31.49H10 + 21.65Wi1 - (4.36)

+ 7'49H8-

The regression squations f£itted in the ﬁinter season
using Bean's weather indices as explanatory wvariables showed
that yield prediction of PTB 12 could be done in the sSixth
fortnight with a precision of 53% by utilizing the following
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equation

Y @ 9549.64 — 6.05W, + 12.96%2 + 9,674 -

i

e - (4.37)

14.03 8

W
- 8.74w12

at the same tims the prediction sguation evolved for PTB 20

with 52% precision was of the form

¥ = 7760428 = 8.30W_; + 15150, + 12,414 - 144430, -

1

10.260" -~ (4.38)

12
The same indices of (4.38) could explain sbout 56% variation
in the aggregate yield.'The relevant equation is

Y = 9069.98 ~ 7.850_, + 1242807 + 114120 -

&*

12.39%8 - 9.45&12 - (4.39)

4.4. Effect of climatological varlebles at different phases

of crop growth @n yield

A perusal of the results in Table 28 brings to
focus some f£indings on the affect of climatological varia-
bles at different phases of crop growth on yield. It was
found that in the gutumn season all the climatic variables
other than number of hours of sunshine in various growth
phases showed negative correlation with yield though most
of them were statistically nonsignificant. aAbove average

maximum humidity during the nursery period exerted signi-



ficant but negative e¢ffect on yleld (rl = ~0.,4259)« None

of the weather variablee of active vegetative phase exerted
significant influence on yield whore as above average
maxzimum humidity during the lag vegetative phase had
significant influence on yield (r1 = =0,,4667)s The aeffects
of above average total rainfall (rl n ~0,5097, r, = =0 +5069)
and rainfall range (r1 @ «0,4809, r, = ~0+4335) during the
reproductive phase on yield were significant and asgativs.
The minimum humidity (ri o =0.4425) and mean humidity

(r1 2 «=0,4397) during the same period also had shown
negative assoclation with yield. Thus above average total
rainfall and maximum humidity during the reproductive phase
was expected to cause a considerable reduction in the

final crop yield. Number of hours of sunshine during the
reproductive phase was not found to limit the crop yield.
Nono of the weather variables of the ripsning phase contri-

buted significantly towards crop yield.

The effect of weather indices db different phases
of crop growth on the yield of varleties tried in the winter
8eason were more pronounced and statistically significant. It
ig cvident from the results -that the effect of above average
maximum temperature during the nursery period on yleld was
negative and significant (rl = ~045743, r, = -0.5112). AL
the same time above average maximum humidity (ri = 0,4102),

above average minimum humidity (:1 = 0+4360) and above average



Table 28 (a)

Zare order correlation coefficlents of climatic variables at different
phases of crop growth with yield of PTB varieties in the autumn season

Maxi-

Significant at 1% level

Total Rain- No .of Mini- Mean Maxi- Mini- Mean NO«Of wWind
Phase raln- £all ralny- mum . mam temper- mun mum hured - hours velo-
£all range days tempe=- tamper- aturge huml- humi- dity of sun- city
- i rature ature dity dity .shine
. . . . R - . * . . . . N - . . .
N?rsery 040478 =0.1133 =0.0696 =0.0789 =0,0932 «0.1035 =0e4259 «0.0049 «0.0863 =042967 =0.2379
1) ~040573 - ~0.0323 =0+1628 -0.0268 -0.0684 =0.058¢ =0.3499 =0.0862 =0.1721 =0.1762 - 0.0845
Active 03322 =0.2942 7 5 ' | ‘
vegeta= 0% . =0.1571 0.1562 0.0179 0.1054 =0.0705 =-0.2782 ~0.2644 0.1443 <0.3288
tive “0e1726 =0e1803 <=(e0781 040073 =0.0517 =0.0228 =0.0692 =0¢1103 =0.1551 00638 =0.1917
phase I1
Lag vege- R '
tative ~042394 01932 0.0352 =001539 =0.0429 =0e1203 =0¢4667 ~0.30284 ~0.3052 0.1639 =0.0313
phase .
III " ©0e1308 002635 001263 =0e2775 =0.0911 =0e2275 =~0e3962 =0.2463 =0.2787 0.1011 =0.0899
II + III =0e3439 =0+1349 =0.0442 0.0284 =0.0128 0.0059 ~0.1443 =0,3358 <0,3048 0.1806 =0.2349
 =0e1805 =00288 040654 =0.1452 ~0.0747 =0.1342 =0.1758 =0.1949 =0.2029 0.0980 -0.1775
Reproduc— * * : w . *
tiva ~0.5097 =0.4809 042844 0.217S 0.0907 01754 =0.2611 ~-0.4425 =0.4397 0.3771 =0.3135
. "
phase IV - 5 c0gg .0.4835 ~0e2306 =0e0236 =0.0039 <=00116 ~0e2227 =0.3775 =0.3752 03860 =0.1472
éﬁgse g ~0+2843 =0.2968 -0.3096 0.0438  0.0513 0.0647. =0.1157 =0.3367 =0.2939 0.3269 -0.2973
* Significant at 5% level
R

LST



Table 28(b) Zero order correlstion coefficients of climatic variables at different
phases 0f crop growth with yield of PTB varieties in the winter season

Total Rain~ NGeof  Maxi-  Mini- Mean  Maximum Mini-  Mean  No.of Wind
rain- £all rainy mam- mam temper e  mum humi-  hours velo=-
Phasa £2ll range days tempe- temper- ature humldity humi - dity - of sun~- city
rature ature ’ aity shine
Nursery 0.3953 0.3609 0.1929 -0,5783 -0.2511 -0.2518  0.4103 0.4360 0.4465 -0.2315 0.0125
1 043240 0:2917 0.0208 -0.5114 -0.1228 -0.1801 0.3899 0.3763  0.3979 -0.0603 0.1803
Active ~0.0585 =041709 0.1774 =0.2968 =0.41i12 =0.4415 0.4588 -0.0746 0.0434 03916 -0.5403
VIotAT  0.0073 -0.0253 ©0.1633 -0.4118 -0.2092 -0.3784 0.5228 -0.0295 0.0559 0.2305 -0.4234
phase IX '
Lag veget x % % "
tative 0.2601 01199 0.3933 ~0.5938 -0.2614 =0.5084 0.416% 0.1415 = 03061 =0.4787 -0.5035
phase IIly 4031 002265 004374 -0.6908 -0.0793 -0.4085 0.582% 0.3331  0.5000 -0.594% -0.5810
II# III 0.0834 =0.0922 0.2436 -0.5285 -0.3323 -0.5148 0.2515 0.0393 0.3257 -0.0401 -0.621%
III 0.2289 0.1061 002577 -0.6488 -0.1596 =0.4254 0.2009 0.1986 0.4825 -0.2019 ~0.5938
gro T — _ gg ) - : )
Repro- 03371 041577 0.6541 =0.7941 =0.1826 =055 003047 041322 0.2928 =0.3331 -0.0862
ductive o
042653 002095 044526 =0.7175 -0.1603 =0.4815 0.3675 0.0716 0.2832 -0.2440 -0.0976
phase 1y
fige“‘ -0.1923 ~0.1679 ~0.2019 ~0.6478 -0.5881 =-0.7082 0.2007 -0.3525 =0.1156 0.1143 =0.0858
phase V -0.0907 ~0.0850 -0.1032 -0.5634 ~0.4911 -0.6053 0.2939 -0.2639 0.0034 0.1303 =0.3158
* significant at 5% level —
»x Significant at 1% level o
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mean humidity (r1 = 0,4465) during the above pariod were
conducive Eo-ge; better yield'of the cr0p; An important
waather varlieble in the vegetative phase which had benefi-
clal impact on crop gr9wth segmed to be maximum humidity

(r, = 044546, £, = 0.5225), Maximum temperaturs (r, = =0.4116),

2
minimum temperature (ri = =0.4113) and mean temperature

(rl = =0,4415) during the same phase showed negative associa-
tion with crop yield. The weather variables of the lag
vegetative phase seemed to have relatively greater influence
on crop yleld. High rainfall (r2 = 0,4031) and frequent
rainy days (r2 = 0.4374) exerted baeneficial effect on the
yield of PTB 20, Maximum humidity during ... this phase

(r @ 0.4161, r, = 0.5823)also had positive association with

1 2
yield., On the contrary meximum tenperature (r1 = =0 4,5926,

r, = =0.6909), mean temperature (r1 = «(.5004, ry= =0 .4085)

2

and number of hours of sunshine (r1 = -0.4787, r,

during the lag vegetative phase werc negatively correlated

= =0¢5943)

"with yield. Wind velocity of this phase algo appeared to

have adverse effect on yleld (ri = =0,5039, r, = =0.5810)

2
The high positive correlation coefficient (rl = 0,6541,

x, = 0¢4526) of number of ralny days during the reproductive
phase with yisld showed that well distributed rain during
the reproductive phase was conduclv®i for better production.
The maximum temperature (r,= -0.7942, r,
temperaturs (rl = =0.,5369, r, = =0.4815) during the reprodu-

= «0,.7179) and mean
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ective phase were negatively correlated with yield. Further

above average maximum temperature (r; = ~0.6478, r; = =0.5634),
above average minimum temperature (r1 = =0.5861, r, = ~0.4911)
and above average mean temperature (rl = -0.7062, r, = ~(0+6050)
of the ripening period weza found to exert significant adverse ‘

effects on ¢crop yleld.

4.5, Effect of date of sowing on crop yield

As explained in Sectlon 3.4 of Chapter 3 the rank
correlation coefficients between the ranks of the series in
accordance with date of sowlng and seasonal yield were
worked out and prasented in Table 29. It was found that
none of the rank correlation coefficients for the two varie-

ties in the two seasons were significant.

Table 29 Rank correlation coefficlents betwean tha
ranks of date of sowing and that of the
yleld data for the varieties in the two

seasons
Season Variety rank correlgetion
coefficient (@)
PTB 1 0.2169
Autumn PTB 5 0.1452
Winter PTB 12 ~0+1023

- PTB 20 =0+0741
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Hence 1t can be concluded that crop yleld was not
significantly influenced by slight changes in tho time of

sowing for the crops in the two seasons.

When student!s .'t' test was applied for testing the
significance of the difference between mean yields of sarly
sowing years and 1ate'sowihg years none of the 't' values
turned out to be statistically significant (Table 30).

Thus it may be concluded that delayed éowing was not found
to exert any signlficant negative effect on the yield of
PT8 variaties.
Table 30 The calculated values of 't' for the
comparison of mean yields of early sowing

and late sowlng years for the PTB varieties
in the two seasons.

Season Variety t value
PTB 1 0.2973
autumn
PTB 5 0.2532
PTB 12 07549
vinter

PTB 20 0.5081
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DISCUSSION

Weather plays a vital role in crop growth and yield.
Due to the ¢omplex interactions among the climatic para-
meéers themselves, an actcurate analysis of the relationships
involved in plant growth and yield kecomes difficult,. a3
rlghtly pointed out by Fisher (1924) the inherent complexity
of the felatibnship betwean ylelds of farm crops and
previous weather which largely controls yilelds arlses
primarily £rom the complexity on the problem of speclfying
the weather itself: agriculture being the greatest
national industry in India, several studies have been
conducted in our country on crop weather relationships.
Thay relate to a cleser and deeper analysis Of weather
data to provide a proper understanding of the direct and
indirect effects of the.various waather factors on crop
growth and yielde Ricé being the staple food of most of
the Indians advanced estimates on its probable production
are of immense use £0r advanced planninge Suchlestimates
are also useful for working out appropriate agricultural
strategies for regional development. As f£ar as the State
of Kerala is concerned, paddy occuples the position of the
premier food crop of the state and an increase in the
output of the crop is clogely linked with the agricultural
and s¢onomic development of the State. Intbpite of several

measures taken by the government from time to time to boost
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up productivity of paddy in Kerala State, tha realised
growth rates in the past decades were not substantial.
The high reliance of paddy on weather may be one of the
reasons for this slugglsh growth rate. So far, not much
work on thaese lines have begen done in a systemati¢ manner
in South Indla, especlally in Kerala. Hence attempts
have been made in the present study to examine the nature
of the relationship between weather factors and rice
yleld and to predict yield of medium duration paddy varie-
ties through selected weather parasmeters, well ahead of
harvest. The differentlial response beztween the varleties
with regard to the offect of the meteorological variables
was also examined. Of the four varleties involved in ihe
study, PTB 1 and PIB 5 were confined to the zutumn season
while PTB 12 and PTB 20 were tried in the winter season.
The salient results obtained in the investigation are

discussed below.

As a matter of fact, rice crop reacts differently
to climatlc paramsters during different stages of 1its
development. These responses are usually manifested in the
£inal yield of the crops Therefore not only reliable
meteorological data for the whole crop growing season are
needed but it is also essential to know their specific
influence at each growth stage of the erop. Staﬁistical

analysis based on weekly weather data enables one to
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determine the effect of weather factors on crop yield
more accurately than that based on yearly, monthly or

geasonal data.

The simple correlation and multiple regression
analysis of the weekly weather variables with rice yield
helped in understanding the effect of climatie variables
at small 1ntérvals of crop growth on yiela. The results
showed that the effect of weather variables at different
weeks of crop growth on yield were not similar in the two
s@ascns. Howsver, more or less same values of correlation
coefficlents of weather verisbles were obsesrvad with the
ylelds of the farieties in the same seagson and with |

aggregate yleld.

The results illustrate that for the rice varieties
tried in the autumn season, above average total rainfall
during the first waek after sowlng was found to be bene{}-
cial for crop growth and yleld. In the autumn season, dry
nursery is o#r practise and there is likely to be moisture
stress. Since there should be necessa%y s0il moisture for
the germination of seeds, rains after sowing must be expsce
ted to be beneficilal. Beneficial effect of premonzoon
showers in ldwering the maximum temperature to tha optimum
level for germination of wheat was reported by Sreenivasan

(1972)+s On the contrary, sbove average number of hours of
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gunshinae during the £irst week after sowlng had adverse
effect on yield. A probable desiccation of just sprouted
seedlings is attributable to this. Sreenivasan (1974) has
reported that any amount of rain received during the
germination phase of the wheat crop would ke beneficial
fér batperhyield. It was evident that above average number
of rainy days during the third week after sowing and fifth
week after sowing had positive relationship wiéh £inal
grain yield. This may be attributed to the fact that
well distributed showers will promote good seedling growth.
At the same time, the high rainfall range during the fourth
week after sowing and zbove average total rainfall during
the f£ifth week after sowing had sﬁown datrimenﬁal effects
on yield. Heavy rains and excessive moisture in a dry
hursery are known to cause vary fast vegetative growth

of seedlings which is not good under a dry nursery system,.
Such seedlings with excessive growth for two weeks {fourth
and f£ifth) before planting would have formed nodes and
hence become physiologically over~ageds The f£indings of
Tandka 6t gle (1966) was in agreement with this result.
Also the heavy ralns during the £ifth week after sowing
which coincides with the time of land preparation of ‘main
field would ﬁave resulted in leaching losses of applied
inorganics as well as organics. Fisher (1924) also has
revealed that it was the distribution of rainfall during a
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segson rather than its total amount which influenced wheat
yield. Tomar (1975), Huda et al.(1975), Sreenivasan (1974)
and Bhatia (1983) were of the opinion that above average
rainfall during the nursery period of kharif rice is
beneficial for better yield} This waé contrary to the
£indings of the present study as far'as the total rainfall
during the end of the nursery period is considered. above
average total rainfall during the slxth and eighth weeks
after sowing, nuﬁbar of rainy days during the seventh week
after sowing and rainfall range during the eighth week
after sowing were found to have negaiiva association with
yield. Daily or very frequent rains immediately following
transplanting will not allow the planted seedlings to
establish well quickly by the disturbances and also will
not allow drainage of the fiecld especially during the
gouth west monsoon seasone The findings of Sreenivasan
(1968) also was in confirmity with this result. Frequent
heavy rzins in such a period immediately following transe
planting will necessitate continuous draining of water and
thus result in loss of nutrients through leachinge.

Huda gt gle.(1975) and Tomar (1975) also have reported that
above average rainfall during the vegetative phase was
detrimental to better rice yielad guring-Kharif:season.
Bright sunshine hours and above averade maximum tempera=-
ture during the ninth veegk after &owing, above average

ﬁaximum and mean temperatures during the tenth week after
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sowing and bright sunshine houfs during the eleventh week
after sowing adversely affected the f£inal crop yield. The
above mentioned periods coincided with middle of July which
is having a high general temperaturg. With this high
temperature an increase in bright sunshine hours could be
agsociated with higher temperature which was very much above
the optimum level for rice plante. Huda gt al.(1975) has
found that above average maximum daily temperature during
the vegetative growth phase had adverse effect on rice
vields In contrast to0 the results in the présent atudy
Stansel (1966) and Mayr (1967) have got positlve associa-
tion of light energy during the vegetative phases of crop
growth with yleld of rice. above average total rainfall
and hlgh range of rainfall during the eleventh week after
sowing had adversa,efﬁect on yield whereas the well distrie
buted rains during the same perlod were generally-beneficial.
Extreme rains would create problem of drainage which
influences the crop growth negativelye. Further,” the loss

of nitrogencus fertilizers applied as top dressing is also

possible due to this excess raine

The effects of climatic factors on ¢rop growth and
yield of PTB rice varieties grown in the winter season was
more proncunced. Above average maximum temperature, minimum

temperature and mean temperature of the week prior to sowlng
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exerted adverse sffect on yield. For the wet nursery of
Mundakan crop, only organic manure is applied. Above
average temperature might have had influence on the fast
loss of nitrogen from the qulckly decomposing tender green
leaves applied as organic manure in the nursery. Depletion
of the nursery plot of its nitrogen might have influenced
the seedlings and their initdal grpwth. on the contrary,
above average maximum hunidity during the pr@sowing
period wag beneficial for crop. Above average Maxlmum
humidity during the second week after sowing also had
beneficial effect on f£inal grain yield, Thié is the period
of break of monsoon between the south west and north sast
monsoons. The humidity as a result of well distributed

raln during this period can naturally be beneficial.

foove average .. total rainfall and more number of
rainy days during the third week after sowing was conduclva
for batter yield. Being the seedling stage, the stored
food in the se=sds might have got exhausted. Hence a well
distributed rainfall during this period could have becoma
beneficial in the case of such season bound Mundgkan
variaties. ODuring the same period, high range of rainfall
had shown negative effect on yield which emphasize the
importance of wall distributed rainfall. More number of
ralny days during the sixth week after sowing had detri-
mental effect on yleld. This period synchronizes wiith the

first week after transPlanting. The excess water through
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mora rainy days on one hand and the frequent rains on the
other would have influenced negatively the quick seedling
@stablishment. Lomas and Shagshova (1973) also havé reported
that, assuming a constant average rainfall, additional
rainfall prior to scowing or during the period of germina=-
tlon and during the initial growth stages of the wheat crop
was found to be beneficial to the crop whereas additional
rainfall during the middle and at the end of the growing
s2ason atfected it adversely. Above average ralnfall and
meximum humidity during the seventh week after sowing had
shown positive association with yield.‘~This was the second
week after transplanting and the period reqguirsd more water
for good growth and yield of the rabl crop. Above average
sumber of hours 0f sunshine during ths ninth'week after
sowing had significantly end positively related with yield
whereas more number Of rainy days and sbove average minimum
humldity during the same period had shown advarse efiects
on yield. North east monsoon with afternoon hegvy rains
during nini::h week could very much raduce the number of
hours of sunshine, generally. Under this situation any
increase in number of hours of sunshine‘would be beneficial
for better yield. The crop has also passed the maximum
tillering stage with more foliage and characteristic long
leaves of these varieties with mmtual shading. Hznce only

with bright sunshine for a larger number of hours, adequate
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quantity of light can be transmitted to more leaf area.
This result was in agréement with the findingé of Yoshida
(1972) » Below avergge maximum temperature, msan temperature
and minimum temperature during the period starting from the
alghth wack to the twelfth week after sowing woﬁld also be
beneficial for better crop yleld. By this time the plant
has reached a phase in between maximum tillering and
panigle initiation. For the Mundaksn varieties, it is the
lag vegatative phase and maximum leaf area is attained
during this phase. Water has started becoming limited in
supply. increase in temperatures at this stage could cause
more respiratory enargy loss and transpiratory water loss.
The significant and negative agsociation of wind velocity
during the tenth week after sowing with rice yiald could be
attributed to the lacreased svaporatlon loss of water at a
time when water ha3s started becoming scarcs. Above average
nunber of hours of sunshine during the eleventh week after
sowing had exerted zdverse effect on yield., It might be
assoclated with the nagative effect of excess temgerature
through the long uumber of hours of bright sunshine which
is influencing the plant through excessive transpiration

and resplration.

The correlation analysis of climatic variables at
different phases of c¢crop growth on yield of autumn rice

showsed that above average maxlmum humldity during the
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nursery period and lag vegetative phase had advarse efiects
on yield. The nursezry period coincides with the period of
heavy rains due to the onset of south west wmonsoon which

in turn results in increagsed huwnidity. Thus the adverse
affect of maximum humidiﬁy may be attributed to the indirect
negative sffect of heavy ralnfall on yleld. Heavy rains
would cause more proncunced growth at the initlial stages
which ls uanfavourable for betier yield. Above average
minlmun and wean hunidity during the reproductive phase

was negatively related wiith grein yleld. High humidity,
particularly during the rainy season is likely to affect

the plant growth by reducing the transpiraticnal cooling

of the plant. The lowering of the yield with the incresse
in maximum and minimum daily relative humidity mey be
related to thig aflfsgt. Thié hypothesis is further supported
by the fact that low humidity ic one of the important
agromateorvlogical environmental f£actors for meximum rice
production (De Datta and Zarate, 1970). The adverse effect
of zbove average mexlmum humidity excopt during the first
two weeks of plant grouth of psddy was reported by Huda et gl.
{1975). sSreenivasan and Banerjee (1978) had found negative
influence of above éVGraga ralative humidity during the
vegctativa phase on rice yiald, in contrast to the. £indings
of the precent study agrawal at ale (1930) havegot beneficial

effect 62 above average relative huaddlty during initial



growth, lag vegetative and reproductive phases of the crop
on rice yield. It was evident £rom the results that heavy
ralnfall and high range of rainfzll during reproductive
phase of the crop were not conducive for better yield. The
findings of Tomar (1975) and Huda et al.(1975) also are in
confirmity with this result. Above average total rainféll
would affect the rate of pollination and fertilization at
the time of flowering. Also higher rainfall would reduce the
sunshine hours which would affect the rate of photosynthesis.

The correlation analysis Of weather variables at
different phases of crop growth with the ylelds of varieties
¢ried in winter season showed that above average maximum
temperaturs through out the crop growing season had exerted
adverse affects on yleld. above average mean temperature
except in the nursery period also had negative effect on
crop yleld. The above average minimum temperature during
the asctive vegetative phase end ripening phase showed signi-
ficant negative association with yleld. Thus in general a
reduction in maximum tempaerature was beneficial for the
crop. The minimum temperature available at Pattambi during
this c¢rop growing season except during the active vegeta-
tive and ripening phases could be considered as optimum
for rics growthe. The significént negative correlation of
high temparatures could be attributed to the gdverse effect

of transplratory water loss and resplratory energy loss.
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During'this season any f£actor which cause molsture stress
would redﬁce ﬁhe crop yleld. The low night temperature at
the later phases influences the panicle number by prevent=-
ing death of panicle initiated tillers. Thé high dry
matter production at harvest is also fa&oured by cool
nights preventing excessive_respiration and conserving
maximum photosynthesiss Moreover, the low temperature
during the ripening period prolongs the ripening phase
which in turn increases the amount of solar energy received
by the crop resulting in a high grain yield. Sreadharan
(1975) and Hel and Small (1969) also have reported similar
rasults, while Da Datta and Zarate (1968) observed a signi-
fleant and positive correlation between temperaturs during
the ripening period and rice yleld. 2bove average maximum
humldity during nurserxy period and vegetative period had’
heneficial_effect on yleld., Molsture availasbility would
solve the problem of water loss through evapotranspiration
from the plant. aAbove average total rainfall during the lag
vegetative phase and more number of rainy days during the
reproductive phase ware conducive for better yleld. As the
crop reaches the lag vegetative and reproductive phasaes in
the winter season the problem of water scarcity is arising
and thus above average total ralnfall and number of ralny

days during these phases would have great beneficial effects
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on yield. On the contrary bright hours of sunshine which
is above average during the lag vegetative phase seemed

to have negativa relationship withh yielde. This may be
attributed to the association of this meteorological
parameter with temperature which influences plants through
excessive transplration and raspiratioﬁ. Heavy wind along
with high temperature during the vegetative phases of

crop growth would result in increased evapotranspilration
which had unfavourable effect on rice yleld. Tullis (1934)
has reported that high temperature accompanled by increased

wind veloeity on clear bright days would cause scald of paddye.

The results of the fortnightly yield prediction of
the varleties tried in the autwnn season .using the weekly
weather varigbles chowed that the marzimum precision for the
yield prediction eéuations wan obtained in the f£ifth fort~
night after sowing. There after the improvement in accuracy
for the predic?ion aguatlions were not suvbstantials The fore-
casting eguations in the fifth fortnight after sowing, given
by (4.2), (4.3) and (4.4) moking use of the veather varia-
bles viz., number of rainy days, total reinfall, rainfall
range and nurber of hours of sunshine of the partinsnt
perlods . of crop growth could explain about 94%, 78% and 90%
of the total varlation in the yield of FPTB i, PTB 5 and

aggregate data respectively. an earlier forecast in the
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third fortnight after sowing with sufficient degree of
precisioﬁ was also possible. The realised maximum precision
of the prediction equations in the third fortnight for
PTB 1, PTB 5 and aggregate data werse 82%; 676 and 77%
respectively. Further, awong the dlfferent variables,
number of rainy days during the thipd and f£if£th weeks
after sowing, rainfall range during the fourth week after
sovwing and total rainfall during the elighth week after
sowlng were decisive in making yield forecest of the
varieties tried in the autumn season. Undef heavy rain-
f£all condition it scems that every additional amount of
rainfall especially during critical periods may be detri-
mental to the crop. It is for this rsason that partial
regression coefficient of yield on reinfall in most of
the weeks turned to be negative. Jahaglodar and Thots
(1283) have reported that total ralnfall during Kharif
season had diminished the yield of ricas It was also
found that PTB 1 vas more sensitive to climatic changes

than PTB 5. ‘

Tha prediction equations developed in the present
study are more efficient than most of the earlier predi-
ction equations developed by other workers. One of the
reasons for low predictability (about 72%) for the regression
equation obtained by Sreenivasan (1268) at Pattambi is
that he had not tgken into account the importance of rainfall

range and rnumber of ralny days in building up prediction models.



Now it is an established fact that rice yield is governed
not only by.the amount Qf rainfall but also its distribu-
tion cover the seasons. The prediction equation developed
by Sreenivasan and Banerjea (1978) for yield forscast of
rice at aduthural had a predictabllity of 65 per cent.
This prediction egquation involved only two climatological
variables viz., number of hours of sunshine and maximum
tempargture during critical perlods of plant growth.

Rao (1980) used maximum daily temperaturs and rainfall
avaraged for 20 weekly periods during the Qrop growing
seagsons as explanatory variables for the prediction equa=
tion which could explain asbout 87% of the variation in yvield of
tossa jute. Daigo (1943) estimated that about 65% of tha
yearly deviation in rice yileld was attributable to the
deviation of alr temperature, Das gt al. (1971) made use
of the monthly weather variables viza., total rainfall,
nunber of rainy days, maximum temperature and oggurrence
of drought and £lood during the crop growing perlod for
predicting the yield of rice. The prediction sguation
including trend could explaln only 90% of the variation
in rice yleld at coastal Mysore. But when Shrikande and
Chaudig. (1965) used multiple linear regression analysis
with amount of rainfall, number of rainy days and sunshine
hours as explanatory wvariables,they could deVaiop equationé

2

with high accuracy (unadjusted R® in the range of 83-98%)

for predicting rice yield, -
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on examining the yield prediction eguations using
waekly weather variables for the wvarieties trled in the
winter season it was evident that the precision of predic-
tion equations is more in the case of PTB 20 when compared
to that of PTB 12 In the case of PTE 20 and aggregate
vield data, forecasts wlith sufficiently high degree oOf
precision { 81% and 774 respeectively for PIB 20 ané aggregate
data) could be had in the fourth fortnight itself. . The
agquaticn (4.7) could be used for the yield prediction of
PTB 20, The waather variables used as regresaoxs in the
regresgion eguation were maximum and minimum temperatures,
total rainfall, railnfall range, number of rainy days and
maximum hunldity of the critical periods of crop growth.
The maximum precision (79%) for the yield prediction of
PTB 12 could be achileved by the use of the prediction
equation (4.9) in the sixth fortnight after sowing and
the wesather varlables viz., minimun humidity and number of
hours of sunshine in addition to the above mentioned

variables were used.

In contrary to autuma crops, yileld of paddy in the
winter season was depeadent on other lindting factors
such as temperature, humldity, anumnber of hwurs of sunshine
in gddition to rainfall and number Oof rainy days. Tha
effact of these varlables were moge pronounced at later

stages of crop growkll and the predictlon sguation involving



these variables resulted in high degree of predictabllity.
As in the case Of autumn crops, third week after sowing
was adjudged to be a critical peried for rainfall and
number of rainy days for winter crops alsc. Iicrease in
rainfall during this perlod would cause & drastic lncrease
in yield whereas freguent occurrence of ralny days at the
time of transplenting and during the lag vegetative phase
was found o be harmful for th: ¢rop. Eelow averzge maximuam
tempecature and mean temperature during the tenth weak
after sowing were found to be beneflclial for better crop
yield in both seasonss But shove aversge hright hours of
sunshine during the zleventh waek after sowing had zdverss

effect on yield.

The crop growth and yleld is not only affected by
the individual effect of weather factors of the crop
growing period but also by the interaction effect of each
of these factors during the period. Further, in addition
to their effect during a specific period thelr cumulative
effacts or carry over effects f£rom previous periods are
also equally important. These cumulative effects have to
be measured from one wesk before sowing to the particular
stage of crop development. To gccomplish these aims,
genserated variahles or weathar indices were constructed
under two types of models. The correlation analysis of

‘these generated variables under the two modals with crop
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yield showad that the variables under model 2 wsre more
strongly correlated with rice yleid. This result was

in confirmity with the findings of Agrawal et al. (1880).
Bventhough thia prediction aguations using the generated
variables could not improve the value of ®% from that of
the ordinary regression models using weekly weather
variables, earligr prediction with sufiiciently high
degrae of preclsion was possible. Also efficient prediction
equations with less nuwber of generated variables as

predictors could be evolved,

As it was seen from the regraession analysis using
wegkly weather variables as predictors, the yisld prediction
of PTB 1 was more reliable than that of PTB 5 in the autumn
season and in the wilnter season the accuracy of prediction

of PTB 20 was more than that of PTB 12.

On examining the prediction equatlons developed
using the generated variables under the two models, it
was evident that model 2 was suparior o model 1 and could
he used convenlently.for yield vredletion of medium dura-
tion varieties of paddye The yaln in precicion of the
prediction equations undexr model 2 over those under model 1
using the generated variables of thae particular fortaight
of pradiction was in the range of 28 to 40% for the varia-

ties tried in the two seasons. Among the yield prediction
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equations devalopad for the different varieties, the
prediction equation for PTB 1 under model 2 had the
maxlmum gain in precisions It was also found that the
accuracy of the prediction equations under model 1 could
be greatly improved by incorgorating the supplementary
information on tha generated variables of the previous
fortnights of prediction in addition to those of the -
particular fortnight of prediction. Under this model an
yield forecast with maximum precision (ﬁg = 0e73) was
cbtained for 1B 1 in ths fourth fortnight after sowings
In the casc of model 2 the yleld predicticn equations
daveloped on the basis of ths generated variables of the
previocus fortnight of predigticn in adaition to thoss of
the particular fortnight had not shown any substantial
improvemsnt in efficlency over those based entirely on
the generated variables of the particular fortnight of
prediction alone. But the process led t0 a set of highly
efficient pradiction models with lesser nuwbher ¢of para-

meters.

In the gutumn season the optimum time of yield
forecast by making use of the generated varizbles was
found to be the fourth fortnight after sowing. The relevant
equations (4.14) with a precision of 88% and (4.15) with
a precision of 786 could ve used for forecasting the yleld

of PEZB 1 and that of PIB 5 respectively. Further, a



forécasting equation developed for PTB 5 in the first
fortnight after sowing had a moderate accuracy of 69%.

In the winter season also.the optimum ¢ime of yield
prediction (R* = 69%) of PTB 12 turned out to be the
fourth fortnight after sowing and the equation (4.18)
could be used for the predicticn purpose. Howaver an
equally efficient forseasting equation (B2 = 0.687},

but with larger number of generated variables could be |
daveloped ag early == in the first fortnight aftor sowing
of PTB 12. Thisc can cloc be useld for getiding an early
foracast of the crop yleld. The sixth fortnight gzfter
sowilng was adjudged o0 be an ideal time for making ylield
forecast of PTB 20 in the winter season ané the relavant
aquation (4.19).cou1d be used f£or gatiing a fairly accurate
astlnate of production (§2= 88#%)+ The study also revealed
the importance of intveraction components in defining yield
prediction equations on paddy, especially thwse including

ralative hunidity and number of hours of sunshine.

The results of the ragressicn of yisld on generated
variables indicated that the value of the cosfficlent of
determination obtained for the predictlon eguations under
the two models in the present study were significantly
higher than that recorded by Zgrawal et al. (1980). Accord-
ing to them the coefficilent of dotermingtion was of the

order 0.8037 under model 1 and 0.7112 under model 2.
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They have also reported that the optimum time of yield
prediction of paddy is in the eleventh week after sowing.
In the present study forecasting equations with sufficient
degree of precision could be developed in the fourth forte
night (sighth week) after sowing itself for all the
varleties except for PTB 20 in the winter season. The
results are indirectly in agreement with the f£indings of
Agrawal gt al. (1980) in the sense that reliable predi-
ctions could be made at about 2¥2 months before f£inal

harvast.

The results of the principal component analysis
using generated variables of the varieties tried in the
two seasons indicated that in the case of PTB 1, out of
the nine components the first four wera able to explaln
about 86% of the total variebility in the oiiginal data.
In the case of PTB 5 the £irst component alone had explai-
ned about 63% of the total variability. For PTB 12 the
£irst two components had succeeded in explaining 88% of the
total variation and in the case of PTB 20, the first two
components were able to explain about 80% of the total
variabilitye. Pochop et ale (1975) used daily maximum and
minimun temperatures and total railnfall of the crop grow-
ing period of wheat for the principal component analysis.
Out of 42 components, 31 components were used by them to
account 20% of the variability in the original datas



183

Eventhough the percentage variaticn in the original data
explained by the principal compenents in the present
study was lower than that reported by Pochop gt gi. (1975)
the structural description of the datd_complex could be

achieved in the present case with a few components alone.

Mansfield gt al. (1977) suggested that 1if ﬁhe only
components deleted are those with small variance then
there was very little loss of predictiveness in the regress=
ion. while Jeffers (1967) specifically stated that rela-
tions beﬁween the dependent variable and all of the com-
ponents should be examined since it is always possible
that one of the components with small variancs may be
related to tha dapendent variables. In the prasent study
regression equation were £itted using all the principal
components as well as using those components which had

greater Variancé. The values cf ﬁz

for most of the predi-
ction equations £itted using the moithod of principal
components were not found to have any impruvement from
that of the original eguastions cbtained though usual
fegression analysis. However for PTB 20 in the winter
season ragression of yield on principal components had
rasulted in better prediction equationz. In the case of
PTB 1 in the autumn seascn nine components could explaln

about 90% of the variation in yields TFor PTB 5 7%4 of the

variation in yield wes explained by f£ive compornents.
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In the case of PT8 12 the value of R> for the forecassting
equation using five components was 66%. As indicated above
relatively high degree of precision_(§2=96%) was obtained
for the prediction equation of PTB 20, using nine components.
The regression equations formad through the components

of larger varlance also had succeeded in explaining
sufficient amount of variation in yield. It was also
found that when all the principal components were used

as predictor variables, ths resulting partial regression
coefficients failed to be statistically significant. This
may be attributed to the fact that when all the components
are used the ordinary least square solution of regression
is exactly reproduced. If tha characteristic root of any
of the principal components is approximately equal to zero
the linear function defining that component becomes zero
and it acts as the source of multlcollinearity in the data.
i1t was also found that the regression coefficlents of the
components become gsignificant as some components were
deleted from the regression'analysié. However the accuracy
of foracasting models obtained through principal components
was higher than that was reported by Agrawal et al. (1980)
except in the case of PIB 12 in the winter seasones Accord-
ing to these authors two principal components obtained
through five generated varisbles could explaln about 80%
variation in yield. Pochop gt ale. (1975) also had regresssd

yield on principal components and the eguation could explain
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only 54% of the varliation in wheat yield which 1s consi=-
derably lower than that in the presaent studye.

The weekly weather indices P/T, P.T and HeS whexe
P is the total precipitaticn, T is the mean temperature,
H is the mean relative humidity and S5 is the average number
of hours of sunshine were c¢alculated fog the two seasons
of study; Tﬁe correlation analysis of the weekly weather
indices with rice yialé showad that the indices P/T and
PT were not much different with regard to ths value of
the correlation coefficients in both the seascns. Further,
yield prgdiction‘equations were developed using the weather
indices P.T and H.S5 as explanatory varlakles. However, in
the gutumn season a pradiction eguation of sufficient
degree of precision could not be evolved. In the wlntex
Beason a maximum precision of 59%, 56% and 58% was obtained
for the prediction equatlons foxr PIB 12, PTB 20 and aggre=-
gate data regpectively by making use 0f the iandices vig.,
PT of the third week after sowiqg, HS of the cleventh week
after sowing and PT of the twelfth week after sowing. .
another index proposed by Baan (1964} which 4s given by
W= R+ T (80~T) is also used in the presenﬁ study for
correlation and regression analysls. Pron the s=2lectad
regression equations it could be followed that about 574,

67% and 64% of the total variation in yileld could be
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explained by regression equations for PTBl, PTB 5 and
aggregate data respectlvely in the autumn season where as
in the case of PTB12, PTB 20 and aggregate yleld in the
winter season about 53%, 52% and 56% of the variation in
yield could be explained by means of Bsan's weather indices.
Thus the joint effect of individual weather variables could
be estimated by constructing weather indices and the yield
prediction using these weather indices especially using
Bean's weather indices would result in sufficiently high

degrse of precision for the estimates.

The results of the present study also indicated that
the yleld of PTB varietles triled in the two seasons was not
significantly Iinfluenced by slight changes in the time of
cowlng of the crop. Palanlswamy et QL;(1968) also dian't
+£ind any significant effect due to time of sowing on rice

yvield components except in the number of grains per panicle.



SUMMARY



SUNMMARY

A study on forecasting of rice yield well ahead of
harvest, using climatologlcal varliables was undertaken
based on the data related to the co=ordinated crop weather
experiments conducted at the Rlice Research Station,
Pattambi for the period 1949-50 to 1973-74. Meteorological
obgarvations on various climatie variables such as total
rainfall (mm), number of ralny days, maximum temperature (°c)
minimum temperature (C¢), maximum humldity (%), minimum
humidd ty (%) totél hours of sunshine (h) and wind velocity
{(km/h) were gathered in addition to the seasonal ylield
data of four madium duration varieties of paddy yiz..

PTB 1, PTB 5, PIB 12 and PIB 20« Of these PIB 1 and PTB 5
ware tried in the gutumn season whereas PTB 12 and PTB 20
had thelr turn in the winter season. The varieties ware
grown a8 rainfed following more or less uniform cultural
or managemental practices during the entire experimental
period. Linear regrassion models were developed to get
advanced estimates of production on the basis of weekly
climatological variables. In addition to simple models,
composite regression models involving groups of Qenerated
variables and the principal components of these generated
variables were also developed through stepwlise regression

process and their efficiencies compared,
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Correlation and multiple regression analysis of
the weaekly weather factors with yleld indicated the
major weather factors which governed rice yield. Among
the different climatologlical variables in fhe autumn
season rainfall was found to be the most important factor
affecting rice yield. In general isolated spells of
heavy rain was detrimental to the crop while uniformily
distributed rains especially at the early periods of
crop growth was benef;cialq Above average méximum tampera=-
ture during the ninth and tenth weeksafter sowing was
found to have adverse effect on yield. In the winter
Season ebove avergge temperature and above average rslative
humidity of the presowlng period and those during the
subsaguent periods of crop growth had shown significant
impact on rice yileld. In addition to these variables
average rainfall during the third week after sowing and
above average solar radlation during the ninth weak after
sowing also had significant positive effeét on rice yleld.
The correlation analysis of the weather varlables at
different growth phases of the plant viz. nursery, vegeta-
tive phase, reproductive phase and ripening phase with yield
revealed that ebove average relative humidity during the
nursery, lag vegetative and reproductive phases of the crop
growth had adverse effects on yield in autumn season,
While during the winter season agbove average maximum
humidity upto the end of vegetative phase of the crop had
beneficlal effects on yield. Above average rainfall during

the reproductlve phase of crop growth had éignificant
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negative affect on yield in the autumn season where as
it hsd positive effect on yield during the winter season.
Above average maximum temperature throughout the crop
growing period had shown adverse sffects on winter rice
yield,

The multiple linear regression analysis of crop
yield on weekly weather variables resulted in high dagreﬁ
of predictability. In the éutﬁmn season, the maximum
precigion for the forecasting equations was obtalned in
the £ifth fortnight after sowing. The prediction eguation
developed included nine independent variables viz., total
rainfall during the fifth (X,,) end eighth (X,;) weeks
after sowing, rainfall range during the fourth (Xlo) and
eighth (xle) weoks after sowing, number of rainy days
during the third (Xg). £ifth (X13) and seventh weeks (xlﬁ)
after sowing and number of hours of sunshine during the
£irst (XS) and ninth (le) waeks after sowing. Using these
variables the realised precision for the yisld forecast
of PTB 1, PTB 5 and aggrogate data were 94%, 78% and 90%
respectively. an earlier yield forecast in the third forte
night after sowing itself was possible by making use of
£ive explanatory variables vizae, Ao Ago xlo, x12 and K13'
The relevant forecastling equations for PTB i, PTB 5 and
aggregate data had explained gbout 82%, 67% and 77% varia-

bility in crop yield respectively. In the winter seazson
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yleld forecast of PTB 20('R'2 = 81%) and aggregate data

(ﬁa = 77%) could be made with moderate degres bf precgision

in the fourth fortnight after sowing. The five important
weather f£actors used for the prediction purpose were maxi-
mum temperature during one week before sowing (xl); total
rainfall during the third week after sowing (x7)‘ rainfall
range during the third week after sdwing (xb). number of
rainy days during the sixth week after sowing (X14). maximum
humidity during the seventh week after sowing (x16) and
minimum temperature during the eighth week after sowling (xlg).
A maximum precision 0f 79% could be obtained for the yleld
forecast of PTB 12 1in the sixth fortnight after sowing.

The gix independent variables used ware maximum temperature
during one wiek before sowing (xl). number of ralny days
during the sixth wéek after sowing (314), maximum humidity
during the saventh (X16) and tenth (xzﬁ) weeks after sowing,
minimum humidity during the ninth week after sowing (xzz)
and number of hours of sunshine during the elevonth week

aftar sowling (Xzs)q

Composlta regression moﬁels for the c¢rop yield fore-
cast alse had resulted in high degree of predictability.
in the first regresgion model, welghted averages of waekly
weather variables and their interactions using powers of
week number as weights were used. The respective simple

correlation coefficients of weather factors with yield
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in place of week numbers were taken as welghts in the second
model. Prediction eguations were developed using generated
variables computed for the specific foritnights of prediction

as well as using generated variables of the previous fortnights
of prediction in addition to thoSe of ﬁhégﬁarticular fortnight
of prediction. The generated variables under model 2 were
superior to those under model 1 for prediction purposes. The
generated variablés of the particular fortnight of prediction
were sufficlent to evolve yleld forecasting equations with
moderate degree of accuracy. and yleld forecast with less number
of independent variables could be had by incorporating the
supplementary information of the generated wvariables of the pre-
vious fortnights in addition to those of the particular fortnight
of prediction. Earllier forecasts even in the first fortnight
after sowing itself with sufficient degrees of precision was
possible by-the use of generatsd varisbles. The optimum time

of yleld prediction of PTB varieties in the autumn s=2ason was
found to be the fourth fortnight after sowing. The precision

of the relevant prediction equation: for PTB 1 and PTB 5 were
88% and 78% respectively. In the winter season also the optimum
time of yie}d prediction of PTB 12 was found to be the fourth
fortnight after sowing (§2 = 69%). Sixth fortnight after

sowing was adjudged to be the ideal time for the yield

forecast of PTB 20 (2 = 88%). The study also revealed the

importance of interactlon components especially those
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including relative humidity and number of hours sunshine

in defining yield prediction eguations on paddy. Principal
components of the important generated varisbles under
model 2 were also used as independent variasbles for the
yisld prediction. But the resulted prediction equations
falled to attain higher values of ge than those obtained
from the other regression eguations mentioned earlier
except in the case of PTB 20 in the winter season. It

was also evident from the results that among the four
variaties, PTB 1 and PTB 20 were more sensitlve to climatic

changes when compared to the other varieties.

Yield forecesting could also be made with moderate
degree of accuracy using weckly weather indicas as explana=-
tory variables. Two simple indices '2.T' and ‘H.5% where
P ls the total prscipltation, T is the average mean tempera-
ture, H is the average mean relative humidity and S is the
average number of hours of sunshine were used. The results
were also comparsd with the regréssion equations obtained
using Bean‘'s weather indices for weekly intervals. It was
found that Bean's weather index was more efficient than the
other indices and zould be used for forecasting yield in
the sixth forthight after sowing with a maximum precisfon
of as much as 67% and 56% in the autumn and winter seasons

reapectively.
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Attempts were also made to study the impact of
time of sowing on the yleld of medium duration PIB varletles,
Results of analysis had not indlicated any signifilcant
demarcation between yvears of early sowing and years of lgte
sowing with regard to thelr impact on productivity.
It appears that rice yleld in both the seasons was not
seriously affected by slight f£luctuations in the date

of sowing.
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Appendix-1 (a) Alditional set of yield prediction eguations
involving generatad variables under model 1 for PI& 1
in the autumn season

Time of .
foracast
(Hoe OF Regression equations Adjgsted
fortnights . R
after sov=
ing)_ -
. X - . 2B
- ¥
2 Y i 319.87 -~ 11.48Q + 37.34Q -
" (5.08) 2901 "(19,00)23%3 0.352
23.687Q
(14.04) 2343 -
3 Y @ 652453 = 42700550, = Q-ZGQigéé +'14.97Q;3 3‘595
(4410) (0.05) (5.83) 231
4 Y = =521.56 no.94gzgz4 + 19.255;313 + d.so§;14°'713
(0.25) (3.80) (0.27)
. fr »* % % e
5 Y = 5727 "’0-99@ + 16.75(} = 0.890Q
(0.25) %328 " (4 52) 2313 (g,29)131¢
0e714
0.06Q
(0.06) 1403
6 X = =69.34 = 04950% ..+ 17.93922,3 + 0.8201% 7
=0 0350 + 0310

Figures in brackets denote the standard error of
partial regression coefficlents

*® Sggnificant at 5% level
#* Significant at 1% level



Appendix-1 (b) Additlional set of yield prediction eguations

involving generated varliables under model=1 for
PTB 5 in the autunn season

Time of
foxregast
(No. Of Regression eguations AdgESted
fortnights
aftexr sow=-
ing)
1 Y = 212187 = 513350, .. + 118.510, 0419
3 - L 3 - L ] L] ‘ &
(15.29) 2901 " (33.65) 2411
-
3 ¥ = 2544.46 =394260 + B8315Q +
(16.47) 2901 (45, 799%12 0.426
%
124828
(6.21) 2313
]
4 = 2584446 =39.240) + 854150 -0.09Q -
(16.47) %01 " (46,70) 2411 (9,05 132¢  0.466
6 e 6978,97 - 41.240 + 98,795
® - L . -
(14.66) 2401 " (40,56) 2422 0.519
2.620 + 5.96Q ’
(1.22)3%10 7 (5 g1)2313
6 = 3371,66 « 25.010 4+ 67.069
(17.62)%401 " (46.65)2422 0.539
1150 + 10.880, - 0a110
(€.62) 2210  (6,84) 2313 (p,05)132¢
6 = 2281.82 =~ 22,85 24,88 -
22818 (17.74?2401 +(56.48?2411
“076Q + 12140 - 0,190, + 0.557
(1.62)21% " (6.77) 2313 (g.10)13% |
0210
©o17) 1405
Figurses 1in brackets denote thE'standaid error of
partial regression coafficlients

* Significant at 5% level
*%* Significant at 1% level



Avpendix-2(a) Additional set of yield prediction eguations involving

generated varigbles under model 2 for PIB 1 in the
autumn season

Tima of
£orecast
(no. of Regression equations Adjusted
fortnights K%
aft?r pow=
ing
- g k% )
1 ¥ = 24684.19 ?‘J;:_E%Q 2421 (0+419)
- - O 'L R - (]
2 = 2501.91 - AT 08 a0 20 as1a T §r 20 amaz 0042
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. - 0 ? X (3.2 T ]
DT g S " (e 00
4 Y = 239005 + 2.590Q15%, =~ 2,60Qi2% 0.782
0.40) *32%  (0.54)%5%2 |
R L9, ThE o Y 1BV ER ' *
YT Lo LN g, o
- Y ioz
4 Y = 2069,96 + 2.78Q)%* o 1,920 %% 0.080%%  +
2 . 32 =J
. (0437)2314 o 22y4322 7g,92)153¢ 0859
L3 Q w
(0.09) 2232 .
5 Y = 1884.37= 18.600'% . + 2.040'%F G+ 770
(3.05) 2415 (g ,45) 2314
5 Y = 2151.77 - 6,520° + 2.700'%%, = 1.,610'%, . -
(5.25) 2935 "(g.45) 2314 (g e7)4522
0.0301 0.839
(0.02) 1514
6 Y = 2064.74 = 14,120%%% 4 1.77Q°%% = 0,23Q'n% 0.845

(3.63) 2415 (0.38)2314 {(0.07) 1216

(Contd- . )



Appandix-alaP(contd..}

Timae of
%orecast
nos of .

: Regression equations Adjusted
fortanights 2
after soy- R
ing)

Rk
6 ¥ = 2277.72 - T.35Q°" + 1.97Q¢ -
(4.43) 2415 7 (g,35) 2314 0.874
~ b - LI
(Oiamlals olag)” 4522
sk
6 by 2260259 = 5011(]' LS 2-330. had
" 2415 2314

¥ ? [ ] F ]
0.180 ~ 1.35Q ~ 04020
(0.07) 2216 (5,57) 4522 (g, 01) 1514

Figures in brackets denote the standard erxrror of partial
ragression coefficlants

* Significant at 5% level
% Sicgnificant at 1% level



Appendix=2 (b)

Adicional set of yield predictivn eguations
involving generated variables under model 2
for PTB 5 in the autumn season

Tine of
forscast
(noe OFf Regression equations Adjus ted
fortnights qz
after sOwW=- ®
ing)
i ¥ = 2145.08 - 4.720) 0.394
(’2112)4311
2 Y 3 407321 = 21.9200% , = 21,7522%, -
(3.79) 2412 (g g5) 912 0.541
1.29010
(0.77)%322
2 Y. = 3918,01 ~ 31.870%, . = 19.2822% ~ 4.03Q) .7
(11.55)3212 (8.99) 12 (2,25)%922
0559
3.015!
(23274512
2 Y = 4151.73 = 15,1332 - 20482250+ 343300 _,,F
(11.77) 2312 (g 34) 127 (3,52)9522
v 0661
B+OTOY* " & 0
, ~ 14,4707 + 0.200!
(3.24)e512 7 250 Fasay (0.04,z§12
3 Y = 2231.99 - 11.43Q'5h. . ~ 0.020'% 04661
(2.99) <613 (g.p1)1333 )
3 Y = 2148.20 ~ 11.33Q%wx 0,025 +
o B.0) (0.01) *2%3 04606
, (o:§§?§512 ‘ n
¥ = 2117.25 ¢ 50822 %% ~ 0,040} 04700
(1.49)21%  (0.01)1314
4 Y = 2153487 4 £.682%% = 0.03Q1FY, ~ 6.650'%
U T(1039)21 (0.01) 3518 T (ale5)2e13 0.768
- . 9 '
6 Y = 1769.53 ~ 4.8203%%, +(§:§é§2?3 0723

(1.18)

Figures‘in brackets danote
regression coefficients

¥ Significant at 5% level
*% Significant at 1% level

the standard error of partial



Appendix =3 (a) additional set of yield prediction equations
involving generated variables under model 1
for PTB 12 in the winter season.

Time Of
forecast ‘
(No. of Regression equations Adjusted
fortnights Rz
after sowe
ing)
1 Y 5 1416425 + 31.910% 0121
(15.63) 2411
2 ¥ = 1238.87 + 1.16Q + 11.51Q. 0.163
(0.79)2392 " (29,73)24%11
>
3 Y = 1912.50 + 1.460Q - 20.412
) 0.57)2392 (34,4732 0.171
S Te 1911 v sy, - Bt + AT .20
X% ]
6 X T L e ¢ e e oo
*
5 Y = 1874434 - 108.3038 + 14560 + 4433Q%% 0.481
5 2302 .
(141.92) ¥ (0.52)2392 (5,53)%62¢
o
5 Y = 2003.07 = 115.70%,. - + 1.09Q + 8420, .+
(141.44)31% " (0.67)2302 " (1,52)4624" | .
17 « 760
(16.34) 2431
w
6 Y m 7995,24 ~ 268,36%. . .4 30730Q% ®
(137:165326% (12028524122 3:2;?4534 0.511

Figﬁres in brackets denote the standard error of partial
regreagion coefficients.

% Significant at 5% level
wk Significant at 1% lewvsl



appendix-3 (b) additional set of yield prediction equationsinvolving
generated variablesz under model 1 for PTE 20 in the
wintaer seasones

Time of
foracast
(No. of Regression eguations Adjgsted
fortnights R
after sow-
ing)
. . w
2 Y = 1365.62 + 04312 ,, 0.173
\ (0.13)
3 Y © 16653444 + 20592, oo = 471e57%. .. ~ T5.682, . .+
(1.75)122  (244.21)°% (56.15) 112 o 22
9-500 - 10740 *
(7.11) 2401 (3,03)%412
4 Y 2-3797425 + 1:65%,,, + 74270, c0q+ 1744605,
. . . . -
(1.06)122 ~ (1.59)%6247 (35 42) 2401
0.588
45,952
(33.49)112
% 34
6 Y = 5154.67 ~ 234.79Z... + 15.050 + 543900 5. &
(158.63) 226 ~ (5.43) 2401 " (7,g3)4624
0598
0e142
(0.11) 122
' ® ke
6 Y = 7976088 ~ 310.772 ... + 17.26Q + 5.080%
(149.37)3%% " (5,23) 2401 " (3,g2)962¢ 0.584

Figures in brackets denote the standard error of partial
regression coefficients

* Significant at 5% laevel
** Significant at 1% level



aAppendix~4 (a) Additional set of yleld prediction equations involving
generated variables under model 2 for PTB 12 in the
winter séason.

Tima of
foraecdst .
(Mo« of Ragrassion equations Adjusted
fortnights R2
after sow=
ing)
et - ¢ i )
S R e e e IR
2 Y = =G67.88 4+ 1:410°%, 1r, = 124.772° + 941.982'% =
0.37) 1412  (J02.94) 322 " (426,98)522
B79.,732'% 0.570
(415.19)611
2 Y = =2306.54 4+ 0.87Q° - 92,782" + 1121.0624.% =
(0.47)1%12  (gg,30) 322 ~ (317,94)0%1
0.613
(406,.34) (12.37)
4 Y = 100591 + 24,17Q%*x 0.634
N ’l" 03570'** g
(5.11) 2414 (0.17)4614
4 Y = 936.14 + 18.96@' + 0w57o' L ’ 0.639
(7.18) (0.17)4314 ?1%&&%?02421

Figures in brackets denote the standard error of partial
regression coefficients

* Significant at 5% level
®*% Significant at 1% level



aAppendix-4 (b)

Additional set of yleld prediction aguations lnvolving

generated varlables under meodel 2 for PTB 20 in the

winter sceaszon.

Time of
forecast
(No. of Regression equatlons Adjusted
fortnights R
after sow~
ing)
1 Y = 2128.34 + 480.12010%. = 387.720%* n
(169.35) 21 (186.33) 242 0.344
2 ¥ = 1011.61 + 42.63Q"% + 5.562"
(17.20) <312 "(3,52) 112 0.459
2 ¥ = 993,78 + 48439Q'% 4 34.492) = 0,580
(19.71)2412 " (4,.55)122  (1,50) 0.441
3 Y = 1386.99 1.69!.1.;;13 0.501
0.35)
3 Y = 1249.05 + 1.270'% + 19,3307 0.494
(0.63) 1413 " (23,58) 4414 ’
4 ¥ = 12127481 + 1.320°4%,, - 338,022554 0.634
(0.36) (148,09)
4 ¥ = 1205G.15 + 1-33.9'214 - :—}30,,9‘723'3'4 + 328,302
(o.sa} (141.59) (182.36) 0.671
441908
261
(2.79) 2014
6 Y = 11422,21 + 0.840%% 4 B84,382'%* _ 317.a0 0.758
0.32)243% T(25,19)216 ~(33{:85%
6 ¥ = 12564091 + 1.43Q0%%, + 143.822'%% . =349,502) 4% -
(0+39) (34 .67) (110.09 0.602
1.800'*
(0.79) 234

Figures in brackets denote the standard erxor of partial

regressiocn coefficlents

* Significant at 8% level
*% Significant at 1% level
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ABSTRACT

Systematic crop and weather observations on
auntumn and winter paddy at Pattambl Rlce Research Statlon,
quring 1949-50 to 1973-74 have been analysed in oxder to
evaluate the effect of different climatic factors on rice
yleld and to develop suitable prediction models for the
preharvest forecasting of rice yield wich sufficient
degree 0of precision. The varieties under observation
were PIB 1 and PTE 5 in the autumn season and PTB 12 and
PTB 20 in the winter season., The crop was ralsed as
‘rainfed through out the entire period of investigations.
The meteorologicai variables included in the study wére
total rainfall (mm), number of rainy days, maximum
temperature (°c), minimum temperature (®c), maximum
hunidity (%), minimum humidity (%), total hours of sun-
shine and wind veloclity (km/h).

Correlation and multiple regresaion'analysis cf
crop yleld with weekly climatlc variables revealed that
rainfall was the most important climatic factor which
governed rice yleld especlally in the autumn seazson. It
was the distribution of rainfall rather than its total
amount that influenced rice production. Heavy rains
especially in the early part of crop growth was unfavoura=
ble for yileld of  autumn paddy.‘Number of rainy days during
tﬁa third week after sowing had a significant and positive



effact on the yileld of paddy in both the seasons, Suffi-
client quantity of rainfall uniformly distributed all over
the week was found to be more beneficial than isolated
shovers of hsavy rain followed by dry spells of varying
lengths. In the winter seascn molsturs avallaebillity was
the mpst important limiting faquF for crop growth and
yield. During this season any meteorological facter which
directly or indirectly caused moisture stress brought
gbout a consequent decline in crop yleld. above aversge
maximum temperature during different stages of crop growth
had adverse effects on winter rice yield while above
average maximum humldity exerted significant beneficial

effects on crop growth and yield during the same seasocne.

Regression analysis of yield on weekly meteorologi-
cal variables further showed that yield prediction eguation
with sufficient degree of acauracy could be evolved in the
£ifth fortnight after sowing for the autumn varieties., The
R% values for the best prediction eguations of PTB 1, PTB 5
and that for the aggregatse data in the autumn season were
0e94, 0.78 and 0.90 respectively. The optimum time of
vield forxecast for PTB 20 in the winter season was found to
be the fourth fortnight after sowing (E2 = 0.81) and that
of PTB 12 was the sixth fortnight after sowing (ﬁz = 0,79)



Compoaite regression models ware also used for
predicting rice yield well ahead of harvest. Following
agrawal et al.(1980) a set of generated variables were
constructed under two selected models and these were
furtner used as explanatory wvariables in _ multiple
regression analysils for developing the forecasting
eguations. Results showed that model 2 with powers of
correlation cosfficients as weights was mors efficlent
than modellinvolving powers of weak numbers as weights.
The optimum time of yield prediction of PTB varieties
through generated variaebles in the autumn season was
found to be the fourth fortnight after sowing with a rea-
lised precision of as much as 88% and 78% for the yleld
forecast of PTB 1 and PTB 5 respectively. In the winter
season also the optimum time for the yield forecast of
PTB 12 (R = 0,69) was found to be the fourth fortnight
after sowing while the 1dea1!time for the yleld forecast
of PTB 20 (R = 0.88) was in the sixth fortnight after -

sowinge

Regression analysis on the basis of generatéd varia-
bles led tc more efficlent forecasts than those based on
weekly climatic variables during the early periods of crop
growth. The methed also emphasized the importance of cone-
sidering the interaction effects of various weather factors

also in developing prediction equations,



The use of principal components of the gensrated
variables as regressors in ylield prediction sguations
had not brought sbowk any substantial gain in precision
for the yleld forecasts except that in the case of'PTB 20
in the winter season. The study also revealed that PTB 1
and PTB 20 were more sensitive to climatie changes when
compared to other varizbles. A comparison of different
weather indices with regarxd to thels power of predictabi-
lity of the yield fluctuations showed that Baan's index
was more efficlient than others and could be used for crop

forecasting with moderats accuracys

It was also evident from the study that yield of
medium duratlion varieties of paddy was not significantly
affected by slight changes in dates of sowing.



