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INTRODUCTION



INTRODUCTION

Sugarcane ie an important cash ¢rop of India, It
occuples abéut an arca of 9800 hectares in Kerala with a
cane production of 461000 tomnes por yeer. The comples
factors governing sugar production are mainly the area
under the crop, verieties, yield, recovery rercentage,

climate, pestediscase attack etc. A knowledge of the
| nature and megnitude of genetic diversity in morpholo-
gical and quality traits is important for careful seleCw
tion of parconts for better production. Correlation
- studies will help to get a knowledge of association among

varlous traits of the crop.

Multivariate statistical methods are useful in
plent breeding programmes to explain the influence of
varjous characters on the phenomenon under study. UWhen
multi varlables are measured frcm each unit tho analysis
is collectively made through this method. The multie
variete analysis of dispersion is helpful to f£find the
variation smong a number of varlables taken together.

Mshalandbit'ag D2 statistic 1s a mecasurs of group

distance based on multiple charascters, The diverse genoe .
types for hybridization purposes are identified by this
method., The genotypes within a cluster arc less divare

gent than those in other clusters. Clusters separatsd



by the largest statistical distance show the maximum

divergence,

Factor analysis is a multiveriaste analysis used to
explain the dependence structure of a sut of variables
interms of certain common factors. The common factors
generate covariances among the observsble responses. In
Eactor ahalysis & hypothesis zbout the CovorionCo=Corrce
lation structure helps to identify fundamental and
meaningful dimensions of a multiveriate domain., The
common factors are neceggary to eccount for the intere
correlation among the variables, a unique factor LQpPree
senting that factor of a variable not ascribable to its
corralaticns with other variables in the set., Maximism
likelihood method is £found to be the most efficient mathod
of extracting factors, though principal fector analysis
"is commonly uséd. Mavddnmum likelihood method also provides
teats of sigificance for the dotermination of the adequate
number of common factors. The present study is conductad
vith the following obiectives:

1. To icentify the number of factors responsible for
genetic divergence in sugarcene by applying factor

analysis metﬁod.



2. Compariscn of the number of factors of divergenca

obtained by principal factcr analysis and :Eactor e.naly—
s:l.s by maximum likelihood method,
3. TO group thoe differant clones of siz!garcana by bz;-énalj-

Bis.
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REVIEW OF LITERATURD

Multivariate statistical analyoils 1s very usoful
in biologlcal rescarch to explain the influence of verious
factera on the phonomanon under study. oGenotice variebility
is of considerable importance in any plant breoding prograe
mn2 for orop improv&ment. In plent breeding trisle, as s
large number of varisbles are involved, effective breeding
cells for the Knowledge of genctic veriability emong
parcnts with regard to those charesctors which aze sought
te ba improved, Genstic divergence among pavents is impore
tant bocause s cross involving genatically diverse parents
is likely to produce high hotorotic effeét and also mora
variability could be axpected in the segragating genorae
tions. In guch situation, factor analytic methods will
give an insight into the fewer causal influences respons

sible for differentiation among genotypos or povulations.

201 Theoretical studies

2e1.1 Analysis of dispersion

The multiveriate anelysis of variance or MANOVA
began with the derivation of the simultancsous sampling
distribution of the variances and covariancesz in sanples
from a muitivariate normal population (wishert, 1928).



g

Hotelling (1931) found the distribution of a randon
variable Tg-which 15 the pultivariate extension of studont's

t+ distribution in a multivarinte normal population,

2

Wilks {1932) extended the test bascd on T mtati-

gbic lmmwn as Wilk's lambda criterion.

Bartlett (1934) applied it for testing significance
of *reatmonts with regard to two variables in a varletal
trial and indicated its general use in multivariate tests
of significance. Wilks (1935) and Hotelling (1950) found
it ugeful, £or testing the indepéndence of scoveral grouns

of varlates.

Bartlett (1947) approximated the distribution of
lapbda statistic to a chi-squarc.

2.4.2 D°-Statistics

Divergence anslysis is performed o identifly the
diverse genotypes for hybridization purposes. Clustering

2

by D° statistics 1z useful in this context.

A measure for group distance based on nmuliiple

characters was given by Mahalansbis (1928),

Mahalanobis (1936) published a paper on 'gencralized
distancet, vhich has becomz the standard measure of dise

tance bolueen two populations, when all the observed



Characters are quantitative,

Rao (1948) in his classic work, attampted to gonew

2

ralize the D° statistic.

Rao (1952) described Tothar*s method of forming the

clustcrsa.

Sveritt (1979) discusscd Jn &etall tho unresolved

prcbloms of cluster analysis.

Many maethods for’clustering objects inteo groups

were sumarised by Swverett in 1980.

aArunachalam (1981) made sn exposition of the thoce

raticsl coencepts behind thoe gonetic distence.

Krzanowskl (1983) derdived a unique measurc of dige
tance between populations on the besis of a.mixod data = a

mixture of guantitative and categoriscd data.
Zola 3 Factor &nalyg.;!.s

The method of fecter analysic is widely usaed as an
exploratory tool to reduco the dimongionality of multiw
variate data. Factor analysis can explain tho causativo
forces responaible for inter and intra-specific difforone
tiation. 7The method is potent enocugh to distinguish the

forces of natural end humen selection causing the divorgence



in a particular species.

The theory of factor analysis begins from Spearman's
two factor theory, which assumes that the interbreiatiOQw
ships of all the veriables involved could be accounted
for by a single underlying general factor and group factors
which are common to some of the variables but not 4o all
of them. In addition to this, a third type factor vhickh
are peculiar to single variables alone called apecific

factors wag also differenticted (Spearman, 1504),

Thurstone (1931) generalized Spearman's approach

to more than one caus2) factor.

Roff's suggestion of insertion of SMC (squared
miltiple correlation) in the principal diasgonal of the
correlation matrix has been largely advocated by Gutiman
(1936) because of the property of SHMC that it is the lower
bound for the communality,

Holzinger and Harman (1941) presented the principal

Tactoy svlution of factor loadings.

Thurstone (1947) traced the objective of the factor

pattern as follows: "The object of a factor prdblem is

to account for their inmter correlations, in terms of a



small number of derived variables, the smallest pogssiblo

number that 1 consistent with accaptablo rosidual errors®,

Kendall (1950) made a useful distinction betwecn
dapendencs and intéréapanﬁenea analysis in muliiveriste
analysis. anaglysis oF dependence i converned with v a
certain specified group dopend on other and snelvals of
interdependence is concernzd with how o group of voriables
ere yolated among themselves, Fector enslysis is latter

ctype of multivariste analysiso.

Burt {1952) has given o full zmount of tosts of
significence in factor analysis Gaveloped upto that time,

The computation schemos of verdious factor analysis
methods weroe provided by Fruchter (1954).

Rag (1955) intrcﬂﬁcad the concopt of *bhasig® of a
vector spece for the characterizatién oflfagtmr analyaiw;
In the €irst cheractorization due to him a feotor varichilo
Iéxplains as much of vardastion as pogsible of the data
vhich leading to principal €actor ﬁnalysig. In sercond
characterization, hoe considered the factor variable as
the one witdch is predictable from the original measwice
mentslwiéh tﬁﬁ-maximum‘poﬁaibla precision, leading to
ganonical ﬁ&ctar'analysia. For this solution tho sguarad

cenonical correlation beturen the iinear'ﬁun&ti@n of



hypothatical facter variable and thz linear function of

moasurable variables is maxinisad.

Factor analysis as a branch of multivariate analysio
is very useful in determining the number and nature of
causative influsncos respongible for the intor-corrolation
of variebles in any population. oSesentially, it aims ot
explaining a p 1 p corrolation matrix (p variates) by
meang of a fewar numbor k (K p) of moaningful factors

(Hoxwall, 1961; Lawley and Maxowoll, 1963),

in the two subscguent papors, Cattoll (1965 a and b)
attemptod an excellont nonmathematical introduction to
€actor analysls. [z preforred to call the analysis with
closed model which accounts for all variances of variables
in termes of what is in the particulsr sample as componant
analysis and with the opon model, vhich admits, bosides
tha corwmon fectors, unexplained spoelfic foctors as fector
enalysls, Thoe uges of fector anelysis in modern rescarch
as hypothesis creeting and testing mothod were also dige

cussad,

Hemmavle (1965) 4in his paper considored the problom
of computing estimates of fector leadings, specific
variances, and comnunalitics for o factor analytic modal,

Itorative formulae wore dovoloped o solve tho mascimunm
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likelihood equations and a simple efficient method of its
implementation on a digital carputer was describod,

A general description of the concepts, theorices and
techniques of factor analysis has been given by Harmen
(1967) . |

Joreskog {1969) gava the relevant results for conw
firmatory factor enalysis, where the metrix of factor loat
ings is uniquely identified by priori restrictions (usually

by satting particular loadings to zoro)e

Mo Donald (1970) made a purely theoretical compas
rison among tho three factor score construction méthods_
namely principal factor analysis, canonicsl factor analysis
and alpha €actor enalysis. According to him, in choosing
a factor modsl, there are in fa&t, at lcast three separate
choices to ba made which are rolatively indepondent. The
firgt ig the cholco of basis in common factor space and
it ig the clearest dofining cheracteristic of the threo
pystems digscussed, The sccond is the choilce of an iterow
tive slgorithm for the determination of communalitics/
uniguenessas, The third is the decisicn rule for'the

number of cammon fectors,

Joreskog (1971) has given estimation procedurcs
for fector models involving several populations,



11

Joreskog and coldberger (1972) haw dewveloped a
generalized leagt-squares procedure. Tho estimotes are
scale free and asymptotically eguivalont to the maximum
likelihood estimates when the distribﬁtion is multivariate

normal,

A non=-motric approach to fzctor analysls has been
considered by Kruskal and Sheperd (1974). Although this
techniquo hes some attractive thecrotical propertics, it
appears to be.very sonsitive to random varilation in tho
datas

Swain (1975) considered a clazs of asymptotically
efficient estimators including both generalised loast
gquare and maximum likolihood as special cascs and derived

their largo-scmple properties,

Joreskog (1977) prescnts a general, all-encompasing
saries of methods for orthogqnal factor anelysis by the
loast géuares and max;mum likelihood methods. HMony vorice
bles in the soclal sciences involve latont end structural
veriables and Joreskog (1577) developed ostimation protte
dures for soveral such methods, working diractly from the

coveriance matris.

A fow of the many methods daveloped for factor
axtrection arc centroid method (Thurstone, 1947), principal



factor method (Karl Paarson, 1901), maximum likelihood
method (Lawley, 1940) etc, Here wo are eonsidering prine

cipal factor aond maxinmumelikelihood maethods,
2.1.3.1 Principal Fector Methed (PF method)

The literature on £actor analysis contein a nunber
of alternative methods and procedurses £or computation.
Amocng these, principal factor method hasg saveral attrace
tive featuwres., Each factor extracts maximun smount of
variance and gives the smallest posscible residuals, Howe
ever, this method is proferred in the prosent study mainly
owing to computational facilities.

Hotelling (1933 a) developed the principal axes
method vhich provides an optimal solution at the suggestion
of Kelley (18335),

Hotelling (1933 b) suggested the use of this method
with eithor unities in the principal diagonal. 7he resulte
ing factors mxre called “principal compeonents® and aro used
to r;-apz‘oduce the score matrix rather than the correlation
matrix. The number of principal compononts oxtractoed is
equal to the number of variebles in the study.

Hotelling (1935) developed an iterative mathod of
obtaining the loadings which can be carried to any degroo

of accuracy.
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‘Principal camponent analysisvis ganatines modified
by the insertion of communalities in the diagonel of the
correlation matrix and Rao (1955) called this method as

principal factor aenalyels.

Harman {1967) exhibited an cutline form of thoe
numerical calculations of the method with an illustrative
cxaple. The'first requirement in applying the principel
factor method is to determine somz suitable cstimatos of
cammunality. According to him PF method can bo congiderad
s an excaellont reduction of the correlation matrix which
provides a basis for rotation to some other form of s0luw
tion. The methed aleo hasg the advantage of giving a
mathematically unigue solution for a given correlaticn
matyi,

Schilderinck {(1978) has given a complete picture
of the gecmetric and algebralc approaches of principal

factor analysis.
2014342 HMaxdmunelLikelihood Method (ML method)

The distinctlon betwesn the soclutions obtained by
using the principal factor mecthod and maximum likelihood
method is that former corresponds to a priori cholce of
coanmunalities and the latter, the numbor of comnon foctors.

The ML soluticn is based on fundamontal statistical
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conalderations. It considers explicitly the differences
batwesn the correlations among the cbhserved variables
and the hypothetical values in the universe from vhich

thay were gempled.

The efforts to provide a gound statistical basls
for factor analysis wore made f£irst by Lawloy (1940, 1942)
who suggested the uge of "maximum likalihood maethod", due
to Fisher (1922, 1925), in corder to estimate the univorse
valuzg of the fector leoadings from the given empirical
datas. Lavley's ML method 1ls possible only when the variates
are normally distributed. It requives s hypothesis rogard-

ing thwe nunbor of comwon fackors.

Lawloy (1940) and Reo {1952) had shown that "M
solution® goes to and fro bstween comnunalitics and numbar
of factors until it hite on the combination which yields
tha smallest residual,

Kalser (1960) recommended (after considering statie
gtical significance, algoebraically necessary condi"tions)
the number of common factars as the number of algen values
graater than or cgual to cne In the correlatiocn matrisx,.

Ha found this number to be sbout oneesixth or onc=third
of the total number of veriables., Thoe cxprossion of ML
mothod in factor analyeis becomes more meaningful and

clenr with this foundation.
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A morae condens2d darivation of i method ware

appeared in a book by Lawley and Maswell {1963).

Hemmerle (1965) found that Rao’s procedurd Convargos
more repldly thon Lawlay'e procedurce, Hemmorle {(1965) in
his paper considerced the problem of computing estimaton of
factor loadings, specific variances and communalities for
a factor enalysis model, Iterative formulac wore dovalonad
to solve the 4L oguations and a simple and cfficient method
of implementatlon of this method on a digital computer was

devolepad by him.

The ML procedure remained impreactical for all but
for tho smallesgt problems until the work of Jorcskog (1987,

1969}, as the process converge very slowly.

in Joraskogts (1967) ML method he nroaceds BYste-
matically, fitting one, two, cesce.s factors and testing at
each stage by a chiwsguare test Lo sec wvhoihor fusthor
factors are reqguired, It also carrides a verimax rotzation
at cath stage. He also prosonts an example Lo compore the
ML factor cstimates with those given by principal comnow

nents,.

Kendall ot al., (1983) reported thet the ML solution
remaldn gcale~frec if restrictions are dmpesed upon tho

PATEMOtCEGy
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2ele3e3 Factor rotation

Kaiser (1956) proposcd the 'yarime' method as a
modification of the cuartimen method which nearly eppro=
ximates simple structure. Hs found that a variable with
communalities twice that of anoﬁhar-willlinflucnca tha

rotaticns by four times as much.

AS o last step in factor analysis, Cottell (1965 a)
‘explained the rotational technicue like 1., Simple struce
ture and 2. Confactor rotaticn. In simplo structure each
factor affects only a few varlables, But in confactor
rotation real factor docs happen to operate on all or most

ocf the variables in the samplas

Cattoll and Khanna (1977) described different
epproaches to factor rotation in which he introduced one
Kind of rotetion criterion ;9. confactoy rotation, which
arises when a sacond factorisation on the same varlables

with snother group is involved,
22 Applied studies

Lawlaey (1943) applied the HL method to factor angly=
sis of data collected for ressarch in cducation. This is
a spatigfectory method and deciding the numbar of fectors
required to zocount for thoe scores cbtained whon the nunbor

of indlvidualc taested is reasonably larga. In this case



17

two general factors are needed to explain eight taests.

Murty and Qudri (1966) studied genstic divergence
in a collection of forty self~compatible types of Brassica
campestrios varietios using Mahalancobis D2 statistic. The

forty varieties were grouped into nine clusters.

Arunachalam and Jawzhar (1967) studied the diversity
in & population congisting of eighty genetic stocks of
sorghum from 16 countries utilizing ten characters by

2

multivariate analysis using D Qstatistic. The population

was divided into three physiological groups.

Murty and Arunachalam (1967) have conducted a multi-
variate analysis of genetic divergence in the genus Sorghum
(wild and cultivated types) using quantitative characters
related to f£itness under natural and human selection for
the diversity found in this genus. The factors were
cbtained by the centroid method., Factor analysis revealed

the adsquacy of the three factors for differcntiation.

Singh and Gupta (1968) assessed genctic divergence,

using Mahalancbis D2

statistic for yield and its camponents
in thirty three streins of upland cotton evolved from seven
diversa crosses. The thirty three strains were grouped

into nine clusters,
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Singh and 3ains (1968} cstimeted genctic divergenco
in twonty vardictics of upland cotton using Mahalenobis
92 statistic, Tho varietios wore grouped into f£ive clu=

Bters.

Shetty (1962) dotermined the factors affecting the
use of fertilizers among the fermers by using principal
componant method of fector analysis. The study revealed
that the first fouwr factors ere sufficient €or tho expla~
nation of tha cobserved inter-form variations in the use of

fortilizors.

Ram and Ponuar {1970} usecd lahalancbis 32 and canoe
nicel anelysis to ascess tho nature of divargence ond its
relationshic with the components of gonetic variation in
rice {or four characters, The first tvo canonical roots

accounts for 45 por cent of the total varlabidlity.

Gupta and Singh (1570) studied gonotic divorgence
for yield and its compenents in green gram uding Mahalanobis
Dz tecnnigue, The vardleties differod gignificently for the
nine characters consldored. The 36 strains were grouped in

10 clusters depending on aimilarities of thoeir D2 values,

Upadhyay and Murthy (1970) estimated gonstic divore
genco Iin seventy varietiles of pearl millet using Mchalanobils

by ]
D* statistic,
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Mohndiratta et al. (1971) studied gonetic divergence
in thirty varieties of sorghum using Mahalancbis Da-stati-

stica, The varieties were grouped into saven clusters.

walton (1972) used factor analysis in identifying
the morpholegical characters related to yvield in Spring

wvheats.,

Singh (1973) used centroid mothod of factor analysis
in upland cotton to study the evolutionary pattorn of this
often cross pollinated crop. Thirtesn charactors were
included in the study. The first three factors accounted

for 75 per cent or moro of tha total comnunality,

Abreham and Hocbakht (1974) applied the tcechnique
of factor analysis to oxtract basis factors underlying
the obsarved soil variables. Scores bassed on four undor-
lying fectors could boe used for ccomparison of inter soil

variables,

Chaudhary and Singh (1975) estimated genatic divoer=
gene2 in sixty four barley varietico using Mahalanobis Dz

statistic, The varieties were grouped into ton clusters;

Pater and Rai (1976) studied genetic divergenco

in twenty five varieties of tamato. The study revcaled
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that thore 1o no spparent parallelism batween genctle and
geographic divergenca., The component charescters loculos
per fruit end plent height were found to be importent for
the cxpregzion of gonetic divergence,

Martin and Zaves (1977) adaptod the snalysiz of
covariance structures to the gimultancols maximum likelie
hood estimation of gorotical and envirommental factor
loadings end speecific varlancos. The goodness of $it is
tested by chi-gquare and standsrd orrors of paramster

estimates can b obtalned,

Nair and Cupta (1977) assessed the natwre and magnie
tude of genetic diversity of 32 varictics of oats by multi-
veriate analysis using D2 statistics, The 32 vericties
could bz clustered into fourteen groups. Out of these,
£iva clusters wore found to be more divergont than the

others,

Denis and Adams (1978) performed a principal fsctor
analysis on 22 morphological and yieldedetormining traits
of 16 cultivars and stroing of dry boans. Thors wore
at leost two or tlwee principal factors to be examined
for biological meaning and from vhich to seek Insight into
the basic structural design of bean plants,

Gaur et al, (1578) studied genetic dlvergence in

potato. Sixty seven potato varictics were groupzad in 15
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¢lusters on tho basis of nz values. The charecters leszst
influenced by the sclection were mainly respensible for

adding divergenca to the population.

Tikke and Asawa (1978) usad correlation in 28 gono-
types of lentil for £actor analysis through the principal
componant method as puggested by-Harﬁan. More'than 90 peor
cent of the veriability was extracted by two factors.
within each factor, traits werse ramked according to the

relative megnitude of factor loadings.

Kutiger and Singh (1979) measurced the nature and

2«---s-;!:a'?:.:!.«-

magnitude of gemstic diversity using Mahalendﬁis D
stic for a get of cight cherscters related to yield and £ite
ness in forty indigencus and exotic strsins of chickpza.

The population was grouped into ton different clusters.

Dixit (1980) condutted a study on genstic divergencoe
for yield“and its compononts in lentil using Mahalancbhis p?
technigue, The 21 varieties wore groupad into cight clusters

depending on D? astimates,.

Sundaram et al. (1980) used ¢entroid method of
factor analysis in cowpsa to study its evolutionary patierne.
Tho analysis dlvided the nine characters into thres groups
of factors which accounted for 95 per cont of total varia-
tion.
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Singh et al. (1930) studicd genetic divergence in
30 varietics of tomato using Mehalanchis 52 technigue for
vield and its components. The varieties wera grouped in

elght clusters.

Sawant et ale (1982) utilized phenotypic corrclae
tions among soven tralts ih 90 diversificd styrains of
t?iticale for factor anslysis using principal compeonent
method. The f£azctor analysis groupaed the geven variables
into two main factors which togethor accounted for ebout

46 par cent of total diversity

Singh et al. (1982) estimatad genotic divergence
among 48 exotlc and 27 indigenous strains of chickpos
using Mchalanobisg D2 statistic and 14 homogenecus genatic

groungs ware formod.

Jatagra and Pevoda -(1983) studied genotic divergoneo
in 26 hybrids of wheat using Mchalanobis D° statisctic. All
the hybrids got grouped into nine Clustors,

Kendall et al, (1983) compared the ML factor esti-
mates with those given by principal components by applying

it to fifteen charscteristics of 48 epplicants for a post.

Anend and Rawat (1984) studied genetic divsroence
in £ifty varieties of brown mustard using Mshalonobis
Dz-atatistic. The varietiocs were ¢grouped into ning clue

steraz.
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ukadia ot al. (1984) conducted & study to doetermino
the irmportance of variousn trelts for yiold improvemont in
forage sorghum. Genotypic correlaticons were subjected to
£actor analysis through the principsl componont method,
Factors accounting for at least 10 per cent veriability

ware ratained and arranged in order of veriance,

Singh and Gill {1984) asscssed gaonetic diverpence
arong gixty two varieties of upland cotton using Mazhalencbis
92 statistic. The varleties were grouped into twalve clue

Storg.

Bartual ot sl. (1985) used factor analysis, principal
conpronent analysis and cluster analysis to identify sots
of variletlics botter sdaptsble to the opecific envirormental
conditions. Results obtained from ML factor analysis and

rincipal component anelysis ware found teo ke similer,

Pobhal and Heriher Ram (1885) estimated genetic
divergence in thirty two veriztiles of pea using Mahalancbis
szstatistic, Tha vericties werce ¢rouped into cleven

clusters.

Jindal and Gupta (1985) studied genetic divergonce
in thirty nine straine of fodder cowpea using Mahalanobis

" :
D-gtatistic. The strains were grouped into five clustors.
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On the basis. of multivariate anclysis, Valsalakwnari
at als (1985) grouped 62 cultivazrs of banana into 8 clusters
conaldering 22 charecters simultancously. The characters
pulp/peesl ratic on volume besis followed by welght of
fruit contributed the mawimun towards divergoence.

Morcy and George (1987) studied gonotie divergence

in 30 culinery varisties of banhana by using nz

analysis
and canonical analysis. The vardeties were grouped into

twelve clusters using p° analysis.

Singh et al. (1981) conducted a study on the sslec=
tion paramaters in sugercane. In 48 varicties of sugercana
there was a wide renge of ghenotypic variation for ciw of
the eight traits studled, the excsptions baing stalk weight
and top wolght. The phenctypic cosfficiont of vardation

was higher than the genotypic coefficient of vardiation.

Sukumaran et al. (1982) conducted a study to ostim
mate the loss in welght and recovery of sugar in the lodged
crop of sugarcanc. The length of canes, number of millable
cancs, walght and recovery of sugar were found to boe reducad

as the canes lodge,

Nalr et al. (19282) conducted a study on the perfore

manca of sugercane verieties in Kerala,



Punia et al, .(i983) studied gonetic divorgence in
sugarcane using Mahalencbis 1 rachnigue and ghowad that
genotde divergasrce o be high for all the twelve chavacters
studied 4in 41 genotypes of sugarcane. The 41 genotypos

were goouped into 10 clusters deponding upon Dg estimatas.

singh et al. (1983) conducted a study on variability
£or yvield and guality in sugerecane and indicated a widc
rangs of variability for number of tillers, nunhoy of
millable canes, sucrose percentege in julce and cane yield,
The number of tillers and mumbar of millable canes were

positively and sigﬁificantly correlated wdth cana yield,

G411 ot al. (1983) conducted a cheracter assoclation
enalysis in 28 forelgn verieties and two Indian varioties
of sugercana. . The study ravealaed that percantage QOMOD=
cial cane sugar had 2 positive correlation with cane yield,
julce purity, sucross percentage and number of millable

CaneS.

Nagoswara Rao ct 21, (1983) studied gonetic varia-
bility and character associations in 19 <rossos of gUGAT=
Cang progendes. Vardanco was high for stalk length while
coefficient of vardetion was higher for clump weight and
millable stalks/clump.



Punia et al. (1983) conducted c;ar::alatisn and path
analysis on 41 genotypes of sugarcane, Cang yielé/clmp
was significantly aszoclated with the number of tillers/
clump, the number of millable canes/clump, cans thicknoss

and cana welight.
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3.1 Materials

The morphological and quality traits in the material
used for the study consista of 48 ¢lones of sugarcane
(sacharum officinorum L.) collected from the germplasm
maintained at the Sugercance Rogearch Station, Thiruvallea,
The clonea were plantad in a randomised block design with
thrao replications, during January 1981. This oxporiment
was the projoct work of Sreckumsr (1986) for his Ph.D.
programme.  Data on the following characters were collected

from the plant ¢rop.

Cormination count: Tho percentage of gprouts in cech

plot on the 45th day.

*a, Shoot count: The number of sheoots per plot on the
-180th day.

Xy Brixs One litre of julco was taken and the brix read-
ing recorded using a stendard brix spindle. This was
astimated at the 12th month.\

Xy Pol percontage: Estimated by Horner®s dry lead mothod.

%Xg Purity percontage: Purdity of the juice was expressed
as the percentags of pol to brix at the 12th month,
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Xg Mumber of millable caness HNumbar of fully mature,
healthy canes per plot at the time of harvast.

x, Juiciness: Ustimated at thé 12¢th month. A sample of“
two healthy canes was cut from each plot, crushed in a
power crugher and the juice extracted. Juiciness wes
estimated as the volume of juies (ml) obtained from

ona kilogram of cana.

#g Length of internode: Mcan length of the middle most

interncde from tho random sanple of 5 canag.

Xg Girth of cane: Mean girth of the middle most internode

from the random sample of 5 canes,

0. Numbey of intornodes: Mean numbar of internodas ﬁer

cana from the random sample of 5 cancs,

1. teight of cane: Moan weight of cane from a sample of

5 canog solected ot random fram eech plot.

%2, ¥ield of canes weight of millable canes per plot at
the 12th month.

%43, iength of cane: Mean length of cz2ne f£raom the random

sample of S ceanes.

TR Comerclal cane suger percentages C.C.S. was doetermined
as per the following formula suggested by Mathur, at
tha 12th month.
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c.c.s. = s - (0.4 (B-s)| F
where B = Brix
S = Pol percentage

F = 0,73 = Factor relative to fibre percen-

tage of cane

b d Yield of sugar: Sugar yield per hectare was calculated

15,
by multiplying C.C.S., percentage by cane yield per hecw

tare and dividing by-100.

S

The varieties taken for the study are listed in Table 3,1.1.

Table 3.1.1 Sugarcane varieties taken for the study

Code Name of Code Name of Code Name of .
Number  variety Number  variety Number  variety
1 Coc.774 17 Coc.777 33 Co,7704
2 F.1=2 18 S=105 34 COA. 7601
3 T.67172 19 S=33 35 Co.62198
4 Co.658 20 M.S5.6847 36 Co,62101
5 Co.62174 21 Co.740 37 ° Co.6806
6 Co.997 22 Ic.225 38 Coc,.778
7 Co. 6807 23 Co.6907 39 B.37172
8 Co.1340 . 24 Co. 6304 40 Co,1305
9 Co.1307 25 CoA.7602 41 Co.785
1o Co.7717 26 S=99 42 Co.453
11 Co.62175 27 Coc.775 43 CoM.7114
12 S=87 , 28 KHS 3296 44 S=77
13 Co.419 29 Coc, 671 45 Co0,995
14 Coc.779 30 Coc.771 46 Co.449
15 Co.7219 31 Coc.773 47 CoM, 7125
16 Co.527 ., 32,,...,.Coe, 772 -, 48 C04527=M=10




30

3.2 Methodology
Se2e1 Structure of multivariate observations

Multivariate analysis is concerncd with anelysing
multiple moasurements that heve baaen madé on one or goveral
semples of indlviduals, and ags such it deals with the

jointnaess of p measures on n subjecta.

The mathematiceal model on vhich most of the multiwe
variate procedures are based is on the asoumption of multie
veriate normal @istribution (montede)e This assumption of
mened. for multiple measures can be justified by the same
cantral limit theorem argunent that leads to the agsumption
of normality for o wivarlate measurcemant. “The multie
variate normal distribution often occurs bocause the
multiple méasuraments are sums of smell indepondent

cffecta” (Andercon, 1958).

Mezasurements on biometrical charesctors for n varice
tiea replicated g times wero denoted by *4 % where
(L 2 3,2, vess D5 5 152r neee g3 kK = 1,2, ases N)e
Supposa the rendom variables Xy of intcerest have a mulbti=
variaste norxmal distribution with mean r‘pxl a Ky Pé son FP’
and covarlance matrix 5 FRp = { Gij)s If the measuremonts
of interest are in widely different units, a mora accurate

picture of dependence pattern be obtained by standardising
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var;able,as 2y = %5 - Hi. 1= 142, sveee Pe Then analysis
s

of tha dapandence gtructure of zl éses zp which 1g given

by the correlation matrixs of Ky wees xP ig done. Thus the

obgerved correlation among variables constitute the original

data,

Je2+2 Preliminary statistical anélyais

The data were subjocted to multivariate analysis of
a randomlgad block decign with the ANOVA modsl as

Xy = Mg # Byg* Py ¥ Cipe, 27 1020 ween P _
whera }Ai is the generasl moan, tij is tha aoffect of jth

treatment, bik is the kth blogk effect and eijﬁ is the

th c} )
wracter and

error component, with respect to thoe i
Eijk are normally distributed with mean zero and constant

varlancs.

The least sguere estimates of the congtants of the
modal are

A . ' -..

Pe = oy,

A

o =

44 e = Fiee
A
D = Fyy =Ry
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Table 3.,2,1  ANOVA for RBD

© Source Q. MeSe
Blocks g=1
Treatmonts fiwd 'Sg
Srror (n=1) (c=1) sg
Total gl

3+2.3 2Analysis of disparsion

Multivariate analysis of variance was first dovow
loped by wilks (1932 a). Anelysis of digporsion is the
process which invelves the techniguo of analyping the
variances and covariances of variablas in multivariate
case (Rao, 1952). The total dispersion ia split up into

various componante as follows.

Table 3.2.2 MANOVA of p variables

Sowrce d.t, Dispoeraion matrizx
Doviation from D=l B
hypothasis
Error o n (pe=1) ow
Total C Nipel

The criterion arrived ot by wilks (1932 a) through the

generelised likelihoed ratio principle is given byA= _|wl
| B )
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vhera W is the within dispersion matrix

...B 1g the between digporgsion matrix

The statistic usaed for testing tho hmogﬁmity of treatment

maans for all the characters token together is ’giv@n by

V = mloge A
where V is distributed as xz with (n=1) p degrees of
freedom. and m = nNged, + g%ng {Bartlett, 1947).
3.2.4 Cstimaticon of correlatlion matrix

Thoe phenotyplc, cenvironment and genotypic corrolaw
ticnz were estimeted from the following asnalysis of varilancoe
covariance of the datd.

Teble 3,2.3 Analysis of c¢ovariance of RED

n

Sourca Gef iiis(::il Mgtxj) MSP (ﬁixj)
Replication | ﬁ;“t,-l
Treatmant Nl usv, sV g vy
Error C {g=1) (n-1) MSE, MSE MSE,
Total Gl HSPi HEP MSP 4

Phenotyplc correlation coefficient

MSP
Tpipj ® e - 1¥]
(Mss?i MoP j)
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The environmaent corralation corfficiont

— , 1¥3
(s ms.ej)’i |

Genotypic correlation coafficient

o (razsvij - w;mij)/q v 13
V o b ’
(MSV; = MSE,) (MSV, =~ mi _

i
a q

Faigj

- The environment correlation matrix was found to be
appropriate for factor analytical studies as it leads to
stable factor pattorn . (Muralidharan, 198G; Tes P.Mathow, -
1987). Phenotypic and genotyple corraelation matrices
falled to give stable factor pattern. 8o the environment

correlation matrix wes taken here for the prasent study.

A moasura for éroup distence baged on multiple
characters was given by Hehalanobis (1928). with Xy, %o esee
¢ _ a3 the multiple measuwrements avallable as @ach indivie

B
duel and dl. dz. XXX dp as ;Ci - ’-C;?: §]é hed ﬁg. es e }-C'; - :-{32)

respectively, boing the difference in the means of two
populations, Mahalancbis® E?-statiatics is definad as

follows,
2
D = bldl + bzdz seve 4 bpdp i (1)

whare §i ig the mean value of ith Charagtey in the firset
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population and ] is the mean value of the i~ charecter
in the sccond populaticn. Hera, the bi valuss are to bo
estimated puch that the ratio of varlance betuween the
populations to the veriance within the population is mastie
misad. In terms of variences and covariances, the n? valuo

is chtained as follous.
vigntd & - 8 &) - — (2)

where, wij is the inverse of cetimated variance covarianco

inatriz,.

Eatimetion of Dz values by the formula given in
equation {(2) is very complicated vhon the number of charaCe
ters being studied becomes large. The camputation is very
much eimplified when the characters under study are indapen-
dent and are expracsed in terms of thelr respective standard
errorse. In thils case, comutation of Dz valuve reduces $o
simple surmation of the differences in mean values of
various charecters of the two populations ie, dg; Thorcw
fore, first transformed the corrolated veriables to unw
correlated ones and then worked out the Bz valucs. Trans-
formation was done by using pivotal condensation mathods
et Yi. Yé s0se Yé ba the transformed variastog. For eoch

canbination the mean deviation, ie, Yl “ Y? with 1 = 1,2, eee D

i
was computed and the p? was calculated ag sum of the sgueres

> 2,2
of these doviations. ie, Eitxiw ¥
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3+2.5,1 Test of significence of D% valuss

The 92 valus obtained for a pair of population was
taken ag the calculated velua of A? and was tested against
the tabulated value of X 2 for p degrecs of froedom, vwhare p

is the number of characters considered,

3424502 Grouping of varicties into vericus clusters
Tocher mathod

-‘Tha firot step in grouping the verieties into dige
tinct clusters was to arrange the populations in ordor of
thedr relatlve distances from each athere The two populo-
ticne having smallest distanca from cach othor wore colne
sldored f£irst to which a third populstion having smallest
average D® value from the £irst two populations wse added.
Then the nearest fourth population and s0 it gocs on. At
caertain stage it was felt that after adding a particular .
population, there was abrupt incresse in the average ﬁ%
this population was not added to that cluster. Similarly,
a second cluster was formed, The process wos continucd
£ill ail the populations were included into one or the

othar clustar,

34246 Fpctor analysis

FPactor analysis is the common term for a number of

statistical techniquas for the resolution of & set of
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variebles in terms of a small numbar of hypothetical
variables, celled fectors, It roduces the multiplicity

of tosts end measures to greater simplicity. 7The fundpe
mental step in the analyasin of a body of obsarved data is
the formulation of & theorstical statistical model. A
linear model is used in order to explain observed phenomena

in torms of simple thoories,

The basic faetor analysis model can be written in matris

notation as

AE
vhere Z is the p x 1 voctor of standardised veriables
& de the p x kK matrix of factor coefficients
L is the K % 1 vector of (K< p») common foctors

e is the p x 1 vector of speacific (unigue) ﬂacéors;

i‘This cquation states that the observed wvarieblos ‘
are weldhted combinations of the common factorg and the ’
unicue factors. The cotmon factors sccount for tha corree
lations among the verdables and the unique factor account
for the remaining variance including error of that variabila,
The total unitrvariance of e standardisced variable 1 is
made -up of the communslity attributeble to the common factor
and tho uniqueness, vhich is the contribution of the unigue

fector (Herman, 1967),
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In factor analysis 1t 46 usual o digeerd the
gsample noan vector and to nake use of the cwvardance
ratriz or correlatlon matrix alone. The dispersion motyix
of the variates in Z 35 defined as Eﬁ(zé.)' and is syametric

and positive dofinite of order p. The assumptions ave

E(Fe ) = 0 o {2
B {FF) = I, —— {3}
& E {ed) =cp . e (%)

where cb4s a diegonel motrix with diogonal clements as i

Sineo £ {22 Y = B ]'_(A‘é?‘ » 8} (AF » a)j
Yo have R & AL & o e (B)

whora B Lo the eorrolation matrix

In practice 4 ond op are uwnkniwn poramctors vhich

ara +o be estimobed from oxperimental daba.

Prinolpal factor analysis mothod, centrold nethod,
masisun likelihood mothod, minlmum resldual pethod otc. are
some of the methods for estimating the poremeters A andcb,
Anonz these nothods some reguire ostimites 28 coumnglie
t4es while others requirs estlnates of $he nusbor of cozmon

fackors.
GeRefisl e Ddplorvatory versus confimmatory factor enalysis

A nertioudor applicetion of factoer enolysias io
exploratory or confirmatory according ad the mumbor of

paraseters progspecificd in tho model cumaetion of factor
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analysis {Joreskog, 1969)e In this study cxploratory
facktor analysis is dona by the principal factor analysis
and maximum likelihcod mathods,

3.26,2 Hstimation of communality

Communality is the gmount of wvariarnce of the charec-

ters accounted for by the common £actors (Fruchter, 1954).

There axre various methods of estimeting communality.
But the squered multiple correlation (SMC) of each varisble
with all other varigbles of the get seems to e the 'RBeat

Posaible' gystematic estimate of communality (Guttman, 1956).

The 2MC of veriable Zi is given by SMCL
Rz |
1. 1025 aess (i — 1). (i b 1) ssne P =
1 - - (6)
r

whero rii

is the diagomel element of R corresponding to
the variable 2i. The 8MC has another important property u

that it is the lower bound of the communslity (Harman,'1967)a

The maximum correlations in corregponding rovw or
colunn may also bz taken es initial estimates of COImMUNGw
lity (Cattell, 1965 a).
3.2:6.3 Principal factor analysis (PFA)

The applicaticn of the principsal components to the
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raduced correlation matrix with estimates of communclitics
in the diagonal instead of unity leads to the principal
factor analysis. This method yields a mathematlcally

unique solutlon of compongnt corrolaticong,

From the classical factor analysis model (1) tho
relevent portion of the determination of the cammon foctor

coefficients may bo

z = AZ = (7)

or 21 L all Fl 4- 312 Fz + ases -+ alk F%
* &€ & & ® O 0 v & & & ® ¢ & 8 e » e 0 ——— (B)

© & » & & B ® W 8 U S B O & D S B U e
anap1 Fl-i'&pz F2+....+apk F}:

The sum of sguares of factor coefficionts gives tho
communality of a particular variable while afm indicatas
the contribution of the factor F, to the comunality of
2y, The principal fzctor method involves the aslection of
the first Eactmf coafficionts 4,4 B8O asg to make tho sum of
the contributicn of that factor to the total communality
a maximum,

2 2
iﬁ. V1 = all."f' case T Eipl = (9)

is maximum., The coafficients 244 must ba choscn

such that vi is maximun under conditicns
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K

where rij = rji and Ty is the communality hi of the ith

variable,

This condition implies that the observed correlae
tions are to be replaced by the reproduced correlations,
implying the assumption of zero residuals, vi iz maxie
mised by applying the method of Lagrangian multipliors
under the conditions (10),

The maximisation of V leads to the system of p equations
inp unknown a,l.

(f =4, Dg = 0 - = - (W
vinere R; is the reduced correlation matrix
e, fy = B = op
q, is the latent vector corresponding to the latent rootxil.

= P 2
/\ l T a and = i__
jm=y 11 Az 1=

2
a12 and so on.

The lineer homogeneous equation system (11) has only a

non~trivial solution if its determinant is egual to zero,

ie.l R; “‘/11 I,\.= 0 —— (12)

The criterion regarding the number of common factors to

retaln in the factor model is equal to the number of
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princival coamponents whoss eigen valuscs are greater than
ono. The investigator will usually bo satigfled with an

avan snaller number of factors.

Thoa cheracteristic eguation (12} C Ii‘faﬁ latant rooto
o4
> and & W2 A8 ilated orthogonal
/\1’ /\2' 'YEY /\Ii O an 2 asscc | 3

charecteristic vectors gy, Sp, *eo- Gy

Jacobi method 1s used to find out the eigon values
end vactors of ¢he matrix A. The dldea of tha Jagoblt's
mothosd s €o pick up the largest off-diagonel clement of
the matrix and to annihilate it to gero by applying 2
proper orthogonal trencformetion. Then the largest ramaine

&

ing off-diagonal clement found cut and that is annihilatod.
Tha procedure is ropeated until the off-diasgonal cloments
were sufficiently close t0 ztro or nagligible. The diagonel
elemonts of the matrix is a close approximation to thoe
elaen vélu@s. If he successive transformation matrices

ware multiplied together, they would produce an accurata

approscimation Lo tho matrix of elgen vectors (Mulaik, 1972).

substituting the largost characteristic root /\i
in {11) we get corresponding charactoristic vestor,

j -

g = (g, gy, eece ‘"'591) o (13}
The normallized cheracteriptic veckor o, vhich fulfil the

3
conditions (9) and (10) is
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)‘C’., = '-%;L—-—-— co o (14)

(@ g, 0% |
thon the first column vector of factor loading matrix is
determined as a) = giXTT; wam {15}

The gecond column vagtor of A is 8q = gy L\a and g0 on.
This shows that 2; &, .es are scaled normalized charzce
®

toristic vectors,

The gum of the squarcs of £actor loadings of the
veriable gives the corresponding ccmmunaliéy ie, the
pguered factor coefficients can be considered as the e Al
centage variance components of the common fector (Horman,
1967). The iteration process 18 continund with the new
astima;es of communalities unti; a sﬁecified dagresa of
monvérgenca is occcurred. The controlling cquation to

engsure that no vital information is lost ie

Rl = AX oy (16}

There svre many equivalent matrices which all satisfy

R = AX . It implies also the meking of a rcasonabla

1
choice -among the meny pessibilities to perform a final

Matrix &, which contains s suitable intcerpretaticn of the
relation under researchs. This rasults in the rotation of

the £zotorz of the initial matrie A,



44

362664 Taoctor rotation

Aftar extraction, the matrix of factor loadings
are sulmitted -to varimax orthogonal rotatlon, the affect
of which lg to aocoentucte the larger loadings in @ach
factor and suppress the minor loading coafficlients, and |
in this way improve the onnortunity of achieving a mogne
ingful biological interpretation of each factor (Denis and
Ademg, 1578).

Keigerts (1958) varimsx rotation is one in which
factors aro rotated in such a way that the new leadings
tend to be elther relativmly large or relatively smell in
abhgolute magnitude compared with the original oncs., The
Bimplicigy of a facter in defined as the varlance of its
sgquared loadings.

wep 2 (aZmhia(g amd? - an
i} da}

p2

whera &y 19 tho new factor loeding for variable i on
feotor m, wﬁer@ L2 1,2 sene pan@m= 1,2, cees K

Por entire factor matrix the normalized verimaw criterion

seve B &Jg_ (2 22 ¢ B % am,hi].., (10
=1

i=l i=3

e

wharea hg iz communality QE ith variable, The fundemontal
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ratimmale for attemphting to ostablish the normal varipar
eriterion ig that the normal varinaw crilerion is that the
normel varimax solution i invarient wnder chamgen in the

conposition of the variablos.
B42:6.9 HMaximum likelthood factor anelysis

Alternate methods that clycumvent meny of tho
;zmﬁl@ms of prineipal factor vralysis have been suggestod.
Une puch riothod is maxinumelikelihood factor analysis proe
posed. by Lawley (1660) and later which provides maximum
1ikelihood estimates for the factor loadings. Hanimum
1ikelihood solution yeguires cotinate of the number of
comon faobors. A ML solutlon has the aone general Qppogs
rance as a PP solution, but i does viot have the Istterts
wropoyEy ¢f acepunting for a paximun amsunt of vardance
for o gpocificd mmber of factorse Also, vhile a ¥F sulu~
#ion iz wniaue for a given body of data, o #bL solution
diffors fyom encther by a votegtion (Harmnn, 1967). UYhen
estimating a population paramptor, 1f a sufficient otabie
stic existe marimin likelihood estimates gve Junctions
of sufficient stotistic. Ilarasver, tho ML estimador 4o
o consistent egtinedor ag well as Lreguently o mininun
varignce cstimator (Muleils, 1972). A well kasmn proporty
of ML mothed of Lactor analwsis is that it is indepon-

deat of the uwnlis of measurenant in the choracters,.
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The model to be uged in this method is (1). Also x
follows multivariate normal distribution with mean vector

and covariance matriv .

The gsample coverilance metrdx of x is denoted by 5
where S = &fi-(xkg %) (A}m %)
Fod 5 %
k=1
vhara . is the column vector of random sample of n { )

ohservations of e Kk = 1,2, osee Ny M = =1, Tho distrie

bution of 5 is vwishart with m duFe 1o, mS ~ W {9, m)
Hore 2(8) = T

The logaritim of the likelihood function for the sample,

cmitting & function of the cbgervations, is given bry

ey

_log L =75 1log, lgh e (s )- ‘ o (19)

\ - -

This is rega:dﬂd ag a functlon of A and ~P . Considering
these as mathematical variables we seek values of A and

A A
denoted oventually by & and L 'that maximise the valuge of

logeh. It is more convenient to minimise the function,

By (Beop) = 109\ 2|+ tr (5T = logli|a p ~me  (20)
For the purpose of minimisirg the function P the partial
derivatives with respect to the el@ménts oé A and the ﬁié-
gonal elements of o vhich is glven by



br “1 ‘,_ -1 ,. . ot ' .
AF_ = diag (_i"i (zaé)i"ll — (22)
a. .. ‘ ‘

axe regulred.
Equating QE. and BB

* LR dep
equations to get the catimates of 32 and F (Lawley &

to zero and solving the resuliing

Maxwell, 1971)s The estimation equations arc independent
of tho scale of messuremant of the X's and consaguently

the eatimation equaéions for the a’s can bhe axnrasmed in‘
terms of the correlations rather than thu covariances |

(Lawléy, 1970).

fe R = A+ b — (23)
and ¢ = I e diag an e (24)
A £2n 19 dlagonal — (25)

pramultiplying both sides of (23) by & cp ~F yiolds

(X e+ 1) $ =acplg e (26)
This equation can be simplified %o
/ -l l
JA m A f‘{-’ R w A —voam (2?)
whera J = A b =La - (28)

which is amsnab&e to an iterative mathod of solutién
(Lawley, 1942)
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Starting with an arbitrery f£actor matrix

A= (2 3,

principal factor analysis) and corresponding

saea gm) (usually loadings obtained from

b, = I~ dlag A - (29)

the factor loadings B = (91' Ez. cunw Em) are derived

from the iterative process, wvhere
-3

b o= S0 2T ) -

1 -1

oy b 7H R b7y - ay)

b, = (R t7la, - aé“bbl“Pa

3 b "R b Yay = @y =By ay)

[ EES RN NENEYNR-FEY ]

by = R e wa - ol Tt

R T RGO L T

Y2 & I - diag BB

The itaerative process 1s repeated again and again untild

the convergence ls obtained to the desired degree of acCu~
racy. In standardiged variates, thoe convergence criterion
has usually bo taken as 0.,005. The £inal matrix A containg
the ML estimates of factor leadings for the assumed number
of common factors, In this iterative method it is tecitly

assumed thet none of the uniquenesses vanish. In some
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cases the maximisation of the likelihood function leads
to one or more of the variables with uniqueness essen-
tially zero., In the literature of factor analysis this
type of impropér solutions have usually been known as

Heywood case. Joreskog {(19267) has made a provision for

the Heywood case,

It is assumed that a maximum likelihood factor
analysis with a certain wvalue oﬁ*k has been performed
resulting in an improper solution with m Cik) of the
unigque variances zero. Assuming that this has occurred
for the first m variables, the dispersion matrix may be

partitioned as

s= (s, s, -~ (30)
Spg1 Sa2
where Matrices 811. 812, 521 and 822 are of orders m x i,

m x (k-m), (p-m) xm and (p-m) x (k~m) respectively. Then

the EStimates‘;ll, 312 and ;21 are defined as
A
Ay = 8T A7 — BV
A =P o
Ay = S0 A —— ¢ (32)
A

and A12 = 0O —— (33)

where | is an orthogonal matrix of order m x m that

reduces S11 to diagonal form and A is a diagonal matrix
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A A
containing latent roots of 511. Thae matricoes Azz and P+*2

ere obtained by applying the meximum likelihood mothod o
the conditicnal dispersion matrisx,

o (34)

a o=l
92 = %3y 511 512
the number of varlables 1s

®22.1
In the analysls of 822.1
decreased by m and also the nunber of factors is decrcasad

by e .‘Ih@n

A

A
A
A =] M1 M2 r [0 ©
and V=
A
A A
A P22l o Y2

ara2 the maximum likelihood cetimetes of A and o .

Je24645.1 Tost of significence for the numbor of factors

One of the main advantages of using the masimum
likelihood mathod of estimation iz that it enables us ¢o
tast the hypothesis ﬂk that, for specified ¥, there are K
canmon f£actors, Aftor obtaining a proper solution the
hypothesis is teated by

t = [_Yx-z - §2m6 52-3%] B, ()

where B (PP ) = CT' )2
“Pi ij
A

511 - (;ij represents the residual covariance of Mﬁ and xj
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afeer el_iminat:ing K common factors, The critorion !Jk ia
actually a moasure of how much the resicduel coveriances
differ from zem.. inder H}:, for moéerat@ly large n, uk'
is very nesrly distributed as ‘)(_2‘ with dk des wWhoro d}: s

i ( (pei)? = (prk)]

This exactl:} impoges an upper limit on m for givan Pe i,
The number of cummon fazctors cannot esxced the largaest
integes setisfying m< & (3psl ~ )Bp+l) for a fiwed nunbsr
of p variablos.

Tha non significance of ')Lz means that thore would

be no point in £itting further f£actors to the data.

The computations wore carried out on the VEESA IHS

system in the Statictics Department of the KAU,.
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PESULTS AND DI3CUEBL0W

o

The results of the pregent study are given in
sactions 4.1 %o 4,3 under the headings

bl reliminary statlistical analysis

4.2 Analyais of dlspersiom

4.8 Teitimated sorpelation matrlces

The malysis of varisnee vas dong for each charachor
wder stwdy. Sdagnificent differonces vere Jhgerved amonsg

the genotypoes with respect &9 2ach charactor. The mean

values of the wvarisus charachers ars preascented along with

their tost of siontflcance in Table H.1.1,

Anelysin of disperaiwm

Multivarate anolyzin of varianes wns ooerforoed and

. .

the tobal disversion natrdx vay 2718t un into ‘tetweont amd
fwithin® disporaisn matyices nnd The regulis ove given 4n

you

Aopandleons T and 2

j=i

rospactivelr. The voluo obiained for

-

S I
Y3ik'g lopbde shatistic was = 4,9 x 13‘3, o that

Vo= 1845, wiich 1 digtributed as a ehl-aiusre with 703

dervecs of froedon and this vas sipnlificant at one pey pont

lsvol.



Table 4e1.1 Me2an values of various characters and thoir test of significance
with reference to 468 clones Of sugarcane

*y ) g *a X5 %6 %9 Xg
1.  45.06 98.33 17.73 14.55  ©2.26 73.33 444,08 13.01
2,  38.89 74.67 18,99 17,23 90,62 68.00 432,79 11.08
3. 42,90 61.00 14,07 11.47 80,95 70.00  469.91 12,73
4.  53.09  109.33 17.43 15.42 87.86 90,33 443,45 11.50
5.  30.86 29.33 17.20 14.88 B86.05 45,67 452,38 10.65
6.  39.20  113.00 20.33 18.63 91,54 99,33 424,89 9.53
7.  37.04 93,33 14.58 11.17 75,75 75.67  450.98 11.72
8,  35.19 96.67 15.65 11.80 75,25 84.00 423,41 12.10
9. 41,98 75.33 15.18 12.86 64.43 69.33 453,22 13.90
10,  61.42 94.67 14,83 12.01 . 80,76 76,00 458,72 12,98
1.  51.5¢ 89.67 18.53 16,75 90,31 80.67 508,92 11.23
12.  42.59 68,00 19.73 17.64 89.27 59.00 472,71 10.57
13.  £9.69 84.00 17.77 15.50 87.14 73.67  481.62 12,19
14. 45,99 90.00 14.69 11.55 78450 88,00  490.29 12,51
15.  41.36 78.67 18.71 16.03  B5.64 66433 424,42 12.50

te

16G. 28,70 91.67 15,35 12,53 81.65 66.33 253,96 10.85



el *2 *3 ) X5 e % *g
17, 42,90 99.67  17.24 14,73 85,23  81.67  467.97  12.7
18. 50431 77.00  16.26  13.37  Bl.68 66,67  457.64  10.69
19.. 34,26 94,00 18,20  16.26  89.13  £7.33  402.97  12.31
20..  39.81  70.33  12.12 B.53 66,05  54.33  438.89 14.32
21.. 52.78 84.00 19.19 15.50 80555 70.67  433.88 11.90
22,  47.22  96.33 - 16,62  14.71  87.92  76.33  438.09  11.07
23. 44,14 82,33 19.87  16.43  92.66  79.00  470.17 12,42
24. 47,22 77,33 14.96  11.95  80.04  58.67  429.91  12.49
25 39.20  87.00  16.97 14,18  83.36  79.33  458.95 15,45
260 39.81 96,32  19.08 16,79  67.77  82.67  441.14  13.25
27, 44,14 86,00 16,63 14,20  85.01  77.00  377.22  15.79
28. 38,27 6433 18,56 16.91 91,19  53.67 446,39  10.80
29, 29,00 54.00  19.05  17.85  93.80  46.33  475.40  13.08
30. 62,35  107.33 17,10  14.31  £2.55  95.33  378.43  15.81
3l 43.21  66.33  17.27  15.10  87.3¢  61.00 415,03  12.48
32, 49.38 72,67  16.03  13.49  B84.04 66,67 407,99  12.13

Ve



”

X

b d

X

.4

) 2 3 X4 5 6 *q 8
33,  39.51 66.67  20.19  18.62  92.20  59.33  433.55  11.65
34.  25.31 46,67 15426 12.99 84495 45.00  461.81 12,85
35.  43.83 74467 16.63 14.37 86.31 61.00  409.18 13,39
36,  28.09 62467 15.46 12.12 75.34 62,67  447.46 12.51
37.  36.11 95,67 16.03 . 15.15 84.16 78.33  407.68 12.71
38,  47.22 83.67 13.68 10,99 79.49 €0.67  462.42 11.98
39.  50.62  107.33 15.47 17.60 80,27 91,00  434.31 12.02
40.  47.53 76033 17412 15.04 87.87 69,67  386.84 11.87
41.  54.32  100.00 18.74 15.75 84.16 90.67  428.92 16,66
42, 53.40 91 .67 13.50 10.30 75413 69433 425,61 14,83
43.  50.93 86.33 16.03 13.25 82.13 68,33  382.64 10.50.
44,  47.53 89.00 17.06 14.72 86.12 71.33  376.84 11.21
45, 50.00 101.67 17.89 15,46 86.41 96,67 458,33 11.31
46, 46.91 - 115.67 14.57 11.44 78.49 102,33 355,04 12.84
47.  35.80 73.00 153.94 16.46 86486 53.00  454.17 12.10
48. 48477 96.67 18.09 15.68 = 86.29 82.00 383.03 11.97
Fevalues 5.01°°  6.94  32.66 "  3.42°°  1.91" 1.72" 6.89" "

* Significant at 54 level

4.8

®* Significant at 1% level

SG



X9 10 *11 *12 %3 %14 %15
1. 8.85  20.53 1.48  103.17 2.43 9.70 8.13
2. 691  24.80 1.36 89.87 2.75  12.07 8.87
3. 7.72  22.33 1.60  104.10 2.61 7.61 6,54
4. 7.41  24.33 1.42 144.97 2.G5 10.67 -~ 12.53
5. 8.61 ° 22.40 1.43 72.22 2.34  10.19 6430
6. 6.92  24.20 1.07  111.72 2.45 © 12.81 ° 11.33
7. 7.31  ° 23.67 1.38  108.10 2.59 7.16 5.61
8. 6.94 22,27 1.03 97.61 2.47 7.49 6.01
9. 8.19 23.60 1.64  122.13 3.17 8.71 8.83 .
10. 8.27  22.53 1.63  111.72 2.66 7.94 7.24
11. 8.82  30.13 1.86  143.57 3.03  11.72  13.58
12. B.25  29.47 1.83 ' 114.19 3.12  © 12.25 © 11.32
13, 8.32  25.13 1.73  133.53 2.83  10.66  11.36
14. 7,99  24.93 1.60 133.12 2.76 7.52 7.98
15. 7.45  22.80 1.36 93,98 2.84 10.92 8.30
16. 6.64  19.73 1.06 56,42 2,26 8,36 3.82

96



“g “10 11 M2 %13 %14 ‘45
17. 7.93 24,53 1.47 145,92 2.90 10.02 11.87
18. 8.01 26,73 1.44 101.85 2,76 8.92 Ted4
19, 6.49 22.33 1.21 90,86 2,70 11.31 .28
20. 9.46 22.80 1.99 108,55 2,90 5.18 4,29
21. 7,40 25.00 1.47 107.40 2.75 10.23 8.49
22. 7.26 26.20 1.44 115.71 2,76 10.19 9,77
23, 7473 25,80 1.56 110.03 2.86 13,03 11.53
24. 7.47 23.40 1.48 83,82 2.64 7.85 5.34
25. 7.96 19,53 1.58 106467 2,04 9.54 8.23
26. 809 23,73 1.61 125,39 2.71 11.59 11.52
27. 7.18 20.47 1.25 94,97 2,87 9.74 7.34
28..  7.98 24.40 1.69 92.13 2,36 11.86 8.91
29, 8419 21.40 1.66 79.99 2.59 12.69 8.21
30. 8.11 21.07 1.57 156.00 3.12 9.63 12.02
31, 7.64 22.53 1.39 21.97 2,72 10.39 6.83
32. 7.78 24.53 1465 102,99 2.87 9,11 7,57

LG



}P‘

9 10 1 <19 *13 14 15
33. 8,95 22,93 1.74 101.1.9 2,77 13.13 10,62
34,  7.48 22,73 1.71 70.82 2.74 8.87 5.16
35.  6.84  20.13 1o41 72.71 2.42 9,83 5.75
360  7.49 22,47 1.45 93,24 2.65 7.88 G409
37« 6,17 20,47 1.09 71048 2.47 10,22 7098
38, 7.49  21.67 1.57 103,29 2,53 7.24 5.7%
3s. 5.98  23.60 1.01 87.32 2. 69 12.20 10.75
40. 6447  18.53 0.95 71.64 2,27 10.37 7443
41.  7.27 22,40 1.45 120,89 3.14 10,63 12.79
42,  7.37 19,07 1.40 98.14 | 2.70 6.58 .55
43. 7.B7 27,20 1.63 125,46 3.16 £.86 10,81
44, 7,97 21407 1.36 108.39 2,24 10.05 10,96
45,  7.18  28.27 1.47 141,04 2,80 10,57 14.99
46. 5.65  17.87 000 64415 2.47 7.43 Ga26
47.  7.98 23,67 1.47 73,70 2,59 11.29 B.32
48, 7,27 19,40 1.36 £5,46 2,39 10,74 2,10

Fevalucs  5.59 5,75 " 7e52° " 7,197 4o 3,19"" 4.g9™t

¥ glgnificant at 1.5 lowel

]G
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4.3 Estimated correlation matrices

The cnalysis of covariance was done for all the pairs
of 15 characters. The phenotypic, genotypic and environmant
corralation coafficients were estimated end are given rege

I)ectivaly in Tables 4.3.1. da3e2 and 4.3.3,

4.4 D2 - Analysis

The genetic distances botween the populations ware
estimated based on 15 variable dimension and the valucs
are pregented in Appendix III, Most of these values are

significant gt 5 per cent level.

The populations were arranged in increasing order

of thelr relative distances from each other. The forty eight
verieties were groupad into thirteen clusters, There were
fiftesn varieties in the first cluster, five in sccond, nine

in third, seven in fourth and four varicties in the £ifth
| cluster. The vardeties Coc.774, C0.997, M.5.6847, C0.740,
Coce771, COAL7601, C0.1305, Co,449 could not be grouped,
The varieties belonging to different clusters and the cluster
means ara given in Table 4.4.1. Coc.771 had the maximum
suger yield (12.02 kg/plot), germination count (62.35),
length of internode (15,81 om), cane yield (156 kg/plot)
and length of cano (3.12 m). Genotypes of Cluster II
showad high juilciness (467,70 ml), more number of intere
nodes (27.05) and sugar yicld (12.01 kg/plot). The maximum



Table 4.3.1

Phenotypic correlation matrix

XK oK oW X
U e W N M

e
o

&

Fa R
v

-
—
o

o

]
o
w

o

%, %3 X4 Xg Xg %5 Xg %9 X0 1 X2 %13 %14 X1s
0.5247 -0.0460 -0.0757 =0.0731 0.4485 -0.1332 0.1825 0.0409 0.1683 0,0815 0.5389 0.3208 -0.0906  0.3107
0.0817 0.0338 =-0.0386 0.5156 -0.2851 0.0842 =-0.3557 -0.0113 -0.3420 0.5011 0.0812 -0.0004  0.3592
0.9665 0.7471 0.1152 =0.0486 =0.1122 -0.0206 0.2309 =0.0217 0.0605° 0.0453 0.9429  0.6872
0.8719 0.0848 -0.0110 =-0.1426 =-0.0210 0.2349 0.0154 0.0414 0,0305 0.9915 0.7111
—0.0155 0.0218 =-0.1740 =0.0726 0.1714 0.0476 =0.0240 =-0.0285 0.8989  0.6200
~0.1765 0.09?8 ~0.3709 0.0428 =0.3243 0.5004 Q.1327 0.0279 0.37€2
—0.1326 0.2885 0.2931 0.3240 0.0917 0.0720 -0.0006  0.0645
0,0777 =0.3631 0.0701 . 0.1059 0.2698 =0.1512 =0.0569
0.2644 0.6549 0.3092 0.2350 =0.0210 0.1920
0.4609 0.5071 0.5658 0.2362 0.5172
0.3845 0.4765 0.0291  0.2782
0.5538 0.0212  0.7077
0.0256  0.4007
0.7015

09



Table 4.3.2

Genotypic correlation matrix

Fa R

]

ke
&

bl
wn

ha
o

~r

2 3 4 5 s g Xg Xg %10 11 %12 %3 X14 %15
0.4980 =0.0401 -0.0657 -0.0329 0.4869 -0,3019 0.2179 0.0762 0.1413 0.1090 0.5867 0.3651 =0.1019 0.4193
0.0052 =-0.0534 =0.1692 1.0007 ~0.2965 0.1043 =0.4527 =0.1345 =0.5409 0.4019 =-0,0690 =0.1225 0.2763
0.9928  0.9843 0.1858 0.1711 =-0.3669 -0.0418 0.3644 -0.1177 0.0447 0.0472 0.9813 0.6125
1.0008 0.1508 0.1947 -0.3991 =0.0114 0.3711 -0.0780 - 0.0409 0.0333  0.9979  0.6151
0.0941 0.2075 -0.4932 =0.0415 0.3822 -0.1160 =0.0076 =0.0135 1,0007 0.5876
-0.3864 0.1491 -0.4706 =0,0223 -0.5049 0.5380 0.0960 0.1040 0.5229
. -0.2460 0.7831 0.9259 0.9068 0.4960 0.4219 0.2304 0.5467
0.0505 =-0.5655 0.1377 0.1145 0.4422 -0.4134 =0.1605
0.4150 1.0017. 0.4696 0.4626 =-0,0009 0.3505
0.5271 0.5591 0.5096 0.3861 0.6826
0.4917 0.6166 =0.0417 0.3337
' 0.6697 0.0190 0.8114
0.0455  0.5346
0.5993

19



Table 4,.3.3 Envirenment correlation matrix

Az Xa X X X X X X, X xll X12 Xl3 114 xlS

=<oox
wooN

ta
Y

b
wn

Ead
o

o 5

Fe]
D

~
[
o

"
[
-

Fa]

P
V]

w

]

+
-

0.5744 -0.0529 -0.0874 -=0.1067 Q.3987 =0.0556 0.1274 ~0.0095 0.2080 .0.0363 0.4676 0.2622 .-0,0815 0.1756
0.1868 0.1460 0.0549. 0.5186 =0.3434 0.0446 =0.1888 0.2070 0.0703 0.7020 0.3236 0.1464 0.4929
0.9449 0.6505. 0.0413 -=0.1535 0.2187 C.0038 0.0780 0.1102 0.0851 0.0437 0.9140 0.7664

0.8424 -0.0213 -0.1023 0.1722 -0.0323 c.og80 0.1401 0.0447 0.0281 0.9872 0.8102

-0.0853 -0,0285 0.0393 =0.1035 0.0491 0.1912 -0.0420 -0.0409 0.8695 0.692]1

-0.0825 0.0155 =0.2328 0.1353 =0,0315 0.4486 0.1800 -0.0449 0.1978

=-0.0851 0.0358 -0.0471 =0.0133 =-0.1711 =0.1147 -0.0976 =0.1840

0.1253 =0.0073 -0.0695 0.0B86 =0.0024 0.1526 0.0989

0.0300 0.0108 0.0263 =0.0859 =0.0429 -D.0164

0.3419 0.4158 0.6482 0.0842 0.2958

0.1576 0. 2506 0.1207 0.1982

0.3726 0.0256 0.5643

0.0068 0.2359

C.BG50

(73]



Tables 4.4,1

Cluster means'of various clones

of sugarcane for genetic divergence

‘No.

1
Germi-

Shoot

Clu- Brix Pol Purity 'No. of Juici- Len- . Girth No. wEigﬁt Cane Len= C.C.S.'sugar
ster of Clones nation count % % per- milla- ness gth of of of yield gth per- vyleld
num- clu- count cen- ble (ml) of _ cane inter- cane per of cen~  per
ber sters tage canes inter- {cm) node (kg) plot cane tage plot
node (kg) (m) [§ 3}
tcm)
I 15 T.67172, Co0.7717, 45.18 83.13 16.27 13,70 823,51 70.18 441.40 12.44 7.71 23.20 1.52 107,33 2.68 9.25 8.19
Coc.419, Coc,?779,
Ce.7219, Coe.777,
Ic.225, Co.6304,
85.589, Coc.773,
Coc,772, Co.62198,
Ceo.62101, Ceoc,778,
5.77
II, 5 Coc.658, Co0.62175, 49,82 92.0 18.0 15.89 87.78 84.47 467.70 11.43 7.83 27.05 1.55 128.45 2.82 10.98 12.01
5.105, Co0.6907,
Co.995
ITI 9 F.1=-2, Co,62174, 40,02 70.7 18.60 16.51 88.48 -60.44 442.11 11.90 8.0 24.30 1.58 96.63 2.76 11.44 95.57
5.87, KHS.3296,
Coc.671, Co.7704,
Co,785, CoM.7114,
CoM.7125
Iv 7 Co.6807, Co.l1340, 38.67 96.48 17.05 14,31 83.21 80.57 422.33 11.95 6.69 21.64 1.16 85.32 2,51 9.64 7.37
Co.527, 5.33,
Co.6806, B,37172,
Co.527=M=-10
v 4 Co0.1307, CoA.7602, 44.68 85.0 15.57 12.91 82.00 73.75 428.75 14.99 7.68 20.67 1.47 105.53 2.90 8.64 7.74
Coc.775, Co.453 : ’ - )
vI 1 Coc.774 ' 45,06 68.33 17.73 14.55 B2.26 73.33 444,08 13.01 8,85 20.53 1.48 103.17 2.43 9.7 8.13
VII 1 Co.997 39.2 113.0 20.33 18.63 91.54 99,33 424.88 9.53 6.92 24,2 1.07 111.72 2.45 12.81 11.33
VIII 1 M.S.6847 39,81 70.33 12.12 8.53 66,05 54.33 438.89 14.32 9.46 22.8 1.99 108.55 12,98 5.18 4.29
IX 1 Co.740 52.78 84.0 19.19 15.50 80.56 70.67 4332.88 11.9 7.4 25.00 1.47 107.4 2.78 10.23 8.49
X 1 Coc.771 €2.35 107.33 17.10 14.31 B82.55 95.33 378.43 15.81 8.11 21.07 1.57 156.0 3.12 9,63 12.02
XI 1 Coh,7601 25.31 46.67 15.26 12.99 B84.95 45.0 461.81 12.85 7.48 22,73 1,71 70.82 2.74 8.87 5.16
XII 1 Co.1305 47.53 76.33 17.12 15,04 87.87 69,67 386.84 11.87 6.47 18.53 -0.95 71.64 2.27 10.37 7.43
XIII 1 Co. 449 46.91 115.67 14.57 11.44 78.49. 102,33 355.04 12.84 5.65 17.87 0.90 84.15 2.47 7.43 6.26

€9
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shoot count (115.67) and number of millable canes (102.33)
was found for Co.449., M,5.6847 had the maximum glrth of
canc {9.46 cm) and meximum woight of cane (1.99 kg)e C0.997
had the highest values for brix (20.333), pol (18.63),
purity (91.54%) and c.c.5. (12.81%). The intra and intor

cluster D° = valuos are given in Table 4.4.2.

Table 4.4.2 Average intra and inter clustor D2 - valuas

Clusiors I IX IIx v v
I 21.63 38.52 41,09 46.45 38.17
T 21475 38,79 55.24 60,60
IX3 | 37.52 63.89 57.92
v 24,89 67.35

v 22.87

The genetic divergence was maximum between clusters
IV and V (67.35) followed by III and IV (63.89) and II and
V'(GO.G)i Selecting genotypes from such clusters as parents
for hybridizaticn will result in tho developmant of BUPCw
rior clones with high productivity. Cluster V vas quite
divergent f£rom clustoers IT, III snd IV. Though the variae
tiea C0.997 and Coca771 were not included in any of the
clusters, they can be used as perents during crossing

programmes.  Since Co,.997 and Coc,771 had high gonatic
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divergence and yield components. 7he magnitude of hotcw
rosis is aexpocted to be high when crossing the gonotypes
C0,658, Cw.62175, C0,6907, C0.995 of cluster II and S=87.
C0.7704, Co.785, CoM.7114 of cluster III and Co.1307,

CoA.7602 of cluster VvV,

4.5 VPFactor analysis

The clusters I, III and IV were taken for fector
analysis and the method was epplied for each clustor scpa=
rately, since the other clustsrs contained logs number of

" clones.

4.5.1 Cluster I
4.5.,1:1 Corralation studies

The envircnmont correlation matrix of cluster T is
given in Table 4.5.1.1. 1The corrolations wero found to ba
botween =0,2925 and 0.9982, The character %y, was gignifi-
Cantly correlated with Xs, xs' xlo. xll. ¥ 0 and ey, *n
was significantly corralated with all the characters except
. . : 4 .
x3. xﬁ‘ 55, xﬁ' ¥y and X 4. The correlations of X3 with
. -~ , I
xa' xs. xB‘ xb' xil. %54 and xls wore sicnificant. X, was
significantly correlated with Xy, Fg, xé; Xg, 211. %94 and
Xy 5, Significant correlations wore found to oxist for Xy
with.xSI x&p xé’ xg. X4 and X5, Xg Wes correlated with
x4. xz’ % and X5 and *xy with %5 and 211. The charecters

xé. xa. xs. xia. x14 and xls were found ¢o have significant



Table 4.5.1l.1

Environment correlation matrix = Cluster I

39

X
% 2 X, X4 Xg Xg X X3 Xg %10 11 %12 X3 X4
- -w
X,  0.5983
X, =0.1092 -0.0372
X, =0.1147 -0.0378 0.9799
X, =0.0784  0.0274 0.8386 0.9216
Xg 0.322% 0.3545 -0.0619 -0.0695 0.0336
X, -0.0476 -0.1277 0.0976 0,0693 =-0.0996 =0.2148
Xg  0.1530  0.0254 0.3255 - 0.3505 0.34%9% -0.0051 -0.1731
- "% ] - - -
X, =0.1425 —0.2292 0.395% 0.4035 0.303% -0.2032 0.1432 0.1377
X0 0.4318 0,3218 o0.0835 0.1190 0.1732 0,1483 -0.0895 0.2034 0.0428
-

Xy, 0.3451  0.32%% -0.2538 -0.232% -0.1566 0.1944 -=0.2170 0.0572 -0.0929 0.2731

g'ﬂ o * N o F 2]
X, 0.428% 0.7387 o0.1864 0.1537 0.0977 0.3685 -0,0570 ©0.0937 0.0243 0.428% 0.3304

o
X, 5 0.2276 0.2588 -0.0372 =0.0192 0.0279 0.1629 0.0710 =0.2995 -0.1931 0.5507 0.1161 0.1518
e *x o . T e *%
X,, =0-1148 -0.0374 0.9662 0.9982 0.935%4 -0.0712" 0.0604 0.3536 0.4012 0.1287 -0.2241 0.1426 =-0.0134
o £ 3 ] ¥ W 2 - L& ¥ o i
s 0-1420 0.3727 o0.2131 0.8278 0.7530 0.1153 0.0066 0.2553 0.3238 0.3435 0.0316 0.6474 0.1371 0.8240
* Significant at 5% level ** Significant at 1% level



67

correlation with Xg vhila ¥y was corrolatad with 2 b

2, ~3, 4,
L) b -, A - el by 1 c ] -
¥yg, Fqg W€ g Character ¥y Was found to hawve signifi
cant correlation with x . xz’ xll, xlz, ¥q 4 and e, T4
was corralatod with all the characters eucapt “5, xﬁ, Xy
2

-w ] o~ x 3 1 3 =-
3 and Xyg, ¥o had significant corrolated with 3

%9 ",

[ 4

] - - £ me .
®, g 310’ Xy and X, Correlation of X3 with x1. {2.
*y and g alone wore found to be significant. Character
was significantly corrclated with the characters %, =
3(14 3 T4,

xa' xg' xll and xl%. Th2 correlations of x15 with xi,

i
Ja

®g, XKy, %Fyq a0d 25 were not significant.
[ -] - e

4:5.1.2 Principal factor analysis

Initially the oilgen veluos and corresponding cigen
vectors ef tho environmont correlation meirix was found out
by Jacobi's method. The latent roots of the matrix are
given in Teble 4.5.1.2.1., The metrix was found te ba posi-
tiva semidefinite. The first five lateont roots of tho
matrixn was groater then one and they altogethor contributed

about 75,23 por cont to the total veriation.

PFA of the environment correletion motrix of ordor
15 was don2 with the squared multiple correlation cooffi-
cients (SHC) as first cstimates of communalitics and a £ive
foctor solution was extracted. The nunber of itcrations
needed for the convergonce of communalities was twenty two,

with a difforence of €ive units in the third decimal ploce.
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Table 4.5,1.2.1 Latent roots of the environ=
ment correlation matris -

Cluster I
S uatens roows  §3F ConC coneritu-
i 5.0355 33,5696
2 3.3247 22,1644
3 1.4025 2.3588
4 1.0717 7.1446
5 1.0481 6.9962
& 0.8136 5,4239
7 0.6770 345133
8 05818 3.8876
8 0.4812 342080
10 0.2673 1.76820
11 0.1945 1.2966
iz 0.0811 045407
13 . 00177 0.1180
14 0.0035 0.0233
15 0.C000 0.0000




63

The principal factor loadings in the 22nd dtcration along
with communslitics in the 21st and 22nd iterations are
given in Table 4.5.1¢2.2. The loadings in the 22nd itcrae
tion was subjected o varimex rotation to have a more
meandngful interprotation of the factors, The rotated
loadings are presonted in Taeble 4,5.1.2.3. The important
characters essociated with oach factor woere isolated in

accordance with the procodure given by Harmen (1967).

Pel at 12th mont
Fector I C.Cu5. pareantege
Brix at 12th month
Sugar yiseld por plot

Purity porcentage

Factor II Cano yield psr plot
Shoot count
Germination count
Rumbor of millable cenes per plot

iaight of cans

Factor III Longth of cane

Numbar of internodcs

Factor IV Length of internode

Juiciness at 12th month

. Factor V Girth of cane



Table 4.5.1.2.2 Principal factor selution in

correlation matrix = Cluster

Variable Common factor coefficiont:
1 2 3 4
1 80.0023 0. 6453 0.1021 0.1180
2 00,1108 0e7959 0.1875 ~0. 2014
3 0.9443 «=0,1866 =0,0237 «(.,0854
4 0:9825 =0,1911 -0.0486 ~0.0131
5 0.9045 =0.1068 ~0.0436 0.1470
& 0.007C  0.4402 0.115¢ ~{Je 0201
7 Q0210 =0.1869 =0,2132 =0,2904
8 0.3704 0.0148 0.3316 0. 4501
9 0.3862 =0,2409 00,0305 02,0089
10 0.2531 J0.6310 «0,3309 0.4345
11 ={),12864 04683 0.1471 J.1596
12 0.3306  0.7703 Q.2719 ), 2967
13 0.0267 0.5030 -0, 8364 e 3405
14 0.9823 =0,1895 «0.,0355 C.0111
15 0.9129 03033 040503 «0.1939




the 22nd iteration for the environment
I

i

Lstimated communality Origie

5 21st itee 22nd ite- nal
ration ration CONETen
nality
(sMC)
«0.0282 D.4423 0.4424 0.5057
0.1272 0.7413 0.7414 0.7608
0,00C4 0. 9344 0.9344 1.0003
C.0464 = 1.0064 1.00€4 1.0000
0.2714 049267 0.9267 0.9813
0. 2844 0.2864 0.2884 0.4634
=()4 2966 0. 2458 0e24G0 0.4343
0. 0543 0.4543 0.4531 0.4EQ05 51
(3, 3670 0.34390 D,3429 0.3364
~(4 2825 0.8415 0.8402 D. 6434
~0,0372 D. 2842 02643 0.3026
=0.,1805 0.8973 0.8971 0.9398
0.1272 0.9663 09712 0.6034
0.0604 1.0077 1.0077 1.0000

=0, 0830 09751 0.9751 069757




Table 4,5,1.2.3

Rotated principal factor loadings for the enviromment Corree

lation matrix - Cluster I

Common factor ceefficients

Variable
1 2 - 3 4 -5

1 0.0024 0.6044 01994 0.191.2 -0.0282

2 0.1108 0.8387 «0.0763 ~D.0609 0.1272

3 0.9443 ~0.1623 0.0785 ~0.1008 0.0004

4 0.9825 -0.1895 ' 0,0363 ~0.0429 0.0464

5 0.9045 -0.1424 ~0.0417 0,1135 0.2714

6 0.0070 0.4476 =0.0650 0.0535 0.2844

7 0.0210 -0.1677 ~0.0302 ~0.3586 ~0.2966

8 0.3704 0.0362 ' 0.1430 0.5396 -0.0543

9 ~ 0.3862 ~0.2127 ' 0.1175 0.0028  =0.3670

10 " 0.2531 0.3796 -0.6671 0.3274 ~0.2825

11 ~0.1284 0.4482 =0.1041 0.2339 ~0.0372

12 0.3306 0.8597 ' 0.0278 -0.1243 ~0.1805

13 0.0267 0.1853 =0.9090 ~0.3060 0.1272

14 0.9823 «0,1952 | 0.0222 =0.0226 0.0604

15 0.9129 0.3363 -0.0128 -0,1468 -0.0830
Proporticnats , ‘ . : .
variance 0.3309 0.1797 0.0919 0.0521 0.0360

accounted by
each factor

1L



4.5.1.3 Mowimum Likelinood factor analysis

from the principal factor analysis of the datc it was
hypothesized that a minimum of £ivae feeotors would guffice
to degeribz the dependonce structure, The ML mothod was
applied to extrect the fectors by Lawley's iteratiwe scheme
to got a more meaningful pattern. The seguonce torminates
aither when a propor asccoptable seoluticn has been found
from tha point of vicw of goodness of £it or whon the numbor

of factors zgrac with the given upper bound,

Ml estimation of factor loadings with a £ive factor
model was tried. Forty five ilterations were takon for a
404005 convorgence criterion. ‘A tast of significance of tho
mcdal gave a 712 valus of 26,21 which was significant, Since
the degrece of frocdom for this 3(2 was forty tho normal test
critorion J_E—ifﬁ; \rig:f was applicé to test for tho signi-
ficance, wherc n is the degrees of frecdom., S0 ML solution
of factor loedings was tried with a six fsctor model, The
goolingss of £it of this model wes tested at 0,01 lavel and
found that six common factors are sufficient to cxplein the
dependsnce structure. ( ?1230 m 29,39}, Seventy four iterae
tions were required for the convergonce with a +0.005 cone
vergence criterion. The initial estimates of factor loode
ings and unique verlances obtained from the principal factor
method of factor anelysis are given in Table 4e5.1.3.1. Tho

ML solutilons in the 73rd pnd 74th iterations ere sumaorised



Table 4.5.1.341

Initiel cotimates of factor loadings and corresponding undque variances

'for 6 factors of the envirooment corrolation matrix - Cluster I

Variable faetor loadings Unicgue
1 2 3 4 5 & varlance
1 =0.1148 0.4883 0.0266 =0,1550 =), 0032 C.0031 - 0.8305
2 «0.0377 07765 0.0774 =), 2368 =) 0120 0.2539 Ve 2620
3 0.9761] «0,0030 =, 0019 C.0015 =0} 2177 0.1034 0.C001
4 0.5398 =0,0003 «(0,0003 C. 0002 =)o 0186 =0,0237 0.0002
5 0.5274 0.0156 D0.0120 «~0.1914 . =0,3048 043671 0.0001
6 “ ~0.0701 0.3953 0. 0007 =y 4944 0.0287 =(.1226 0.4215
7 | 0.0666 =3.0767 ~3,1262 05565 =~0,1452 = 3652 0.4904
8 03515 10,0330 0e3071 =0,0362 0.0623 056065 B«55358
9 0.4022 &0.0862 =0.31680 0,3351 -0,0104 0. 2858 0.3915
10 T 0a1220 w=D,5525 0.3376 ={3,0120 01670 ~0.0358 De4634
11 - =0.2310 04026 0.0775 =0, 0652 0.1405 G.0423 G.2472
12 0.1502  0.9327 0.2514 0.0084 =(a1677 =0. 2216 0. 0001
13 0.0174 . Q.4215 0,8887 0. U072 0. 08G7 «0,0810 0,9826
14 0.9991 - 0.0004 3.0005 ~{3.0005 0,0415 Qe1345 C.0001
i5 0.8269 . 0.5309 0.0773 0.0395 0.0465 =0e3772 0.0001

L
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in Tsbles 4.5.14342 and 4,5.1.3.3 respectively. The vari-

max rotated lozdings eve prosented in Table 4.5.1¢3.4. The

rasicual correlation matriyx efter ramoval of six fédtcta is

given in Table 4.5.1.3.5. The characters more ralated with

each factor are given bslow,

Factor I

Factor IX

Factor III
Factor IV

Pactor \'

Factor VI

Pol at 12th month
CalsSe pereantage
Brix at 12th month
Purity percentage
Sugar yield per plot

Cane yield por plot
Shoot count
Garminstion count

No. of millable canes per plot

Length of cano
Numbar of interncdos

Juleiness at 12th month

Girth of canec
Length of interncde

weioht of cane

in both PFA and ML methods, factor I wes found to ba

highly correlated with pol at 12th month, C.C.. percantage,



Table $40521.3.2

in the 73rd§ iteraticon « Cluster I

Baximum likelihcod estimates of factor leadings and unique variancas

Varisble Factor loadings . Unlqua
1 2 3 | 4 5 e varianca
1 =0.1147  0.4351 = " 0.1776  =0.1397  =0.0791  0.0509  0.7376
2 - =0,0378 0.7422 041712 042260  =0.1086  =0,0581 043523
3 | 0.9770  <0.0256  =0.0020 .. 0.0031 . ~0.2087 0. 0008 0.0012
4 0.9999  =0.0046  +0,0002 0.0002 . =0,0137 0.0001 0.0001
5 0.9261  0,0533  0.0196  =0,2010  0,3000  «0.0348 0.0069
6 ~0.0700 0.4752 0.1161  =Du4592 | =0.0943 0.0644 0.5786
y) 0.0673 ~0,1152 -0.0884 0.6309  ~0.1250 0.2743 0.6017
8 0.3513 06,0851  =0.3105  =0,0951 0.0510 10.2179 0.7138
9 004023  =0.0330  «0.1820  0.3250  0.0017  «0.0475  0.6934
10 01213  "0.4451 - 0.4921 - =D.0010 040971 0.1009 045254
11 ~0.2306 0,402 - 0.0597  «0.0400  0.0752  ~0.1290 047570
12 _. 01509 ' 0.9335 - 0.0533 . 0.0050 =0.3148  =0.0359 0.0026
13 ~0.0179 0.1371 ' 0.9756 . 0.0051  0.,0642  0,0314 0.0239
14 0.9990 0.0039 0.0008  =0.003%  0.0432  =0.0007 -0.0001
- 15 0.8271  0.5012 0.1002 0.0572  «0.1250  «0.1639

0.0089

Gl



Table 4,5.1.3.3 Maximua likelihood e_stima{tas of factor loadings and unigue variances

in the 74th iteration - Cluster I

Factor loadings

Variable Unic;ue
VarliLancs
i 2 3 v 5 6

1 ~0.1147 0.4389 0.1768  «=0.1377  =0.0745 0.0525 0.7356
2 -0.0378 0.7460 0.1701  .=0.2289  =0,1051  =0.0563 0.3465
3 0.9772  =0.0287  ~0.0023 0.0033  =0.2107 C«0001 0.0001
4 0.9999  =0.0017  =0.0002 0.0002  =D.0134 0.,0001 0.0001
5 0.9258 0.0550 0,0195  =0.2035 03026  =~0.0312 0.0054
6 =0.0700 0.4762 0e1172  =0.4997  ~0.0012 0.0684 0.5772
7 0.0674  =0.1111 0.0875 0.5329  =0.1252 042711 0.6023
8 043513 0.0870  «=0.3104  =0,0936 0.0545 0,2196 0.7127
9 0.4023  =0,0337  =0.1831 0.3271 0.0007  =0.0495 0.6941
10 0.1212 0.4459 0.4907  =~0.0006 0.09868 041017 0.5256
11 ~0e 2307 0.4061 0.0582  =0.0434 0.0778  «0.1279 D.7542
12 041512 0.9375 0.0302 G.0084  =0.3117  ~0.0398 0.0001
13 ~0,0179 0.1350 0.9795 0.0022 0.0644 0.0310 040170
14 0.9989 0.0063 0.0007  =0,0010 0.0462  =0.0005 0. 0002
15 0.8272 0.5043 0.0987 0.0549  ~0,1205  =0.1655 0.0068




Table 4.5.1.3.4

Rotated maximum likelihood estimates of factor loadings < Cluster I~

Factor loadinéé

Variable - g
1 2 3 4 5 6
1 ~0.1147 0.4389 0.1768 ~0.0943 ~0.0595 '0.1218
2 ~0.0378 0.7460 0.1701 -0.2190 -0.1156 1 0.0727
3 0.9772 -0.0287 ~0.0023 0.0252 ~0.2044 ' 0.0448
4 0.9999 -0,0017  =0.0002 0.0016 -0.0129 ' 0.0030
5 0.9258 0.0551 0.0195 ~0.2284 0.2860 -0.0055
6 ~0.0670 0.4762 0.1172 -0,4123 -0.0718 1 0.2959
7 0.0674 =0.1111 0.0875 0.6074 -0.0556 0.0340
8 0,3513 0.0870 -0.3104 0.0020 0.1062 0.2206
9 0.4023 ~0.0337 ~0.1831 0.2741 ~0.0114 ~0.1849
10 0.1212 0.4459 0.4907 0.0318 0.,1206 0.0675
11 042307 0.4061 0.0582 ~0,1010 0.0445 ~0.1102
12 0.1512 0.9375 0.0502 0,0236 -0.3120 0.0297
13 ~0.0179 0.1350 0.9795 0.0083’ 0.0670 0. 0120
14 0.9989 0.0063 0.0007 ~0.0059 0.0447 -0.0101
15 0.8272 0.5043 0.0987 -0.0073 ~041571 -0.1421
Contribution  4.8943 2.4308 14277 0.7672 0.3135 0.1924
of each factor ‘ '
Proportionate
variance 0.3262 0.1621 0.0952 0.0490 0.0204 0.0155

accounted by
each factor

LL



Table 4.5.1.3.5 Residual matrix akter removal of six facters Erom environment correlation matrix - Cluster T

o

M

< X

>
o

=
~J

o
w

o]
T4

»
[
(=]

o]
=
—

e

)

]
o
oW

el
s
w

% Xy X5 X4 % Xg X, Xg Xg BT *11 %12 3 X4

0.1981

0.0007 0.0001
-0.0002 0.c000 0.0000
-0.0038 0.0014 0.0000 0.0000

0.0492 -0.0684 0.0000 0.0Q00 0.0029

0.0432 0.0669 0.0005 -O.QOOI -0.Cc028 0.0578

0.1896 Q.0232 -~0.0002 0.0000 -0.0053 -0.0338 =0.1628

=-0.0015 -0.0856 =0,0003 0.0000 0.0002 0.0260 -0.0324 -D.0160

BL

0.1653 -0.0717 0.00C0 0.0000 0.0000 -0.0667 -0,1059 0.2467 0.1041

0.1406 -0.0063 0.0000 0.0000 -0.0029 0.0129 -0.0939 0.1407 0.0320 0.0967

0.0034 0.0004 0.0000 0.0000 =-0.0001 -0.0006 -0,0001 0.0012 -0.0002 0.0603 0,.0011

-0.0035 0.0000 -0.0001 Q.0000 0.0000 0.000% -0,0002 =0.0040 =0.0012 0.0025 -0.0008 0.0000

0.0002 0.0000 0.0000 0.0006 0.0000 0.0001 -0.0003 -0,0008 0.00C0 C.0000 0.0000 0.0000 0.0000

0.0053 0.0015 0.0000 0.0000 -0.0001 -0.0003 =-0.0013 -=0.0004 0.0000 0.0011 0.0024 C.0000 0.0000 0.0000
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brix .at 12th month, purity percentage and sugar yvicld per
plot. .These characters are associated with the_qualigy of
the erop and henca can b2 .named as quality factor, Cane
yield per plot, shoot count, goermination count and number of
millable canes per plot were found to be highly correlated
with.factnr II in ML method while wight of camne also con-
tributed for f£actor XX in PF method., Cano yield and its
ralated characﬁeés'cane under this factor. wWaight of cam
formad an independent factor, factor Vi in ML method. Length
of cane and number of internodes related to growth of the
crep eom2 under factor IIL as identified by PPA end ML
mathod. So this factor may b2 nemed as growth fector.

vhile length of internode and juiciness at 12th month arc
more contyributing to factor IV In PFA girth 0f can® and
Juiciness at 12th month .contribute to fzetor IV in ML mathod.
Girth of cane remained independent in factor V in PFA, In
- ML method length of internode form an indepsndent factor in

factor V,

The five common factors in PPA accounted for G2,0€
paercentage of the veriation in the dependence structure
whilo 66484 porcontage variation was explained by the six
factor model in ML soclution. The proportion of variation
accounted by factor I whare tha characters contributed for
this factor baing samz, accounted. about 33,72 per cent in

PFA and 32.62 par cent in ML solution., The. contribution of
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the socond factor was 17.97 per cent and 16,21 per cent resce
pectively in PFA énd ML, solutions. rhile the proportionate
variance accounted by factor III in ML was 9.52 por cent it
was 9,19 por cent in PFA. The contribution of remaining
factors were 6.49 par cent'in ML and 8.81 por cent in PF

solution.

de5e2 Clugter III

4.5,2.1 Correlation studics

The environmont correlation coefficients were found
to lie batwcen =0.4948 and 0.5742 (Table 4.5.2.1)s The
character *, was s8lgnlficantly correlated with ¢ . e, xg;
X2, %4 and g, ¥p Was found to ba significaently corre-

lated with e2ll tho characters except Xg, ¥ and x,, while
2

il
N had significant correlation withi all the characters
except %, xlo' %11 and X549, Cerrelation ef X, with the
characters except %, %, M0, M1 and #y o, were found to be
pignificant. Significant correlations werc found to exist
for Xg with xz. xa’ xé' xs' xs' x7. xg. X and 4. %6

wag correlatad with all except X, %0 and X34, The charaCe
ters 32’ 33. xs' RB, xis' ¥y g and,x15 wvarg found to have
significant correlation with Fo while Ky Was significancly

correlated with X3, XA’ Xg g and x Xy vias significantly

13,
corralated with all except Xy Hg, ﬂio._xil ang X9 Corree
» »

lation of xlo with xii‘ ¥ and xia alona were found to b=



Table 4.5.2,1

Environment correlation matrix - Cluster III

X

X

1 2 3 4 Xg Xg X, Xg Xq %10 X X12 X13 X14
"
0.737%
b2l
0.0046 0.3403
0.0508 0.381%  0.920¢
L& a3 *ir
0.2023 0.4707 o0.43%6  o0.70%] ‘
- w ok W o -
0.4962 0.6686 0.4752 0.5636 0.480%
arw t ] -
-0.1221 =-0.3457 ~0.2348 -0.1853 -0.2263 -0.0775
~0.1184 =-0.0155 0.3630 0.2578% -0.1650 0.2381 -0.475%
e e L &l wrw ” W
-0.2545 -0.3308 -0.42%5 -0.4735 -0.1288 -0.4935 -0.1183 -0.0299 -
0.1286 0.1660 0.0576 0.0734 0.0270 0.0750 -0.0545 -0.0639 -0.1750 s
»*
-0.1655 0.0202 0.1610 0.1091 -0.1176 =-0.0070 0.0738 =0.0134 0.1732 O0.6455
0.5388 0.6888 0.0822 0.0686 -0.0141 0.567 -0.1482 0.1455 0.0343 0.2755 0.1500
- L2 L 2. w > -w o - L &4 ok LR 3 o dr
0,258  0.6729  0.4023 0.4850 0.4612 0.5248 -0.3152 0.3098 -0.4537 0.3611 o0.0208 o.50%%
) 'z - e e - o e - g
0.0542 -0.4366 0.9111 0.9742 0.7618 0.5176 -0.2767 0.1682 -0.4663 0.0571 0.0831 0.0507 0.4753
- w arok ’ ww e " e * » ok ¥ % " w
0.4190  0.7644 0.5984 0.6375 0.5072 0.7994 -0.2174 0.0886 -0.2262 0.1918 0.1280 0.743% 0.570% o0.65%%

* Significant at 5% level

** Significant at 1% level
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significant. X4 is significantly correlated only with

%o, Significant correlations were found to oxist for %
with x1. xz' xs’ xio' x13 and xis. x13 is significantly
corralatad with all excopt %11, Corralation of X4 with all
axcopt xi. xs’ X0 and Ky, Wore significant. The correlow

tions of *s with =

B, %0 and Ky WOro not significant.

4.5.242 Principal factor analysis

The environment correlation matrix was found to bo
positive definite. The elgen valuas and the corresponding
olgen vectors of the matrix was found out. The latent roots
along with contribution of each to the total variation are
given in Table 4.5.2.2.1 First four latent roots of thes
matrix was groster then ono and they altogether contributed

78.03 per cont to the total variation.

Using the princlpal factor analysis to the cnviron-
ment correlation metrdx a four factor model was fitted with
squaread multiple correlation cosfficient as estimates commu-
nality. Fifty two iterations were taken for tho gonvorgence
of communalitices with a five unit difforence in the third
decimal place, Thoe estimates of loadings in tho éznﬁ ltoro-
tion aleng with cormunalities in the S1st and 52nd itera-
tions are given in Table 4.5.2.2.2. Varimox rotation of
lozdings was applied and tho results arc given in Table

445424243« The charactors which are mora corrolated with
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Table 4.5.2.2.1 Latant roots of tha anviron—
mant correlation matriy e
Cluster III

e Latens roote 195, contzi
1 6.0411 40.4376
2 2.3828 15.9568
3 1.6671 1141682
4 1.5642 10,4703
5 049865 646034
6 0.9473 6,3410
7 0.4015 2.6875
8 0.3541 2.3703
9 0.2917 1,9526

10 0.2031 1.3595

11 0.0478 1.3200

12 0.0354 042673

13 0.0115 0.0770

14 10,0011 0.0074

15 0.0001 0.0007




Table 4.5.2.2.2 Principal fector golution in the 52nd itoretion for the

envirormraont correlation merriy « Cluster TIT

Variable Commen fagtor copfficients Bstimated coonunality Orxiginel
1 2 3 4 iégzcétc“"zgzg;ite” i???b?gmﬁ)

1 004532 05946 0,2495  w0.0114 0n 6215 0.6213 008944
2 0.3891 0.4828 0.1252 0.0143 0e8746 0.8716 0.9676
3 0e7427  ~0.4855  ~0,1384  =0.0075 0.8067 008065 0.9597
4 0.8401  «0.5239  «0,0396 0.1192 0.9959 0.5960 0e9942
5 0e6548  =0.2313 002605 0.2843 0.6312 0.6309 0.9994
6 03609 0.2777 000207  =0,0510 0.6522 0.6522 0.9944
7 =00 2969 00256 0. 0433 0.3318 002011 Ge 2007 0.9292
8 022603  w=0.,2899  «0.3318  =0.,4132 1 ..0000 1.0000 0.9507
2 =0,4819 0.1331 =0,1934  =0,1313 043047 0.,3046 G.9822
10 0. 2088 0.2318  =0,4721 0.1973 0.3583 0.3579 09544
11 00805 0.0806  =0.0648 0.3676 10000 10000 0.9595
12 05062 006920  =0,1574  D.1573 0.7950 0.7948 0.5961
13 0.7311 0.2174  =0,0181  =0,1264 03,5980 0.5980 0.9729
14 0.8491  =0.5221 00095 0.1708 1.0000 1.0001 0.9996
15 0.B613 0.2207  =0.0504 0.0392, 0.7945 0o 7945 0.9973

AS



Table 4e5a.202e3

Rotated principal factor lozdings for the enviromment

corralation matriz « Cluster I;I

Covmon -#acﬁz:ar coefficients

Variable
1 2 3 4
1 0.4472 0.6470 =0.0070 0.0509
2 0.3497 0.5292 041607 «0.0606
3 047037 042426 ~0.1372 «043110
4 0.84G8 =0.4810 «0.0892 ~0.1591
5 047542 =0.1888 0,0991 0.1293
& 0.3410 0.2472 ‘(s 0948 «0.1815
7 =0 2080 -0, 0606 «0,0003 0.3922
8 «0.0188 -0.0889 0.C041 ~(e 8750
9. 0.5376 00856 ~0,0857 «0,0308
10 0.1091 0.0364 ~0 5801 0.0448
11 =0.1045 =0e 2300 «0,1028 0,0457
12 0.3614 0,6961 «0.3654 ~0.2148
13 0. 6508 0.2758 ~0,1747 0. 2606
14 0.87689 ~0.4801 0. 0604 «~0.1406
15 0.7995 0.2421 “0.2732 ~0D41489
Proportionste
variance 0.3607 0.1434 0.1249 0.1243

accounted by
aath £aotor
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these four factors are given balow,

ractor I C.C.8, percentaga
pel at 12th month
Sugar yield per plot
Purity porcentage

Brix at 12th month

Factoy II  Cene yvield per plot
Germination count
Sheot, count

Humbar of millable canes per plot
Factor IIT Humber 0f interncdes

Factor IV  Length of interncde

Juiciness at 12th month

%25¢2,3 Maximum=Likelihood factor anslysis

The envircnment ceorrelation matrix wag subjected to
Hil. mathod of fector extraction under the hypothesis that a
four fector-model will suffice to ewplain the dependence
structurs. Twenty nine iterations wore taeken for a 30.005
convergence criterion. A test of significance of the factor
modal showed thet four common factors ere not sufficient to
explain the dependence structwe ( ?[251 = 104.27)e The ML
method was then trled for s five fastor model which again

found to ke inadequate to explain the dependesnce structure
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{ 7(240 m 72478). Fifty two iterations were taken for the
convergenca. A six factor modol gave the goodnoss of fit
statistic as _')(_230 a 59,14 which was significant, ML 8o0lue
tion of factor J‘.oéd:;rl;ga‘ zg;'i.th six fsctor model was found to be
a@eqﬁéte to explain the depanﬂgﬁée structure, Two hundired
and seven iterations were taken for the convergone: with a
£0.005 conwergence criterion. The initial estimates of
factor loadings and unique vardances obtained from tho
principal factor method of factor analysis are given in
Table 4.5,2.3.1¢ The ML solutions in the 206th and 207th
iterations arc summariszed in Tebles 4e5.2¢3¢2 and 4¢5.24343
respeotively. The verimex rotated leadings are presonted
in Table 4.5:2.3.4. The residual matrix after romoval of
8ix fectors is given in Table 4:%.2.3.5. The characters

daninating the factors are listed balow.

Factor I C.C.S. percentags
pol at 12th month
Brix at 12th month
Purity percentage
Sugar yield per plot

Faector II Cano yield per plot
Ehoot count
Carmination count
Numbor of millable cancs per plot



Table 4.5.2.3.1 -+ Initial estimates of factor loadings and correspondlng unigue

variances for 6 factors = Cluster IIT

Variable Factor loadings - Unic.gue
- variance
1 2 3 4 5 6

1 -0.0703 0.5677 0.0170 -0.1867 °~  =0.4642 0.3238 0.3173
2 -0.44586 0.6884 0.0133 -0.1788 °  =0.2107 0.1201 0.2366
3 0.9203 ~0.0143 ~0.,0119 0.3881 ° -0.0411 0.0694 0.0001
4 0.9771 ~0,0037 -0.0052 0.0513 ° -0.0395 -9.0405 0.0394
5 0.7515 -0.0141 -0.0116 0.6579 ° 0.0379 -0.1059 0.0002
6 -0.5362 0.5617 =0.3660 -0.0771 ° -0.3719 -0,4484 0.0001
7 0.2743 ~0.1303 0.2800 -0.0323 -0.0168 0.3100 0.7320
8 0.1846 0.0789 0. 2400 -0.4766 ° 0.2891 -0.3095 0,4956
9 0.4767 -0.0475 =0.0657 0.0858 0.4516 -0.1341, 0.5369
10 ~0.0580 0.2704 0.3063 -0.0271 ' 0.0325 -0.0789 0.8217
11 0.0805 0.1131 0.1105 -0.2571 ° 0.2386 0.1066 0.8341
12 -0.0598 0.9902 0.0210 0.1093 ' -0.0201 =0.0424 0.0013
13 «0.4820 0.5143 0.4877 0.1214 ° -0.4480 0.3903 0.0001
14 0.9992 0.0080 0.0097 -0.0187 0.0307 -0.4869 0.0001
15 0.6603 0.7129 0.1963 0.0007 ° -0.2080 0.0002

88



T{T.bl@ 4.5-2'3.2

Meximum likelihood cotimates of fector losdings and unique
varianczs in the 206th iteration « Cluster III

Variable Factor loadings ) gﬁgﬁcg'
1 2 3 4 5 6

1 w0, 2060 0.4489 0.2100 ~0.1845 =0, 3850 0.1687 0.5011
2 ~0.5222 0.6148 0.0184 «040301 4 2586 ~0,0792 0.2749
3 0.6209 «0.3243 ~0.0108 . 00239 =0, 2110 0.0171 0.4638
4 048353 ~0.2121 «0¢0039 00241 w0ed712 . 0.0206 0.0342
5 069734 ~0.1342 ~0.0126 0.0112 0.1684 ~0,0097 0.0057
6 ~0e5674 03898 Do 3016 =0, 2867 «0.0891 0.3005 0.1923
7 =04 2550 «0.1425 0.0791 De1214 «0.0285 0.2845 0.8119
8 0.0499 0.3381, 0,2112 =0.2807 0.3913 «0a2314 05527
9 0.4801 ~0.0447 043199 0.4108 041631 ~0.1315 0.4525
10 0. 0529 0.2743 045955 =0.3741 0.0648 0.0254 0.4225
11 0.0654 02316 0.5833 02093 0.2035 0.4239 0.3369
12 =0, 0529 0.9322 0.0347 ' 0.0786 w0, 3531 =0.0014 0,0002
13 =0,5241 0.4185 060949 043748 ~0.5250 0.5322 0,0001
14 0.8815 " 0e1614 0.0409 =3,0695 0e4331 =0.0088 ' 0.0028
15 0.6177 0.3452 0.0314 0.1413 ~0:0384 041571, 0.4522

68



Table 4.5.2.3.3 Maximum likelihood estimates of factor loadings and unique

variances in the 207th iteration - Cluster IIT !

f

Unigque

Variable “ Factor ioadings .
. variance
1 2 3 4 5 6
1 =0,.2070 0.4450 0.2120 -0.1847 «-0.3830 0.1659 0.5059
2 ~0,5225 0.6129 0.0203 -0.0264 =0.2616 =0,0762 0.2760
3 0.61.95 © =0.3264 ~0.0107 0.0192 =-0+2131 0.0140 0.0005
4 0.8323 © =(,2104 -0.,0038 0.0201 =0.4732 0.0176 0.0384
5 0.9756 - =0,1360 =0.,0127 0.,0091 0.1714 =0, 0057 0.0005
6 -(0.5653 0. 3861 =0,3936 -0.2890 -0.0850 0.2986 0.1965
7 0.2569 " =0,1443 0.07863 0.1244 -0,0315 0.2813 0.8118
8 0.0452 0.3413 0.2083 -0,2776 0.3949 =042275 0.5533
9 0.4829 " =0,0438 =0.3232 0.4138 0.1591 -0,1306 0.4464
10 =0.0496 0.2752 0.5986 -0.3778 0.0688 0.0233 0.4155
11 0.0623 0.2356 0.5863 =0,2074 0.2005 0.4278 0.3306
12 -0.0513 0.9291 0.0366 0.0756 -0.3560 =0,0003 0.0004
13 -0.5274 0.4155 00,0905 0.3770 =0,5290 0.525%1 0.0001
14 0.8794 0.1655 0.0445 -0.0734 0.4365 =0.0027 0.0014 .
15 0.6147 0.3404 0.0281 0.1454 -0, 0362 ~(3,1543 0.4592

06



Table 405.2-3¢4

Iotaboed moximum

Clustar 1xI

Variaobla
1 2
i 00755 0.5894
2 (g 27456 0. 7562
3 0.8853 -, 1137
4 0.53201 w(, 1GCO
g 0. 6601 =, 1587
& =, 53 25 (e 2849
7 G. 1467 =(.1539
8 «3.1183 0.1118
9 0e4077 «(}s 0662
10 0.0249 Ga 2827
11 «=Jo1516 061297
iz2 Do 0347 3788
13 -031791 .4930
is D.9333 (a1450
15 0.5603 03031
Ceontribution ;
of ez¢h 4.4031 3.0614
factor
Proportionatae -
variencas e 2575 02377

aocounted by
cach favtor




likelihood ostimates of Zactor leadings

Factor loadinas

3 4 5 G
+0.1671 «0.3362 ~0.0L05 006040
0.0581 «04 2080 0.0854 ~D.1472
«D40LE3 0.0121 ~0.3618 0.2677
~0.0060 0.1753 «0,0810 0.2281
0. 0661 0.4564 ), 5513 -0.1475
~0o1517 w0,3114 «0a1173 0.3638
0.0781 0.0652 ~0.0296 0,3631
0.0861 «0le 1395 Ga6210 “0,CE72
~0.1515 0.5636 0.2008 ~0.0461
006619 ~0.1259 0.0628 8.1356
0.5422 0. 2226 0e1165 0e4667
0.0003 0.1375 ~0.0579 «0,0638
0.0676 0,1027 0. 6645 0.4672
0.0240 ~0e1440 0.0228 w3 2910
040675 0.0524 00 0325 «0,0760
105467 1.3436 0.7647 027946
0,0972 0.0071 0,C631 0.0516




Table 4.5.2{ga§'Residual matrix after removal of six factors from the environmment correlation matrix — Cluster ITI
X X2 %3 Xa Xg Xg X5 Xg Xy %10 11 %12 X3 X1a
Xy 0,2346
x3 0.0032 0.0024
x4 -0.0339 =0.0576" -0.0005
Xg 0.0006 Q.0004 0.0000 0.0000
Xg =0.,0015 -=0.0011 0.0000 0.0004 0.0000
Xq ~0.0092 =0.1147 <=0.0006 0.0666 =0.0002 -=0D.0004
XB -0,2429 -0,1266 =0,0020 0.036), -0.0004 0.002% =0.4120
Xg -0.0292 =0.0658 0.0018 0.0173 0.C005 =0.0016 =0.2142 0.2381
xlO 0.0305 -0,0426 0.0001 -0.0035  0.0000 -0.0007 ~0.0121 =0.1033 =0.1906
xll 0.0003 0.0012 0.0000 =0.0001 0.0000 0.C000 -0.0004 0.0000 G.0026 0.2002
x12 0.0001 0.0002 0.0000 0.0002 0.C000 0.0000 0.000C 0.0004 0.0000 =0.0002 0.0000
x13 -0.0014 -=0.0013 C.0000 0.0001 0.0000 0.0000 0.0010 C©.0011 <=0.0004 0.C001 0.C000 ¢.0000
xl4 -0.0117 -0,C075 ©.0000 0.0023 0.0000 0. 0000 0.0001 0.0081 -0.0094 =0.0009 0.C000 0.C000 0.C000 e
xlS -0.0051 -0.C005 0.co0e =0,0124 0.0002 =C.0003 0.0188 -0.0523 0,0260 0.0233 =0.0001 0.0000 -0,C002 =0.0030 o
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Factor IXII Rumber of internodes
FPagtor IV . Girth of canc

Factor V ILength of cane
| Length of internods

Factor VI twolght of cano

Juiciness at 12c¢h month

The characters C.C.S, porcentags, pol at 12th month,
briv at 12th menth, purity porcentage and sugar yielad por
plot were found to b2 highly corvelated with Factor I in
both PFA and ML methods. The choracters . .are related to
guality sspects of the crop and honce named as the guality
factore The second factor is associatod with cena yiold
per plot, shoot count, gorminagtion.count and numbar of
millable cancz por plot in both methods. The third factor
is cheracterisced by number of internodes in PPA and HIL
methodg. Lenégﬁ éﬁ internode and julcinzss at 12th month
are more contributing to fector IV in PFA while girth of
cane alone contribute factor IV in ML method. In ML mothod
length of cane and length of interncde formed fifth factor
and 6th faator is highly correlatod with weight of cane and
Juicinoss at 12th month.

The four comron factors is PFA accounted for about
75.33 percoentage of variation in the depondence structurc

wvhile 79.44 percentage veristion was explained by tho six



34

factor modal in ML solution. Factor I accounted 368,07 pore
cenﬁage of variation in PFA 2nd 25,75 in ML mathod. Prow=
portionatn variaﬁca pccounted by the scoond £20t0r was
14.34 por cent in Pra and 23.77 per cont in ML method. The
aontribution of the third factor was 12.49 per cent and
9,72 por cent respectively in PFA and ML method, Contribue
tion of ramaining fegtors wero 12,42 per cant in PFA and

20,20 por cent in ML mothed,

4+5¢3 Clustor IV
4¢5.3.1 Correlation studies

The environment correlation matrix is given in
Table 4.5.3.1 end the correlation coefficients werc found
to lie betweon «0,8199 and 0.9948. Charecter ¥y wes Bichle
ficantly correlated with all the characters oxXCept 2. The
correlation of %y with all tho charasctors were significant
axcapt for Xy KS, Hy and *ya, Corralation of b with the
tharacters gxcept xi' “9. xb. xio‘ Xy and ®y g Wore found
to be significant. Significant correlations were found to
exist for =, with ﬁi. Xy, X5, Ky, Ky Ky, xl% and ¥, Fg
hed correlation ydth all except %y, ¥g and 0. Correlation
of Xg with xﬂ. x7’ 33’ Kiq and xi4 wore found o bBo none
significant, Characters xb. X5, %10, *12 and ¥y 4 were found
ko have nonwsignificant correlation with-xﬁ while characters
ﬁl‘ “2, xéo xg. xs’ xll. xlz_ %53 and g have significont
correlation with *g, g was correlated with all except X3,



Table 4.5.3.1

Znvironment correlation matrix - Cluster IV

X

p s

X

X.

2 3 4 5 6 ’) 8 9 10 11 12 14
X, 0.6376
t 4 d
X, =0.1236 0.340%
X, -0.2258 0.1678 0.9433
dr > o
Xg -0.3758 -0.1999  0.5687 0.7850
L3 ] - oW i L
X,  0.6611 0.8525 0.2721 o0.0878 -0.3287
X,  0.2282 -0.1246 -0.6430 -0.6373 -0.403% 0.0647
X  0.4082 0.318% 0.0806 0.0196 ©0,0334 0.1948  0.254%
Xg  0.4464 0,2351 -0.1989 -0.3682 -0.5318 0.2931 0.1978 -0.1151
*
X0 0.2811  ©0.5393  0.0271 -0.0166 -0.1986 0.449%% -0.0430 0.0471 -0.1035
* b 8. - . * * " o &
X,, =0.2600 0.1023 0.4992 0.6044 0.6387 0.0567 -0.2553 0.245% -0.8155 0.401%
&1 i - k]
X, ©.6800 0.7623 0.0820 -0.1204 -0.4631 0,7343 0.1364 0.443% 0.2875  0.6685  0.0619
+*
X4 0.458%  0.628% -0.1171 -0.1677 -~0.2628 0.3236 -0.0605 0.4366 -0.0997 0.695%  0.1686 0.54€0
- W i w o W o ¥ * *
Xy, =0.2224 0,1465 0.9084 0.9948 0.8216 0.0548 -0.6348 0.0189 -0.4033 -0.0013 0.6280 -0.1472 =-0.1389
. . x o e T kw * *w . - w e v w* ’ * % * * ! e
X 0.2509 0.5604 0.8808 0.8129 0.4606 0.4786 -0.4982 0.3160 -0.1318 0.2605 0.5185 0.4415 0.1813 0.8035
** Significant at 5% level * Significant at 1% level

Sb
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R Hg, Fy angd 314' ¥ Was not corrclatod with x3. X4,
‘353 x x@.'xg and 3, 4 and significantly corrclated with |
other characters. g hed significant correlation with all
‘tﬁé cheracters axcapt xé' xﬁ’ % 5 and X3 anﬁ-xlz with all
axcapt xs xé’ xv 3y and Xyq, ¥y was sionificantly

corralated with » ‘1' 32' XS. xea xb. wlg. 12 and 213.

.Correlaticn of %14 with x1 x3. xq’ 35. x? xgg X4 anﬂ.xis
wore ﬁounﬁ to e aignificant. 315 vas significantly cCorree-
lated with 211 éxcapt.xg and X3,

4,5.3.2 Principel foctor analysis

The environmont correlation matrix was found to bo
positive geml definite, The eigen values and the correge
ponding eigen vectors of the matrix was fetermined. The
eigen valuss along with contribution of each latont root .to
the tetal variation are given in Table 4.5:3¢2:1¢ First
fiour lahent roots of the matrix was greater thon one and
they altogether contributed 87.37 per cant to the total

vardation. ,

A four factor model was axtrected using principal
factor analysis with sguared multiple correclation cocffie
elent as initisl estimate of communality. The number of
iterstions needed for the convergence of conmunalities was
agix, with a difﬁérence of five units in the third decimal
placas The principal factor loadings in the 6th dteration
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Table 445634261 Latant roots of the envirolli-
mant corralation matyisx =
Cluster IV

Bt tetont soote  22E 000 conssiou-
1 5,4288 36,1920
2 4.6725 31.1500
3 1.8167 12,1113
4 1.1881 7.9207
5 0.7128 4.7520
6 0.4008 2.6727
7 0.3359 2.2393
8 0.2319 1.5460
9 0.0994 0.6627

10 0.0728 0.4653

11 0.0315 002100

12 00087 0.0580

13 0.0000 0.0G00

14 00000 0.0000

15 0.0000 0.0000
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along with communalities in the 5th and 6th iterationsiare
given in Tgble 4.5:302,24 Factors in the &th itera;ie%}was
subjected o varimax rotation., The rotataed leoadings a?e
presanted in Teble 4.5:3.2.3. The cheracters which er%

highly correlated with the four factors are given bal%w.
, ; . |

pol at i2th month
' Brix at 12th month
Factor I Cl.C.3. paroantage
sugar yiaeld per plot

Purity percentage

Cane yiold per plot
Factor 1II Shoot count
Nugbker of millable canes par plot

Gorminstion count

Factor Izt Humber of interncdes

Langth of cane

LFRactor IV Length of interncde

Juiciness at 12th month

445,343 HMaximum Likelihood foctor analysis

Ml estimation of factor leadings with a four factor
mode)l wes done. Twonty elght iterations wora tskan for a
#0.005 convergence criterion, A test of significance of

the ﬁadal gave 8 ;Kz valus of 108.02 for £ifty one degraos



Teble 4.5:362.2 Principal factor colution in the 6tk iterstlon for the environsant

correlation matriv - Cluster IV

Variohla Common factor cocificients Estimeted commmunality 2§§§i§fi
: RE A - e
1 =e1930 07569 Q0,173 0.2206 02,6889 0.6882 0.9999
2 C.2300 0.,3846 De1361  =(.0699 2.8588 00,8586 1.00C0
3 0,5085 0.0229 03285  wD.0064 DeT418 £.9420 1.0000
4 G.9792  =0,0980 0, 2056 0.0076 1.03Q000 1.0000 1.0000
5 07863 =~0.4253 =0,1133 0.1680 0.8096 Q. 8091 1.0000
23 01145 07264 0e2265  «0,0450 Qe 7012 C«7011 e 9990
7 =0 5871 0.0811  -D.1842 C. 2951 0. 4855 D.4B59 2.9998
8 0.1309 0.4434  -0,3034 Ve 7350 0.83%0 0.8412 0.2599
9 (04283 De3048 Qe 8901  =0,0095 0.8202 068175 0.9999
18 C.125G 06526 =0.4310 =0.4970 0a.8715 0. 8744 1.0000
i1 Ca7463 0.0241  =0,5953 =0G,0165 G. 9099 062123 09999
iz -{3,0202 0.9430 =(3.0537 «0.0036 0.8918 0.852% 1,0000
13 (e 3058 0.8782 =0,4120  =0.0926 0.06411 0. 6384 10000
14 0.9780 =0,1119 0.1504 0.0062 05213 09917, 1.0000
15 D.8438 D.4346 Q.21113 03,1089 0. 9660 0.9661 1.00C0

bb
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Rotated principal fector loedings for

the envirommant correlation motrly =
Cluster IV

Connon factor coefficionts

Varichle ‘_
1 2 3 4
i =0,115% 0.7569 Ge 2310 0 2206
2 0.2642 0.8840 0. 0405 =) 0699
3 0.9655 0,0828  =0,0382  =0.G064
4 0.9852 =04,09250 =0e1747 0.0076
5 0. €666 ~0,4253 -0,391% 0.3680
() 01911 0e 7964 0.1673 =} 0450
7 -0, 6227 0.0911 0., 0520 0.2952
8 (e U103 04434 =0, 3222 0e7350
9 «{¢ 2048 G.3078 0.8262 =}, J02E
i0 «0C443 0, 06526 ~0,4468 «Q, 2370
13 Ce 4702 0.0243 -3, 8309 =3, 0185
12 =1, 0385 0.9430 =0,0423 . 0037
i3 =s1591 0.G732 «0,3801 =0.0926
14 0.,9635 ~0,1119 =0 2254 0.C0E2
15 08615 Q4446 =0s1190 05,1089
Proportionate
varilance
accountad 0.3213 0.2981 0.1439 0.0653
by each

factor
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of fr@edoﬁo vwhich wasrsignificant. So ML solution pf
factor loadings was.tried with a five Eastér moﬁalnwhich
egein found to be significant ( X240 o 57.97). Fifty two
_iteraiiqns wera tsken for the éonvergence.' ML solution of
factor loadings with 8ix factors was fouﬁd to‘ﬁe adeguate
to explain the dependsnce gtructure ( X?Bb = 54,52), Sixty
eight iterations were regulired for the convergonce with a
+0.005 con%argenﬁa criterion. The initial cstimates of
£actor loadings. and unique variances are given in Teble
445436321«  The ML solutions in the 67th and 68th itera=-
tiona are given in Tables 4,5.343¢2 and 405.3.3.3 respecs
tively. The verimex rotated loadings are pragssnted in
Table 4.5.343:.4+ The rogidual matrix after ramoval of six
factors ig given in Teble 4.5.3.3.5: The characters with

hgh loadings in each f£actor are given Belows

Pol at i2th month

CuCeS. parceptage
Factor I Brix at i12th month

Sugar yield por plot

Purlty percentage

Can2 yield par plot
Pactor II shoot count
Number of miliable canes per plot

Germination count



Tabla £e5e3e3el

Initisl estimates of factor loadings and corresponding unicue

varianceg for € factors = Clustar I

Variable Factor loadings Unicue
warlange
1 2 3 4 5 &

1 «0.2202  0.6292 043038 =0.1875 =0.4292  0.0497 0.2531
2 =0.1G52  0.7787  0.1868 =0,1264 «0.0153  0.3766 0.1734
3 0.9318 =0.1817 =0.2158  0.1236 «0.1783  0.1766 0.0001
4 09991  =0.0005 wD.0262 - 00157 «0.0253 =0.0495 0.0002
5 ' 008002 =0.2507 «0.2937 «0,0275  0.2840 «0.4709 0.0001
6 =0,0802  0.7342 «0.2260 ~0.1000 =0.0560  0.2219 0.3510
7 0.6363  =0,0431  0.0893 =0,2131 =0.1970  0.2443 045586
8 0.0251 04171  0.0003  0.4443  0.4770 =0.0257 0.3598
9 0.383L  =«0,1673 =0.7414 =0,3452  0.0910 =0.0051 0.1481
10 «0. 0045 02573  0.4994  =0,3345  0.2404 «0.1128 0. 5020
11 0.6193  0,2131  0.6923 &0,2036  0.0195  0.1062 0.0003
12 ~0.1233 0e9B29  0.1135%  (0.,0227 =0.0489 =0.1165 0.0002
13 «0.1505  0.6691 0.26831 0.2577 =D.1603 0.0335 04,3563
14 0.9980  0.0216 - 0.0339 =0,0327 (C.0346 =0,2885 0. 0001
15 0.8201 0:5248 041733 0.0493 =0.1256 «0.0733 00002

20T



Tabla 445.3.3.2

Maximum likelihcod estimates of factor loadings and unigqua
variances in the §7th iteration = Cluster IV

- — .
Variable Fagtor loadings Sgifgice
1 2 3 4 5 6

1 =0+ 2501 0.6139 0.3417  «0.0511  =0.4072 0. 2568 02094

2 ~0.1479 0.7741 062459  «0.0951  =0.0213  =0.5171 0.0415

3 0.59217  =0.1810  =0,2398 0.0840  ~0.2285 0.0222 0.0004

4 049971  =0.0019  =0.083%° 00,0037  =0.0229 0.0070 0.0002

5 0.8159  =0,2357  =0.2459 000551 0.29689  =0.0066 0.8741

& ~0.0644 0e7311  =042326  «0.0243  =0.0976 (143852 0.2487

7 046265  =0.0576 0.1787 042538  =0.1651 0.0574 0.4773

& 0.0299 04400 0.0959  =0.5661 0.2635  =0.1162 0.3929

9 0.4392  =0.1423  =0,7782 0e1379 0.0398  =0.0451 0.1586
10 «0,0094 0.3489 0.3727  =0.5520 0.0569  ~0.0083 044313
11 0. 6665 0.2385 0.6951  =0.0902 0.0112 00059 0.0074
12 =0.1349 09918 0.1216 0.0386  =0.,0146  ~0.0C082 0.0013
13 ~0,1489 0.6698 01870 0.2568  =0.2247 0.2841 0.2971
14 0.9979 00196 0.0459  =0.0336 0.,0532  =0.0082 0.0001
15 0.8079 05264 0.2242 0e1065  =0.0792  =0.0091 0.0022

£0T



q‘&blﬁ 40553&303

Maximum likelihood estimates of factor loadings and unigue
variances in the GB8th itoretion - Cluzter IV

Variablo Factor loadinga ) 32:#?2:«3@
1 2 3 4 5 &

1 =0, 2517 0.6090 0,3446  =0.0471 . =0,4040  0.2598  0.2141
2 -0.1433 0.7711 0.2490  =0,0936  =0,0252 .=0.5200  0.0431
3 0.5188 «,1809 =042437 0.0806  =0,2333  0.0197  ©0.0024
4 0.9953 -0 0052 -0,0928 0.0007  =0.,0227  0.0048  0.0002
5 0.8192 ~0.2326 =0, 2400 G 0587 0.3014 =~0,0018  0.1229
6 =0.0609 0.7281 ~0. 2365 ~0.0274  =0,0997  0.3893  0.2480
7 06242 =0.0607 0.1835 0.2564  =0,1610  0.0545  0,4784
8 0.0335 0.4433 0.0381 =04 5699 0.2606 =0.1194  0.3856
9 0.4422 ~0.1384 ~3.7811 0.1360 0.0366 ~0.0482  0,1531
10 ~0.0130 0.3528 0.3698 =0, 5540 0.0540 =0,0055  0.4287
11 0. 6706 0.2416 0.6956 -0, 0861 0,0081  0.0020  ©.0002
12 ~0.1375 0.9816 0,.1243 0.0417  w0.0117 =0.0036  0.0002
13 =3.1457 0.6659 01849 0.2569  =0.2286  0,2892  0.2939
14 0.9965 0.0157 0.0475  ~0.0338  0.0564 ~0.0044  0.0001
15 0.8035 0.5283 0.2281 0.1097  «0,0773 =0.0073  0.0052

POT



Tabla %GoDe3aded

Rotated maximm Likelihood estimatos
Ciuster IV

of

fuctor locdinsg e

Variable Factor loadings
i 2 3 4 5 &
1 0.1278 0.6023 0.4071 e 4036 «0.2763 0.0251
2 =0,215€ 0.8912 0.1898 «~0,1875 ~0.0986 -0.1843
3 0.94284 =0.1328 ~0.0641 0.0512 042694 0.,0353
4 0.9725 =0.0023 =0,2315 040056 =0.0222 000061
5 0. 6989 =0,3038 =0,4502 040366 043079 «=0.1278
6 ~3.13236 0.7613 =04 2045 =0.2498 =0, 2021 0.0981
7 (. 6501 «0.0606 0.0266 «0.3C03 «0,0576 0.0334
8 ~0.0002 0.2215 0.1036 00,7437 00051 =0,0352
3 01681 =(e1539 ~0.8817 0.0380 0.0011 =0,1182
10 01064 0.3277 0.3544 0.2139 0.0239 03597
11 -0 4119 01752 0.8740 0.1585 0.0693 0.0727
2 0. 0903 0.8174 0.1518 03919 «0.1372 «0,3533
13 «0.1973 0.7731 0.1284 ~0.1008 -0, 2062 0.01€0
14 0.9550 (340004 0.2748 0.0146 0.0650 =0 0047
15 0.8342 04067 0.0418 0e3121 00365 =~0.1818
contribution 5,304 4.1750 147402 0.8161 0.5931 04793
oo
footon
DProporticiate
varianco 0.3139 0.2714 G.1560 0.0333 0.0249 0.,0247

accounted by
each toctor

GOT



Table 4.5.3.3.5 Residudl matrix after remcval of g8ix factors from the environment correlation matrix - Cluster IV

L T -
(S I

<
o

Fa N
m ~J

3

10

el e

12
13

L

14

P

15

X X X X

9 %o X X2 E

4 X X X

1 2 3 5 6 7 *g X Ya
-0.0022
-0.0011  0.0000
0.0000  0.0000  0.0000 _
-0.0122  0.0130 -0.0017  0.0004
0.0894  0.0211 -0.0064 0.00T0 -0.0425
0.0343  0.0201 -0.0177 0.0040 0.0195 0.1321
0.0133 -0.0048 0.0062 -0.0008 0.0181 =-0.1429  0.0490
0.0161  0.0068 -0,0028 0.N008 0.0338  0.0542 0.0999  0.0193
0.0020 -0.0002 ©0.0000 ©0.0000 0.0003 =-0.0005 0.0002 0.0011 -0.C002
0.0001  0.0000  0.0000 ©0.000C 0.0001 0.0005 0.0002 0.0000 -0.0001 0.0000
~0-0009  0.0001  0.0000  0.0000 -0.0002 0.0000 ©0.0013  0.0004 0.0004 0.0000  0.0000
00761 0.0099  0.00%0 -0.0022 -0.0183 =-0.1943 =0.1813 - 0.1787 —-0.1304 0.0002 -0.0006 0.0001.
- ~0.0007 ©0.0000 0.0000 0.0000 '=0.0005 -0.0039 0.0C33 -0.0012 -0.0006 ©.0000 °0.0000 0.0000 O.0027
0.0183 -0.0029 0.0007 ~0.0001 0.0031 <-0.0014 -0.0278 -0,0105 =-0.0082 0.0000 0.0000 0.0000 =-G.0007  0.0000

90T
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Fector TI Girth of cane

walght of cane
Factor IV ILength of interncds
Factor Vv  Length of cans

Factor VI Number of intermodes

In both PFA and ML mothods, factor I was found to bae
highly correlated with pol at 12th month, C.C.8S. porcentega,
brix et 12th moath, sugar yield per plot and purity percene
tege vhich was designated as quality factor. Came vield
per plot, shoot couﬁt, nurber of millable canes por plot
and gormination count wore found to ‘ne‘highly corrolated
with factor II in both the methods. The third factor was
dominated by nunber of interncdes and léngth of cano in
PFA end qgirth of cane and weight of cane in ML mothod. The
fourﬁh fa-t;tor igs charactorised by length of intornode and
Juicinosa at 12th rée:’;t%; in P7A and léngth of internode only
Iin ML mothed. In ML method, length of cane formsd an indéoe
pandamt factor, fatkor V and numbor of interno:}e_:s énothar

factor, fastor VI:

In FFA 82.86 percentage of variation in the dopene
dance structure was ecxplained by the four comwnen factors
while in ML method 87.41 percontage was explainzd by the

six factor model. The proportion of variation sccounted
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by factor I wags about 32.13 per cent in PFA and 31.39 por cent
in MU solution., Scecond fzctor accounted g proportion of
varisnée of 29,81 per cent in PFA and 27.14 per cont in

ML solution. The contribution of factor IXI was 14.39 per
cont in PFA and 15.6 in ML golution, Contributlion of romalne
ing fectors were 6,53 and 13.28 respectively in PFA and M.

maethods.

PFA and ¢l methods were tried for esch cluster. The
clongs within esch cluster are lass divergent than those
batvwean ¢clusters. The two mathods were tried for each
cluster with the purpose of identifying the factors in
genaral. All the clustors geve meoro or less the seme rcesult
wvhen tried with both the methods. However ML method ls
preforged as it allows the testing of the adeguacy of the

factor modol for genarating the obsorved correlations.

Tha charactors pol at 12th month, C.C.3, porcontage,
brix at 12th monhth, sugar yicld per plot and purity percenw
tago romained the same in factor I for all the three clusters,
This fector is clearly a factor associated with guality
aspect and contributes a mejor éhera of the variation of tha
dapendont ptructure of the morphologicel end gusllhy traits
of the crop. The charactors vhich are more amonable to
change in thie factor ere pol at 12th month, CCeds D=
centage and brix at 12th month, Sceond factor wore domle

nated with the characters cane yield por plot, shoot count,
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germination count and number of millable canes in all the
threa clusters vhille welght of can2 is found to bz an
additional chargcoter in this factor for the first clustor.
In this fzotor the characters cano yield per plot and
ghoot count are found to ba the characters which erc more
amensble to changes. In the canc of other factors the
Characters ave not the same in the three cluskers. HOwe
evar in .all the clusters & factors ara found éo b2 necoe
ssary to emplain the covarience strusture as roevealed by

tha ML mathod,

From this study it is clear that the main factor of
divergence in sugercane is the queality factor of which the
‘¢characters pol at 12th month, C.C.S. percontage and brix
at 12th month contributing more towerds divergenco., Hence
this factor has to be given more importance in brecding
programnes on divergancsz. In the second factor the charac-
ters cane yield por plot, shoot count and numbor of millable

canes contributing more towards divergenca.



SUMMARY



' BWIMARY

Multivariate statiatical techniquﬁs aga very much
useful in plant breeﬂing p”ogranmes on sugarcane as thcy
eatimate tha d@gxee of divergence in morﬁh01091Cal and
quality traits vhich are intercorrelated to varving dogreec,
Factor enalysis is considoered as the boest ocnalytic method
Gue tO0 its powar and elegance In studies of this type.
Principal factor anelysis and maximum likelihood method
8ra two ways to extrecting the fectors of divergencs, of
vhich maxinmum likelihood method ig considored as the bost
one as 1t satisfies cortain properties of a best ostimator
and allows for the detormination of an adequate numbar of
gtable factors from the point of view of goodness of £it
of the factor-model,

The available data on various morphologlcal ang
quality traits in sugercance with respect to forty eight
varietieos were utiliged for the study. Tho analysis of
dispersion revealed significant differences among the
verieties for sggoregete effect of all the characters indie
cating conasiderable variebility among the cxperimental
material.

Divergence analysis is performed to identify the
diverse genotypas for hybridization purposes. The forty
eight genotypos were grouped into thirteen clustors by
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ananalysis. The first clustor congigtad of fiftcen varice
tics, second five variaties, thivd nine, fourth zowen and
£1feh <lugter consisted of four varictieg, Thoe other genoe

tvpes ware not abloe to cluster,

Verious factoremouels wore tried for tha environmoent
correlation matrix as factor analysis sims to oxplain the
intergorrelations among the numerous variables in tomms of
simpla reletions. Fector anelysis wos done ceparately for

the first, third and fourth Clusterd.

Principal factor gnalysis allows for the detorminge
tion of a mefactor pattern vwhere m rofors to the number of
primeipal components whosz algen veluge are gregter than or
equal to ong (MHarman, 1967). Ao such a five-factor modal
wos £ltted o the emwvironmont corrolation matriz of cluster I
and four factor models for third and fourth ¢lucters. Thoe
first factor was the same for the three clusters which wes
a quality fector. %he cheractors pol at 12th month, CeC.S.
pereentage, brix ot 12th month, suger yield por plot and
purity porcentage bolonging to this foctor. Szcoond faotor
was dominated with cane yield per plot, shoot count, garmie
nation count and number ¢f millable cenes in tha three

»

clusters while walght of cane also was in this factor for
the first cluster. Third factor was the seme for firgh

and fourth clusters which consisted of the cheoracters length
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of cane and number of internodes while number of internodes
only in the third factor of the scoond cluster. The charsce
tors length of internode and juiciness ot 12th month bolonge
ing to fourth factor which was the sanz for tho threo
clusters. The additional factor for the f£irst clusteor

conslsted of girth of cane only.

The maxdmun bikelihood method reosulted in fitking o
slx fattor model to explain the correlation sbtructure in
all the three clustors. The first (wo factors are the
same as thet obtained by PFa. Thizd faoctor consisted of
length of cano and numbor of internodes in ¢ho first cluster
vndle nmumber of internodes remained alone in the third
cluster. In the fourth cluster thnird fzector woas dominated
with the charegtors girth of cane and weicht of cann. Tho
éhareﬁtexs Juleinesas at 12th month and girth of came boelong=
ing 0 fourth factor in the first cluster and girth of canc
repained indepondently in the third cluster. Bt in ¢he
fourth cluster lengith of internode formod as thoe fourth
factor. Fifth factor was dominsted by length of internode
in the first cluster while length of cane and length of
internode dominated this factor in the third cluster, izngth
of cana formad the £ifth factor im fourth cluster, Sigth
factor consisted of weight of cane dn the first cluszor,
Juiciness ot 12th manth in tho third cluster and number of

interpoden in dhe fourth clustor,
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Tha chargttars which are more anonabls Lo chonges

dus Lo selactdon are pol at 12th month, C.C.0. porgcoentaga

3

and brix al 12¢h month in the guality faotor and conz yield

-

per plot =nd sheet count in the sceond factor which found
to ba the same in all the thres clusteors studded. It ig
elear that the quality facter is tho msin foctor of divers

gencs In SUgarcanc,
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\‘[_\PPc‘h&"‘k - L Between dispersion matrix

X X

X

X

X

1 2 3 4 5 Xg Xq Xg X9 X0 X1 %12 %3 X4 s
X, 201.277 199.56 -2.07  =4.09  -7.54 164,76 -157.16 7.3 1.13 10.11 0.56  257.24  2.04 -4.35  22.05
X, 762,01 3.86  —1.31 -24.95  630.41 -436.98 6.78 -15.08  -10.28  ~5.15  393.66 -0.01 -5.54  36.59
X, 11.51  13.56  27.31 12.67 6.46 -2.14 —0.14 4.71  =0.10 5.66  0.07 10.42 9,31
X, 16.67  36.11 -  10.88  14.92 -2.88 =0.09 5,75  ~0.06 5.36  0.05 12.99  11.44
Xg 94.21 7.16  42.81 =7.58 =0.75 11.47  =0.10 -5.05 —0.09 29.05  24.37
Xg 613.55 =355.85 7.97 -14.01 0.88  -4.29  4l3.ed  1.17 5.17  47.42
%, 3265.70 -25.23  35.89 140.46  12.69  457.7%  4.89 14.99  59.47
Xg 6.59  0.21 -5.67 0.11 9.13  0.39 —2.33 -1.23
Xq 1.78 2.14 0.47 17.07  0.20 ~0.08 1.56
X6 21.49 0.94 79.79  1.04 4.60  11.86
X, 0.17 5.85  0.09 -0.01 0.53
X, 1030.19  8.29 2.05  103.54
X4 0.18 0.05 0.83
Xy 4 10.23 8.79
X, 17.87

A



Within dispersion matrix

X

X

1 1 2 3 a 5 6 X Xg Xg %10 11 X12 X13 X4 X5
X, 40.19  3B.16  -0.60 -1.22 -4.74  28.54  -15.34 0,79 -0.03 2.55 0.03 15.46 0.31 ~0.93 2.23
X, 109.79  3.47 3,38 4.04  61.37 —156.65 0.46 -1.12 4.19 0.11 87.99 0.64 2,75 10.29
Xy 3.15  3.70  8.22 0.83  -11.85 0.38 0.00 0.27 0.03 1.81 0.01 2,90 2.71
X, 4.88  13.05 -0.53 -9.84  0.37 -0.04 0.38 0.05 1.18° 0.01 3.90 3.57
X 49.21  -6.76 -8.72  0.27 —0.41 0.67 0.20 -3.53 -0.05 10.92 9.67
Xg 127.53  -40.56 0.17 ~1.48 2.95 ~0.05 60. 60 0.38 -0.91 4.45
X, 1895.59 -3.62 0.88  -3.96 -0.05 * -89.13 -0.94 -7.61  -15.96
Xg 0.96 0.07  -0.01 ~0.01 1.04 0.00 0.27 0.19
Xg 0.32 0.03 0.00 0.18 -0.01 -0.04 ~0.02
X0 3.74 0.10 9,61 0.24 0.29 1.14
X, 0.02 0.28 0.01 0.03 0.06
X, 143.10 0.84 0.55 13.45
X, 4 0.04" 0.00 0.09
x14 3.21 2.87
XlS 3,97




Appendix-II1I,

1 2 3 a 5 6 7 8 9
1. 53.23 21.76 31.76 44.55 €1,56 27.93 29,22 C1.37
2. 34.49 3u.49 23,37 09.25 39,79 45.56 53.81
3. 22.21 32.47 B87.30 21.01 3€.45 23.97
4. 47.48 48,27 26.94 36.40 53.59
5. 79.41 41.93 57.81 60.11
6. 41.56 34.05 151.96
7. 19.93 63.60
B. ) 67.50
9.

10.

11.

12.

13,

14.

15.




Dg-values

24.86

10 11 12 13 14 . 15 16
19.99 53,04 70.86 37.15 27.43 29.48 46.59
48.36  48.52 27.79 32.55 34.81 14.52 73.04
11.89  36.39 48.02 16.61 9.29 20.16 64.37
27.33  27.01 50.65 19,92 1B.12 32.69 74.22
44,43 45,19 25.82 29.60 38.49 23.72 31.36
98,55 96,10 103.35 97.88 79.07 69.22 41.14

38.41  55.49  61.00 41.75 21.43 29.00 39.19
54,93 B2,41 91.09 67.94 40.45 35.16 16.S8
40.73  51.46 52.59 23.38 26.78 31.61 136,79

28.94 54.95 20,77 20.64 2B8.35 82.13
19.22 12.55 26.88 47.96 127.51

18,99 40,44 31.43 132.70

11.89 23.22 114.18

82.75

64.16

5T



DZ-values (contd,)

17

18

19

20

21

22

24

29

25 26 27 28 30 31 32
1. 29.78 41.21 35.90 70.13 41,56 24.99 36.02 26,31 35.61 15.89 47.61 48,02 "52.22 71.35 41.63 45.71
2. 39.10 14.44 27.35102.13 20.59 21.23 19.31 26.20 66.97 36.04 51.83 25.14 33.90 92.02 15.82 22.51
3. 17.03 2v.44 31.81 40.50 35.10 17.62 21.23 12.09 22,98 13.57 28.21 32.05 29.78 47.69 21.82 17.15
4. 14.33 31.68 32,57 93.52 38B.42 11.50 19.39 34.€S5 54.88 15.51 54.50 38.39 59,53 59.16 40.10 35.31
5. 48,62 18,64 48.82 82,86 27.66 30,02 25.82 25,87 75.81 39.29 68,59 8.81 23.39 105.18 15.91 21.62
6. 73.44 72.61134.62300.57 71.90 40.44 64.45 60,15 131.38 62.46 115.86 76.71 114.89 176,66 86.52 108.10
7. 28.50 39.27 18.36 74.17 42.89 16.16 29.83 27.71 53,35 ,21.27 50.47 38.72 48.16 92,26 338.44 43.£9
8. 39;02 45.49 16.90124.38 49,01 24.54 50.57 3i.49 64.20 34.13 52,75 66.B4 B3.75 113.40 52.78 65.48
9, 24.35 57.54 62.93 31.68 64.46 S4.49 30.52 46.72 15.30 33,69 2B.44 67.01 32.14 23.40 33.62 24.96
10. 33.06 2u.01 51.04 53,06 32.92 24.6bL 29,18 14.46 38.30 2G.76 29.70 39.55 47.30 45.23 26.69 19.33
11, 28,64 22.25 74.31 75.67 45.72 28.63 19.23 48.64 74.16 27.76 90.01 33,58 54,39 80.13 50.99 34.80
12. 45.16 22.01 70.08 ©3.35 25.88 35.71 15.70 44.42 86.20 43.03 87.€7 20.13 33.86 95.70 30.08 22.28
13. 14.73 23.71 54.80 50.59 27.18 24.33 12.23 30.24 40.78 16.03 52.56 22.56 25.98 42.08 24.55 13.38
14. 9.51 26.19 37.82 51.93 33.80 19.30 21.66 26.75 33.10 13.15 44.25 3?.20 36.72 50.45 .30.57 22.86
15. 24.32°21.44 15.73 70.22 13.85 19.85 13.17 14.35 33.04 20.04 21.€0 29.18 22.18 54.40 5.99 14.19

2l



D®-values (contd.)

33

34

35 36 37 38 39 40 41 42 43 44 45 46 47 43
l. 52.u¥5 380.96 33,35 41.73 38.13 25.14 56.51 60.59 51.54 35.41 57.97 26.16 43,06 61.65 23,61 19,68
2. 28.03 36.38 25.61 27.22 45.63 32.51 48.72 34,51 67.19 64.46 25.71 33,42 30.24 87,39 21.47 36.02
3. 40,29 34.00.17.63 14.€2 48.99 5.02 07.31 50.22 37.37 18.02 34.75 25.11 25.38 67.62 29.1¢ 23.4€
4. 51.83 B1.13 41.24 37.02 55.34 26.45 51.39 50.63 56.60 48.52 40.21 18.87 6.10 67.91 4£.05 30.74
5. 23.07 44.28 31.08 25.04 6E.58 30.01 77.1L 39.99 ;3.73 71.17 31.05 20.88 43.78 116.34 1€.35 33.74
6. 111.69 160.69 63.57 90.45 238.64 §5.69 23.33 67.79 137.55 125.41 94.73 53.14 25.93 €7.02 53.85 47.86
7. 59.57 64.28 32.31 26.06 30.13 20.71 41.85 51.26 69,67 46,57 46.31 29.18 28,58 55.74 24.07 27.1%
8. 98.39 97.87 38.87 37.81 11.90 41.52 30.42 47.94 69,37 52.32 71.51 38.34 34.18 27.88 33.71 31.95
9. 38.99 30.71 51.54 27.98 101.75 33,37 121,01 89,03 29.89 35.83 37.84 €7.94 63.69 122,53 (1,99 73.40
10. 44.38 64.45 22.88 42.34 62.00 10.54 ¢6,59 50,78 41.00 19.58 36,07 24.81 33.64 76.33 35.34 24.33
11. 37.29 72.28 70.98 47.92 109.05 44.57 100.93 101.72 78.81 83.06 37.12 48.57 20.47 150.76 52.09 70.48
12. 20.4é 52.47 59.78 39.6u 102.63 46,61 96.01 B80.40 87.89 94,00 19.17 50.87 36,13 163.79 35.71 68.95
13. 18.40 44.36 ;9.32 25,40 85.52 19.17 8s,52 66.12 48.09 47.34 21.19-28,.96 23,22 }20.95 37.71 45.97
14, .40.91 47.60 55.36 22.42 62.17 13.67 73.54 65.01 46.45 39.8B3 27.65 30.71 19.82 88,88 34,3€ 41,43
15. 27.93 40.53 14.04 16.37 32.42 19.35 40,63 27.56 31.55 31.59 22.65 26.70 33.15 66.€3 12.850 21.46

Ly



D2-values (contd.)

16.
17.
13,
19,
20.
21.
22.

23.

25.
26.
27.
28,
29.
0.

31.

17 18 19 20 21 22 22 24 25 26 27 28 29 30 31 32
€2.95 76.03 32.11 165.47 84.33 47,51 33.74 50.71 99.44 69.07 84.95 93.14 111.€9 175.67 8B80.76 103.81
37.60 35.44 €3.76 42,50 21.2¢ 21.80 36.89 29.05 8.97 40.52 48,50 43.35 40046 3B.64 14.0¢
45,64 93.87 13.42 14.01 22.76 15.52 77.49 37.92 65.32 21.05 48.42 92.92 19.07 17.0C
105.52 13.81 20.8c 27.35 31.56 46.80 25.67 30.28 51.90 49.45 B87.8c 29.94 4=.7¢
102.48 90.67 68.83 68.70 37.71 54.16 64.€1 84.08 4:.56 54.13 68,50 51.85
24.73  24.03 20.6u  72.10 37.99 595.15 24.25 44.83 B2.46" 17.97 19.98
15,36 14.55 &0.74 19.79 49.01 24.90 48.48 ©H1.€5 24.26 24.67
25.84 42,96 13:03 40.90 18.56 21.92 €0.0% 16.43 17.52
47.27 29.77 32.79 28.18 40.74 72.89 17.71 15.05
22,95 17.72 81.73 40.02 27.28 45.93 46.28
36.03 34.81 31.47 48.53 32.71 31.07
77.24 45.50 33.f8 27.10 136.29
23.66 102.35 21.27 20.34
66.50 18.33 23.57
59.%8 1B.06
6.41

27N



D?-values (contd,)
33 34 a5 36 37 38 39 40 41 42 43 44 T 45 46 47 48

16, 134.69 125.91 55.28 73.96 13,66 64.64 33.71 63.18 113.73 77.33 113.05 64.41 76.20 30.29 45.30 42.76
1?. 45.32 58.08 46.80 23,06 61.99 24.37 73.07 70.92 37.93 40.90 36.02 36.64 20.45 85.07 43.11 4E.485
18. 4l.62 57.40 33.17 34.76 5d.57 24.g4 55.56 41.60 74.96 60.36 17.82 23.81 21.44 96.97 21.47 37.80
19, 63.72 65,26 25.44 31.01 11.53 35.9¢ 20.82 32.81 51.61 47.15 52.84 36.42 35.32 31.30 24.54 19.50
20. 53.65 44.31 76.35 50.20 141.08 49.80 175.62 141.43 68,69 53.30 72.52 93.47 107.93 166.63 H4.90 94.99
21. 36.90 71.21 27.50 37.34 45.97 29.41 46.76 34.37 61.04 55.66 21.91 26.44 29.51 94.64 18.89 30.22
22, 48.72 63.76 25.583 29,35 34.97 16.99 32,32 36.96 61.37 '45.16 26.05 16.61 8.99° 60.01 20.87 23.52
23, 19.87 43.62 28,10 22.13 54.26 26.51 50.37 47.12 43.88 49.66 28.01 28.75 18,12 92.25 21.54 30.29
24, 49.14 47.60 8.17 23.36 33.99 10.07 45.10 30.16 46.60 22,63 30.71 21.40 33.14 5B.87 16.53 20.82
25, 56.26 46.97 42.24 31.83 68.47 36.65 99.19 B7.41 14.56 21.59 71.46 69.00 72.16 B82.58 57.90 52.99
26. 33.68 51.24 33,18 19.49 47.49 23.41 t2.18 64.66 35.53 38,26 42,27 28.31 21.34 715,96 27.57 29.6B
27. 64.70 51,37 22.87 32.5& 46.11 35.96 G4.96 46.72 13.22 14.26 60.24 56.17 68.07 52.42 50.&7 39.56
28, 21.33 48.65 30.48 32.50 72.21 27.0C 74,93 45,99 95,54 75.84 29.39 18.3% 33.32 124.73 21.04 36.43
29, 12.09 20.88 31.83 24.34 79,46 310.61 95.86 61.03 €2.01 58.19 40.37 46.09 64.49 131.42 26,22 48,51
10. 63.86 81,36 68,32 63.52 123.40 55,49 135,69 100.96 22,51 35,35 66.70 78.41 84.92 122.01 102.67 58.15

22.50 34.49 11.57 21.61 48.17 18.55 53.01 21.45 46.54 36.30 18,61 23,43 41.74 81.39 17.76 23.91

31.

bl



D2-values (contd.)
33 34 35 . 36 l 37 38 39 40 41 42 43 a4 45 . 46 47 45
32. 20.31 32.35 19.88 22.80 70.47 15.20 75.58_40.23 47.35 36.97 10.70 25.54 35.97 100.69 29,22 34.03
33. 41.93 47.76€ 37.67 100.57 39.31 105.24 69,36 73.88 73.48 27.60 39.88 88,79 150.26 36,22 48,70
34. 44.78 24.03 97.84 40.¥% 127.85 86,01 70.01 61.45 54.22 74.C6 00.40 139.72 54.20 77.49
35. 25,63 28.51 14.64 42,00 17.76 42.89 21.13 d3.7é 22.41 46,687 51.25 23.%3 13.54
36. 51.70 22.76 76.9& 52.87 45.068 37.46 39.24 36.57 35.83 83,73 30.53 43.64
37. 45.62 13.98 34.36 67.47 52.61 82.16 47.€2 55,64 19.35 28,76 22.23
38. 61.86 39.48 49.33 20.63 26.41 19.£7 24,73 70.39 25.44 24.05
39. 31:86 g1.87 72.98 79.53 52.33 49,14 33.97 37.76 27.96
40. 79.05 52.468 54.54 24.59 58.68 51.04 38.39 20.93
4] . 20.87 72.5% 77.57 67.62 76.69 66.91 57.85
42. 63,93 48,57 67.11 50.91 54,66 36.16
43. 33.49 36.88 117.64 36.10 47.74
44. 27.87 69.81 27.73 15.02
45, 83.32 39.70 42.88
46. 76.79 38.70
47. 2l.14

The numbers 1 to 48 in the table refers to the

code number

of varieties

Qe
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ABSTRACT

Multivariate analytical techniques are found to be
very useful in plont breeding research to explain the
-dnfluence of various factors on the rhencmenon under
study, ' Fector analysis is found to be an appropriate tool
to identify the factors of genctic divergence. Dz-analysis
is helpful to group the divergent genotypaes into various
clusters when measurements on a nuwber of related charac-
ters are available on a large numbar of genotypes such
that the genotypes within s cluster are homogencous with
respect to thege characters and heterogencous botwaon the

clusters, -

The present study is aimed at identifying the factors
of divergence in rc¢lation to morphological and quality
traite in forty eight clones of sugarcane, The £iftcen
clones T.67172, C0.7717, C0.419, CoC.779, Co0.7219, CoceT?7,
Ic. 225, C0.6304, S=99, CoC,773, Cow.772, €0.62198, Co0.62101,
Coc.778 and S=77 are able to group into one cluster. Four
more clusters are able to form respectively ﬁith five variewm
tios (Co.658, C0.62175, S=105, C0.6907, €0.995) in the
gecond cluster, nine (F.l=2, Co,62174, 5-87, KHS 3206,

Coce 671, Co.7704, C0.785, Cols7114, CoM.7125) in the third,
seven (Co.6807, C0.1340, C0.537, S=33, C0.6806, B,37172,

C0.527=M=10) in the fourth and four vorieties (Co.1307,



CoheT7602, CoC.705, Co.453) in the £fifth cluster. The
remelining clones arc not able toO group. Among theso

clusters ere utilized for factor anolysis,

N factor rulated to guality is extracted as the first
foctor in all tho three clustors. Thoe cherocters pol at
12th month, C,C.5. parcentage, brix ot 12th month, purity
percentege and sugar yield por plot doeminated this factor.
among thoee characters pol at 12th month, C.C.5. pcrccntaéa
and brix at 12th month ore found to be morc ameﬁab&e to
chaonges due to salection, Tho second factor is 1dontifiod
by tho characters cane yield por plot, ghoolt count germinge
tion count and numbor of millable canos. Apart from thoge
cheracters weight of canc is also inclﬁded in thigs footor
in cluster I. Thae charocters which are mora amanable to
changé duz to gelection arc cane yicld por plot and shoot
count, The characters are not common in tho remaining four
factors. Those six factors ero able to explain 66.84 pore
cent, 79.44 porcent and 87.41 percent of variatioﬁ rosplCem

tively in the first, third and fourth cluster.



