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1. INTRODUCTION

Rice (Oryza sativa L.) is the second largest cereal produced in the world.
Asia is the biggest rice producer and consumer, accounted for 90 per cent of the
world’s production (Rani ef al., 2014). Rice crop is mainly cultivated wide range
of areas viz., Asia, Africa, and America. Rice is the excellent source of
carbohydrates, energy and a good source of vitamins and minerals such as

thiamine, niacin, iron, riboflavin, vitamin D and calcium (Juliano, 1993).

In India, rice is the important staple food around 65 per cent of the
population. It plays a vital role in country’s exports accounting nearly 25 per cent
of total agricultural export of the country. India contributes one third of world’s
rice cultivation area. Rice is cultivated in almost all the states of India but mainly
cultivated in river valleys, delta regions and low lying coastal areas of North
Eastern and Southern India. The major paddy producing states are West Bengal,
Assam, Punjab, Bihar, Orissa, Madhya Pradesh, Maharashtra, Gujarat, Uttar
Pradesh and South Indian states viz., Andhra Pradesh, Kerala, Karnataka and
Tamil Nadu which together contributes around 95 per cent of production to India
(Derekar and Reddy, 2017).

In India, rice is grown in 43.86 million ha, the production level is 104.80
million tones and the productivity is about 2390 kg ha-1 (GOI, 2015). Karnataka,
Tamil Nadu and Kerala accounted for nearly 13 per cent production to all India
production. Karnataka has contributed over 14 lakh hectare of land for rice
cultivation with an average productivity of 2700 kg ha-1. The state Tamil Nadu
also covers almost 19 lakh hectares of land for rice cultivation with an average
yield of 3900 kg of rice per hectare. The state Kerala covers about 1.7 lakh
hectares of rice area and production around 5.49 lakh MT with an average yield of

2424 kg per hectare.

Coconut (Cocos nucifera L.) is the most useful palm tree in the world

because every part of the tree is useful for human life in many purposes.



Therefore, the coconut palm is affectionately called ‘KALPAVRIKSHA’ which
means the tree of paradise. India ranks third on world coconut map next to the
Philippines and Indonesia. In recent times India becomes the largest producer of
coconut with the production of 22.17 billion nuts from acreage under plantation of
about 2.09 million hectares. India contributes about 17.54 per cent in area and
33.02 per cent in terms of production of coconut in the world (APCC, 2015).

In India, Kerala is the main coconut growing state with an area of 7.7 lakh
hectares and production of 7429.39 million nuts, followed by Tamil Nadu (4.6
lakh hectares and 6171.06 million nuts), Karnataka (5.3 lakh hectares and 5128.84
million nuts). South India contributes about 89.57 per cent in area and 90.7 per
cent in terms of production. Southern states of Kerala, Karnataka and Tamil Nadu
states together accounts for 84.49 % of the total production of the country (GOI,
2016).

Climate change was reported to cause an increase in air temperature
between 1.4°C and 5.8°C, increase in CO, concentration and significant changes
in rainfall pattern (Houghton er al. 2001). Irregular pattern of rainfall and
unpredictable high temperature may adversely be affecting the yield of the crops
(FAO, 2004).

Time series analysis is a statistical methodology appropriate for an
important class of longitudinal research designs. Area, production and
productivity of coconut and paddy are measured repeatedly at regular intervals
over a long period of time. This time series analysis can help us to understand the
underlying  naturalistic ~ process, the  pattern of change in
area/production/productivity over time, or evaluate the effects of either a planned

or unplanned intervention.

In view of the above emphasis, the present study is designed to estimate
trend models for production, area and productivity, statistical models for
analysing the price movement and also to assess the influencing factors of

production with the following objectives:



1. To develop statistical models on trend in area, production and productivity of

paddy and coconut across Kerala, Karnataka and Tamil Nadu

2. To develop different statistical models for analysing the price movement of

these crops across the states over time
3. To develop models for analysing the influencing factors of production

1.4 SCOPE OF THE STUDY

From this study, we will come to know that changes in area, production
and productivity of paddy and coconut in Karnataka, Kerala and Tamil Nadu. It
helps in forecasting the future area, production and productivity. Co-integration
helps to provide guidelines to policy makers and planners in formulating national

production and price policies.
1.5 LIMITATIONS OF THE STUDY

The study is based on the secondary data collected from various sources.
The study is restricted to Kerala, Karnataka and Tamil Nadu and results cannot be
generalised for entire South India. In case of coconut, copra wholesale price was
taken for the analysis. However, an attempt has been made to have an in depth
analysis of the data by using suitable statistical tools and techniques to arrive at

meaningful conclusions.

1.6 PLAN OF THE THESIS

The entire study has been presented in five chapters. The first chapter
deals with the introduction and importance of paddy and coconut, objectives of
the study and scope of the study. The second chapter provides an outline of the
work by reviewing the relevant studies, related to the objectives of the present
study. The third chapter deals with collection of materials and statistical methods
used for the analysis. In fourth chapter, the results and discussions of the study are
presented. The last chapter depicts the summary and conclusions drawn from the

present study.
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2. REVIEW OF LITERATURE

In this chapter an attempt has been made to critically review the literature
of the past research work relevant to the present study. The available literature on

the subject has been reviewed and presented under the following headings.
2.1 Studies relating to trend analysis
2.2 Studies relating to growth rate
2.3 Studies relating to price movement
2.4 Studies relating to influencing factors of production
2.1 STUDIES RELATING TO TREND ANALYSIS

Abraham and Raheja (1967) fitted different trend models viz.,
linear, Cobb-Douglass, semi-log and exponential functions. This study estimated
the trend for the production of rice and wheat crops in India for the period 1951-
52 to 1964-65. Among four different models Linear and Cobb-Douglass
functions showed good fit in most of the states.

Sahu (1967) studied the growth rates of area, production and productivity
of rice in major districts of Bihar during the second and third five year plan
periods. This study fits linear and exponential trends for estimating trends in area,

production and productivity of rice.

George et al. (1978) fitted various trend models to find out the pattern of
growth in oilseeds area and productivity. This trend has been disaggregated at two
levels viz., area and yield instead of aggregate production and state level data
instead of all India data. The following functional forms were used for estimating

the trends.
1. Linear Y =a+bt

2. Semi log Log Y =a+bt



3. Log increase LogY=a+b/t

4. Double log LogY=a+blogt

Where, Y = Area/ productivity of oilseeds
t=Time

Indiradevi et al. (1990) studied the trends in area, production and
productivity of banana in Kerala for 1970-71 to 1986-87 using three functional
forms viz., semi log, exponential and quadratic models. The quadratic model was
found to be the best model as compared to others in explaining trend and
coefficient of determinations. This model explained the trend in yield during the

entire periods and area and production during 1980-87 periods.

Singh and Chandra (2001) have proposed a method for estimation of
growth trends in area, yield and production in Uttar Pradesh. The growth trends of
area, production and productivity of food grains were expressed by the linear,
quadratic, exponential, power, compound, growth and logarithmic functions and
the best model was chosen on the basis of coefficient of determination and
adjusted R%.

Angles and Hosamani (2002) examined the performance of turmeric in
terms of area, production and productivity in Tamil Nadu, Karnataka, Andhra
Pradesh and Kerala during the period from 1979 to 1989. This study was based on
exponential function used to analyse the growth rate. This study concluded that all
the states registered a significant growth in area, production and productivity
except area in Tamil Nadu and Kerala, production in Tamil Nadu and productivity

in Karnataka.

Pradip and Krishna (2002) used different growth models to study the
critical analysis with Andhra Pradesh and India. Linear and non-linear regression
models were used for estimating the growth rate and fitting the best model, which

will help in better future prediction. They have discussed the use of R* and



adjusted R? as a measure of goodness of fit for choosing the best model and also
criteria of randomness and normality of time-series data for choosing the best
model. Power function was fitted as the best model for production of food grains
in Andhra Pradesh because minimum RMS was exhibited by power function and
also satisfied other assumptions. Gompertz and linear models were found to be the
best fitted model for production and productivity of food grains in India because
of least RMSE and also this model satisfied the assumptions of normality and

independence of residuals.

Deka and Sarmah (2005) studied the growth trend in area, production and
productivity of pineapple in Assam by fitting linear, quadratic and exponential
regression. They observed 93.1%, 93.6% and 66.2% R? in case of area, production
and productivity respectively in quadratic model. They also observed that the
coefficients of quadratic term were found negative in case of area and production

while it was positive in productivity.
The growth function models are:
i) Linear y =a + bt
ii) Quadratic y = a + bt + ct?
iii) Exponential Y = ae™
Where, Y = Area/production/ productivity of pineapple
X =Time

Lathika and Kumar (2005) studied the growth and trends in area,
production and productivity of coconut in India for the five decades during a

period of 52 years from 1950-51 to 2001-02. Three trend equations namely, semi-

log (InY, =a+bt+u,), log-quadratic (/nY, =a+bt+ct’ +u,) and log-quadratic

(modified) were worked out on the data of coconut. Trend models were fitted for

area, production and productivity of coconut in all coconut producing states and



India. In case of area, the exponential model was found to be the best model for
area in all the regions. Growth rate based on the exponential model was found to
be best for area under coconut in all the regions. Whereas log-quadratic model
(modified) was found to be the best fitted model for productivity of coconut
among the three models tried. This study concluded that production of coconut in
India was highly determined by the southern and coastal States of India. Positive
growth rate was shown in area and production of coconut in India as well as at the

state level.

Jose et al. (2008) proposed non-parametric methods to estimate the trend
and relative growth rate. This method was based on the linear regression
smoother. Also the extended method for handling quick changes in the trend or
growth rate functions was studied by adding dummy variables. Simulation study
indicated a sudden shift in trend and growth rate during 1967. This sudden shift in
wheat production might be due to impact of green revolution started in India
during the middle of the 1960.

Bhagyashree (2009) designed a technique to fit the trends in area,
production and productivity of bajra crop during the period 1949-50 to 2006-07 in
Gujarat state. Among the linear, non-linear and nonparametric regression models,
the nonparametric regression model was evolved as the best fitted trend equation
for area and production. Whereas, Gompertz model was evolved as the best fitted

trend equation for productivity.

Rajarathinam et al. (2010) conducted a study on trend and growth rate in
area, production and yield of tobacco in Anand, Gujarat during the period from
1949-50 to 2007-08. Trends and growth rate was calculated based on the
parametric and non-parametric regression models. Different linear, non-linear and
time-series models come from parametric models. Best suited models were
selected based on adjusted R, significant regression coefficient and coefficient of
determination (R?). The results concluded that the entire parametric models were

not suitable to fit the trends in area, production and productivity of tobacco.

oy



Finally, the nonparametric regression model was selected as best fitted model for
area, production and productivity of tobacco based on least root mean square error
(RMSE) and mean absolute errors (MAE). They made final statement that tobacco
production had increased due to combined effect of increase in area and

productivity.

Ramakrishna (2014) studied the trends in area, production and
productivity of rice using linear and compound growth rates during 1970-09.Ten
different models were used for fitting the area, production and productivity of rice
in AP. The result revealed that area, production and productivity of rice in Andhra
Pradesh had positive and significant growth. Coastal region of Andhra showed an
increasing trend in area, production and productivity. Whereas, Rayalaseema
region had positive and increasing trend in production and productivity and there
was a decreasing trend in area. In Telangana, area, production and productivity

showed a significant and upward trend.

Singh (2014) observed the growth rate in area, production and yield of
wheat crop in Uttar Pradesh using linear and compound growth models. For this
study ten different trend models were fitted to the area, production and yield of
Wheat. The result revealed that the area, production and yield of wheat in UP
marked a significant and increasing trend during the 1971-2010 periods. In the
period of 1971-2010, area of wheat in India marked a significantly increasing

trend but decrease in production and productivity.

Netam and Sahu (2017) reported that growth pattern in Chhattisgarh for
area under rice showed a downward trend, regional and district level by fitting on
exponential function. Production of rice showed an increasing trend in state and
regional level and a downward trend in district level. Whereas in the yield, the
growth pattern was upward trend at state, regional and district level during the
study period.



2.2 STUDIES RELATING TO GROWTH RATE

Rao (1965) studied the trend analysis in agricultural growth in the country
and also different states during the period from 1949 — 1962. This study
concluded that the growth rate of food grains was decreased 4.4 per cent in the
period 1949 -1956 and 3.8 per cent during 1955-62. The growth rate for
production of all crops was more or less constant at 4 per cent but production of
non-food crops shows 3 to 4.5 per cent growth rate. The growth rate of

productivity was positively associated with the irrigated area.

Sodhiya (1989) studied the growth rates in area, production and
productivity of ten major crops (Cereals, Pulses and oil seeds) in Sagar division of
Madhya Pradesh by using the linear regression model y = a+bx using standard
technique of method of least squares. Out of the five cereal crops, the regression
coefficients for area were highly significant for all the cereals except jowar.
Among oil seeds crops soybean had negative growth rate for area and production.
However, regression coefficients for production of all the cereals were highly
significant except in rice crop. The regression coefficients for productivity were

negative for rice and jowar.

Singh et al. (1997) studied the trend in area, production and productivity of
major food grains, coarse cereals, pulses, oilseeds, sugarcane and cotton at the
state level in India. This study also analysed the factors responsible for
determining yield of important food grain crops. This study calculated the
compound annual growth rate of area, production and yield by using log linear
model during the period 1960 to 1993. The causes of yield levels of important
food grain crops were examined by fitting multiple regression equations using
data for the period 1972-1993. The study reveals that for total food grains, as well
as for all the individual food grain crops, yield witnessed a higher growth rate as
compared to acreage during 1972-1993.

Mathur (2005) studied the compound growth rate of area, production and
productivity of rice during the period of 1967-2001 in India by using least square
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method by fitting exponential function. The study concluded that the average
yield was very low in the regions comprising Uttar Pradesh, Assam, Bihar, West
Bengal, Madhya Pradesh, Orissa and Maharashtra as compared to other regions of
India. Production has shown a much faster growth rate as compared to area in all

states.

Tuteja (2006) has specified that all pulse production in India has grown at
the rate of 0.7 per cent per year from 1980-1981 to 2001-2002. Growth in the area
was almost stagnated, as production increased at a slow rate of around 1 per cent.
The period prior to economic reforms with annual growth of 1.9 per cent in pulse
production in India was significantly better than in the post-reform period. The

post reforms period shows a negative growth rate of 0.3 per cent per year.

Chaudbhari et al. (2010) conducted the study in the districts of Marathwada
region to observe the performance of area, production and productivity in major
cereals during the period 1985 to 2005. The compound growth was determined
using Exponential model equation and significance was tested by correlation
coefficient using the t test. The result of the study revealed that most of the
districts showed a decreased growth rate in the area under kharif sorghum, rabi
sorghum and total cereals. Whereas, growth rate in area and production was
improved in pearl millet and wheat. Kharif sorghum productivity was stagnated
during this study period, while pearl millet productivity, wheat and total cereal

production has increased in the region as well as the state.

Acharya et al. (2012) studied the compound growth rate of area,
production and yield of different crops in Karnataka during the period 1882 to
2008. The results revealed that area of commercial crops showed a positive and
not significant growth but production and productivity has shown a non-

significant negative growth.
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2.3 STUDIES RELATING TO PRICE MOVEMENT

* Mahesh (2000) studied the relationship between domestic (Kolkata) and
international (London) market price series of tea using the co-integration analysis.
The results revealed that the tendency of the price series of both domestic and

international market for tea move in-unison in the long-run confirming the law of

one price (LOP).

Anwarul Huq and Alam (2006) analysed the integration of Potato markets
in Bangladesh using Engle- granger co-integration technique. The empirical
results suggest that regional potato markets in Bangladesh are highly co-
integrated. The result indicated that the prices of potato tend to move uniformly
across spatial markets and price changes were fully and immediately passed on to

the other markets.

Bathla (2008) conducted the study on spatial analysis of food and non-
food commodities based on Johansen co-integration and vector error correction
model during 1980 to 2003. The result confirmed that greater spatial market
integration in the post-liberalisation period for rice, wheat, sugar and groundnut
prices in the selected states. Whereas cotton and soya bean seed wholesale
markets showed a weak long-run equilibrium relationship. Further, in all
commodity cases, vector error correction model revealed that slow speed of

adjustment of prices towards equilibrium.

Ngbedge er al. (2009) explained equilibrium relationship among the
variables like ground nut with producer price, rainfall, fertilizer etc. This study
was conducted based on co-integration technique and error correction model. The
result indicated the presence of co-integration between the variables, so
parsimonious error correction model was set-up. The result of error correction
model confirmed the existence of equilibrium relationship among all the

variables.
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Hossain and Verbeke (2010) analysed the co-integration for different rice
markets in Bangladesh. Weekly wholesale coarse rice prices were used to test the
market integration in Bangladesh using Johansen co-integration analysis and
vector error correction model (VECM). The Johansen co-integration technique
result showed that at least three co-integrating vectors are present in the rice
markets in Bangladesh. The results showed that markets are linked together

therefore the long-run equilibrium was stable.

Kaspersen and Foyn (2010) conducted the study on price transmission of
Robusta coffee and sorghum prices between world markets and Ugandan market
and to determine the impact of world market prices on Ugandan market using
vector autoregressive (VAR) model. The results revealed that sorghum price
transmission, were not integrated into world markets, and it was found different
for Robusta coffee. In the period of 1990 high coffee prices in the world market

and prices in Uganda were strongly connected.

Myint and Bauer (2010) studied the market integration using Engle-
granger test and price causality using Granger causality in the Myanmar rice
market. Monthly average price was collected from 2001 to 2004. Result of Engle-
granger co-integration test stated that price co-integration did not exist between

Myanmar and Thai market price.

Joseph (2011) analysed the co-movement of price in the domestic (Kerala)
and international (New York) market of black pepper using Engle granger co-
integration technique and error correction model. The results revealed that
domestic (Kerala ) and international (New York) markets were highly
cointegrated with the extent of integration of markets in short run as 18 per cent
and the speed of convergence as 72 per cent. This high level of speed of
convergence shows that higher level of integration between domestic and

international markets.

Ojo et al. (2013) examined the rice markets integration in Kwara and

Niger States. Secondary data related to retail prices of rice were collected for the
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period of 60 months (2006-2010) and error correction model was applied for the
determination of the degree of market integration between the two states using a
four test procedures viz., ADF test used to detect stationarity in the series,
Johansen co-integration test for long run equilibrium relationship among selected
markets, vector error correction model (VECM) was used to find the short and
long run variations in the movements of price and Granger casualty test used for
the direction of influence between prices. The vector error correction estimates
indicated that most of the markets in the two states were not well integrated in the
short run. Co-integration results revealed that most of the markets in the two states
were well integrated in the long run relationship. The results of granger causality
indicated that there was a smooth transmission of price signals from Kwara state

to Niger state.

Patil ef al. (2013) studied the market integration of arecanut markets in
Karnataka state based on monthly modal prices data which is collected through
Agmarket from seven representative markets using Johansen co-integration
technique and error correction model. The Johansen cointegration technique
indicated that the arecanut markets were integrated. Error correction model result
concluded that high speed of adjustment was found between Davangere and
Shimoga in red boiled type (74%) and Bantwala and Kundapura in white chali
type (72%). This study concluded that integrated arecanut markets are very

efficient in price transmission from one market to another market.

Omar et al. (2014) conducted the study for understanding the current
marketing system of banana in various hilly regions of Bangladesh. The objective
of the study was to test market integration and price forecasting of Banana using
Engle-granger cointegration test. The result of Engle Granger co-integration test
has shown that Bandarban- Dhaka, Rangamati-Lasha and Rangamati- Cox’sbazar
markets were integrated but Bandarban - Sylhet, Bandarban -Rangamati markets
were not co-integrated. This co-integration study shows that banana markets in

Bangladesh were well integrated except in hilly region.
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Engle Granger co-integration is tested using the formula
Yi=a+B X;+u,
Where,
B = Cointegrating coefficient
u; = Residual term

Makhare and Tarpara (2015) examined co-movement and extent of co-
integration of wholesale prices of cotton among major markets (Amreli, Rajkot,
Gondal, Jamnagar and Junagadh APMC) of Saurashtra region by using Johansen
test, examined the causality by granger causality test and also captures the speed
of adjustment to deviations in long run equilibrium by using vector error
correction model. Monthly wholesale price data were used in the study. The
results of the Augmented dickey-fuller (ADF) test for cotton price were
stationarity after the first differences. This suggested that all market price series
were integrated of order 1 i.e. I(1). The Johansen co-integration test revealed that
all the markets were integrated in the long run relationship. The vector error
correction model (VECM) stated that there was long run relationship between the
prices of all the markets viz., Amreli, Rajkot, Gondal, Jamnagar and Junagadh.
The results of pairwise Granger Causality test revealed that there was a
bidirectional influence on prices of Junagadh and Amreli, Rajkot and Amreli,
Jamnagar and Gondal, Junagadh and Gondal, Rajkot and Gondal and Rajkot and
Jamnagar. But there was a unidirectional influence on prices was noticed between
Gondal and Amreli, Jamnagar and Amreli, Junagadh and Jamnagar and Rajkot
and Junagadh markets.

Wani ef al. (2015) studied the price movement of apple markets through
Johansen co-integration analysis on the wholesale weekly prices of commercial
varieties (American, Delicious and Moharaji) and commercial grades (Super and
Special) were collected from Sep, 2005 to Feb, 2013. The results revealed that

I
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apple markets were co-integrated and Delhi was dominated over other markets. In
short run disequilibrium ranges from 2.1 to 96.9 per cent among all the varieties
and grades of apple. However, the study stated that there is no co-integration
within two pairs of markets viz., American Super variety in Delhi-Srinagar and
Bangalore-Kolkata and within one pair of markets Bangalore-Kolkata for
Moharaji Special. The Granger Causality Test revealed that there were 39 and 18
bi-directional and uni-directional causations respectively under different market
situations. Further, vector Error Correction Model (VECM) results revealed a
combination of positive and negative coefficients even though positive

coefficients exceed the negative coefficients.

Habte (2016) studied the integration of papaya market, price transmission
and price causality patterns with the help of Johansen co-integration test, vector
error correction model and Granger causality test using 13 years average monthly
prices of papaya. Johansen co-integration tests indicated that four papaya markets
significantly co-integrated with each other. Vector error correction technique
indicated that speed of price adjustment for Arbaminch market was statistically
significant and fast compared to other papaya markets and equilibrium price were
stable. Speed of price adjustment for Adama market was slow and insignificant as
compared to other market prices and equilibrium price was unstable. The Granger
causality test indicates that there was a bidirectional relationship with Merkato

and Shashemenie markets.

Makama and Amruthat (2016) investigated the long-run and short run
relationship between export price of Indian rice (non-basmati) and domestic price
of Nigerian rice. The ADF test suggested that export price and domestic price
series are integrated of order one. The Johansen co-integration test has established
the long- run relationship between the export and domestic price of India and
Nigeria respectively. Granger causality test has revealed a bidirectional causality
between the two countries and error correction model confirmed that the domestic

price of Nigeria have a long run relationship with export price of Indian rice.
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Naveena ef al. (2016) made an attempt to analyse the impact of world
coffee price on Indian coffee price by considering monthly wholesale price of
Arabica coffee and Robusta coffee seeds and monthly indicator price of world
market prices of Arabica coffee and Robusta coffee from 1999 to 2013. Before
applying the co-integration test stationarity of the individual wholesale coffee
price series were tested using the Augmented Dickey-Fuller (ADF) test. The
results of ADF test showed that all the price series were non-stationary but first
differences of the series were became stationary. Johansen’s cointegration test
was carried out to find the long run relationship between Indiana coffee market
and world coffee market. The results of study revealed that there was a long run
association between Indian Arabica coffee price and world Arabica coffee price as

well as Indian Robusta coffee price and world Robusta coffee price.

Singh ef al. (2018) examined co-integration and causality between retail
and wholesale market prices of pigeon pea crop in Karvi district of Uttar Pradesh
and Satna district of Madhya Pradesh by using Johansen co-integration technique
and Granger causality test. The result of the analysis confirmed the presence of
co-integration among retail and wholesale markets prices of tur in Karvi market
indicating the long-run price association between them. Further Granger causality
gave additional evidence about direction of price transmission between retail and
wholesale market price in Karvi district. The test confirmed the presence of
bidirectional causality or price transmission. The wholesale price of tur in both i.e.
Karvi and Satna market were cointegrated which shown that long term and spatial

association of wholesale prices.

Johansen co-integration approach can be written as,

Marace =—T Lt=r1In (1 - AL)

Amax =T In (1 -20ry)
where

r = rank of the coefficient matrix (r=0, 1,2,3...n-1)
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2.4 STUDIES RELATING TO INFLUENCING FACTORS OF PRODUCTION

Rao (1986) conducted the study on impact of rainfall on productivity of
coconut in Pilicode, Kerala. The result of the study concluded that high rainfall
during monsoon season of June, July and August and absence of post and pre
monsoon rainfall would adversely affect the successive year’s productivity of

coconut.

Rao (1991) has indicated the necessity of further studies for the climatic
requirement of the coconut. These studies revealed that the crop response to major
climatic variables, especially rainfall had to be further investigated and it should
be based on distribution of rainfall and also on soil type. An identification of
degree of influence of climatic factors for a given location would assist in short
term yield forecasting and consequently in determining the potential yield in a

given agro-climatic region.

Vijayakumar et al. (1991) collected fortnightly weather data and annual
yields of arecanut (4reca) and cocoa (planted in a mixed cropping trial in 1970)
for 1977-88. Seven weather variables were correlated with yield for both the
current year and a one-year lag period. Arecanut yield was significantly correlated
with rainfall and maximum RH of the previous year, and with minimum RH,
maximum temperature, pan evaporation and rainfall of the current year. Cocoa
yield was significantly correlated with the number of rainy days in the previous
year, and sunshine hours and maximum and minimum temperatures of the current
year. Stepwise regression analysis to eliminate non-contributing variables gave
maximum RH of the previous year and pan evaporation and rainfall of the current
year as the most contributing variables for arecanut yield, maximum and
minimum temperatures of the current year as contributing variables for cocoa
yield. The regression equation for arecanut explained approximately 84 per cent
of variations in yield, whereas the regression equation for cocoa had very little

predictive value.
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Peiris and Peris (1993) studied the influence of climatic factors on coconut
yield in Sri Lanka and the analysis showed a considerable fluctuation between
years mainly due to variation in the distribution of major climatic parameters such
as rainfall, solar radiation and relative humidity. An attempt was made to study
the influence of intensity and distribution of rainfall in two-monthly sub-periods
of the previous year on nut yield. The estimated multiple regression model
explained 89 per cent. The results of the study concluded that rainfall during
January to April had a positive impact on coconut yield.

Joshi (1999) studied the dependence of area and production of lead crops
(pearl millet, ground nut and rain fed cotton) on rainfall in dry farming area in
Gujarat, India. The study examined whether any relationship can be established to
suggest optimum period of planting these crops and also forecast expected area
and production. Data were collected from 1961-62 to 1991-92. The study shows
that the time of onset of monsoon becomes the deciding factor for area under
covering and later on production of many lead crops. Adequate rainfall in the
early period of monsoon increases area of cash crops like ground nut in Saurastra
region, whereas with inadequate rainfall in this period, farmers opt for cultivation
of coarse cereals like pearl millet. The adequate rainfall during the early growth
period of cotton has a positive influence on its production. The forecast of area

can‘t be based on periodical rainfall received during the season of a crop.

Saseendran et al. (2000) studied effect of climate change on rice
production in Kasargod, Pattambi, Ollukara, Kottayam and Kayamkulam of
Kerala from 1954 to 1992. The result of the analysis predicted that during the
monsoon season, mean surface temperature raises of the order about 1.5°C over
the decade 2040 to 2049 and rainfall also increases of the order of 2 mm per day.

Kumar er al. (2007) reported that weather parameters play an important
role in determining the coconut palm growth, development and yield. Historical
data on weather variables and coconut yield from different agro-climatic zones

viz., Western coastal area - hot sub-humid-per-humid (Kasaragod - Kerala;

{
Lo
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Ratnagiri - Maharashtra), hot semi-arid (Arisikere - Karnataka) and Eastern
coastal plains - hot subhumid (Veppankulam - Tamil Nadu; Ambajipeta - Andhra
Pradesh) of India were used for developing models for prediction of coconut
yield. The prediction models with three and four year lag had high R’
Interestingly, the parameters used in models for western coastal area - hot sub-
humid-per-humid are temperature and relative humidity, as indicated even in the
classification of these areas. Models were verified for 2 years and prediction of
yield during 1998-99 and 1999-2000 within 10% confidence level validated these

models.

Guruswamy ef al. (2008) were studied the mean annual and seasonal
rainfall behavior and the effects of weather parameters on coconut productivity in
Thanjavur district, Tamil Nadu, India, during 1996-2005 and stated that southwest
monsoon and winter rainfall had a negative correlation with coconut productivity,
whereas summer and NEM rainfall had a positive relation with coconut
productivity. The percentage of barren nut production in coconut had a positive
correlation with summer rainfall and negative correlation with winter, southwest
and northeast monsoons. The maximum temperature, minimum temperature,
relative humidity, pan evaporation and rainfall had a positive correlation with

coconut productivity.

Gupta (2011) studied the critical assessment of climate change impacts on
rice and wheat in India during 2010. The study concluded that, productivity could
decline in case of rice and wheat considerably due to change in climate. Farmers
may lose net revenue between 9 and 25 per cent due to 2 to 3.5 °C rise in

temperature accompanied by 7 to 25 per cent decrease in precipitation.

Sunil ef al. (2011) conducted a research in Regional Agricultural Research
Station (RAS) Ambalavayal, Wayanad to study the relationship between the yield
of Areca nut and weather parameters viz. temperature, relative humidity and
rainfall. Results of the analysis revealed that during flowering stage i.e., January

to March, an increase in minimum temperature, relative humidity and rainfall had
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significant and positive influence on nut yield. In contrast, rainfall during the nut
development (June to July) would have adverse effect on crop yield. Arecanut
needs high relative humidity during the morning period throughout the growth
period. Multiple regression equations were developed for predicting the areca nut

yield based on rainfall and minimum temperature.

Kumar and Aggarwal (2013) studied the impact of climate change on
coconut production in several states of India from 2000 to 2013. The study
concluded that high performance areas such as Andhra Pradesh, Orissa, Southern
and Central parts of West Bengal, Gujarat, Karnataka and Tamil Nadu are
expected to decline productivity. But this study reported that all India level

productivity was expected to increase at 4.3 per cent.

Birthal et al. (2014) examined how Indian agriculture is complex for
climate change using district level panel data from 1969 to 2005 for 200 districts.
In this model, area and production were taken as dependent variables.
Meteorological parameters, such as temperature and rainfall were taken as
independent variables. It was found that increase in temperature would reduce the
yield. The results of this study concluded that productivity of Indian agriculture
will reduce upto 25 per cent at the end of this century.

Igbal and Siddique (2015) calculated the impact of climate change on
agricultural productivity in Bangladesh using panel data of 23 regions from 1975
to 2008. Rice productivity was taken as dependent variable and climatic variables
such as temperature, rainfall and humidity as independent variables. On execution
of panel data analysis (fixed effects and random effects models), results indicated
that, increase in the average minimum temperature during dry season by one unit,

will result in increased per acre rice output by 3.7 to 11.6 per cent.

Tokunaga et al. (2015) studied the influence of climate change on
agriculture in Japan using panel data for eight regions from 1995 to 2016. The
function comprised of production as dependent variable and temperature,

precipitation and solar radiation as independent variables. Upon execution of

-
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panel data analysis, results showed that, 1°C increase in temperature bring about
in reduction of rice production by 5.8 per cent in short term and by 3.9 per cent in
long term. Similarly vegetables and potatoes production also reduced to 5 per cent

in short term and 8.6 per cent in long term for every 1 °C increase in temperature.

Kumar et al. (2016) calculated the impact of climate change on land
productivity of 15 Indian crops across 13 states using panel data from 1989 to
2009. In the model, productivity of the crop was taken as the dependent variable.
Climatic parameters such as, minimum temperature, maximum temperature and
rainfall were taken as independent variables. By execution of the panel data
analysis, it was revealed that, land productivity might go down by 3.29 per cent
because of 1 per cent increase in annual temperature. Modified Wald test was
used to check for heteroscedasticity. Wooldridge test was used for testing serial

correlation.



Materials and Methods
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3. MATERIALS AND METHODS

The aim of this chapter briefly describes the materials that provide the
database required for this study, as well as selection of crops, location and
statistical tools used in the analysis. The methodology is presented under the

following heads.

3.1 Description of the study area.

3.2 Data source

3.3 Statistical tools and models applied
3.1 STUDY AREA
3.1.1 Paddy

Rice is the most important staple food of more than half of the world’s
population and more than 3.5 billion people depend on rice for more than 20 per
cent of their daily calories. Asia accounts for 90 per cent of global rice
consumption and total rice demand there continues to rise. In India, rice is grown
in 42.95 million ha, the production level is 112.91 million tones and the
productivity is about 2585 kg ha-1 (GOI, 2018). Karnataka, Tamil Nadu and
Kerala accounted for nearly 8.13 per cent production and 6.66 per cent area to all
India. Karnataka has contributed over 8.74 Lakh hectare of land for rice
cultivation with an average production of 2699 kg ha-1. The state Tamil Nadu
also covers 18.45 lakh hectares of land for rice cultivation with an average
production of 3467 kg per hectare. Kerala accounts 1.4 million ha of paddy area
and 4.2 million tonnes of production with the productivity of 2965 kg per ha.

3.1.2 Coconut

Coconut (Cocos nucifera L.) is the most useful palm tree in the world.
Every part of the tree is useful for human life many purpose. Therefore, the

coconut palm is affectionately called ‘kalpavriksha’ which means the tree of
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paradise. The copra obtained from the drying of coconut is the richest source of

vegetable oil containing from 65 to 70 per cent of oil.

Coconut provides nutritious food and a refreshing drink, oil is used for
edible and inedible uses, commercially valuable fibre, fuel peel and industrial
uses, coconut thatch, an alcoholic beverage and wood of different products for use

as domestic fuel.

Coconut provides nutritious food and a refreshing drink, oil for edible and
non-edible uses, fibre of commercial value, shell for fuel and industrial uses,
thatch, an alcoholic beverage, timber and a variety of miscellaneous products for

use as domestic fuel.

In coconut production, India currently ranks third in the world next to the
Philippines and Indonesia. In India, Kerala is the main coconut growing state with
an area of 7.7 lakh hectares and production of 7448 million nuts, followed by
Karnataka (5.1 lakh hectares and 6773 million nuts), Tamil Nadu (4.6 lakh
hectares and 6571 million nuts). These three southern states together contribute
around 84 per cent of total area and 87 per cent of the total production to the
country (GOI, 2018).

3.2 DATA SOURCE

The present study is based on secondary data. The secondary data
related to area, production and productivity of paddy and coconut in the region of
Karnataka, Kerala and Tamil Nadu were collected from Directorate of Economics
and Statistics (GOK), Department of Economics and Statistics (GOTN and GOK)
for the period of past 25 years. Secondary data of weather parameters regarding
rainfall data were collected for all three states from Indian Meteorological
Department (IMD).
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3.2.1 Paddy

Area (‘000 ha), production (‘000 Tonnes) and productivity (kg ha™) was
collected yearly and also for two seasons namely kharif and rabi. This season wise
and yearly data were used to estimate the comparative performance of growth rate
in across Karnataka, Kerala and Tamil Nadu. Co-integration analysis using
monthly average wholesale price (Rs q') of paddy medium grain type was
collected from Raichur (Karnataka) and Thanjavur (Tamil Nadu) markets for a

period from January 1993 to December 2018.

3.2.2 Coconut

In the case of coconut, Area (‘000 ha), production (million nuts) and
productivity (nuts ha™') was collected for Karnataka, Kerala and Tamil Nadu. This
data were used to estimate the comparative performance of growth rate across
Karnataka, Kerala and Tamil Nadu. Co-integration analysis using monthly
average wholesale price (Rs q™') of copra was collected from Tumkur (Karnataka),
Kochi (Kerala) and Kangayam(Tamil Nadu) markets for a period from January
2000 to December 2018. Price data (monthly wholesale price) related to coconut
(in the form of Copra) and paddy were collected from Coconut Development
Board, Directorate of Economics and Statistics (Kerala and Karnataka),
Department of Economics and Statistics (Tamil Nadu) and also from the website:

www.indiastat.com and agmarknet.gov.in

3.3 STATISTICAL TOOLS AND MODELS APPLIED

The data collected from the above-mentioned sources was analysed by

using the following analytical techniques:

1. Statistical models on trend in area, production and productivity of paddy and

coconut across Kerala, Karnataka and Tamil Nadu
2. Statistical models for analysing the price movement

3. Analysis on factors of production
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3.3.1 Methodology for fitting the trend equations

The trend equations were fitted by using different growth models.
Growth models are nothing but the models that describe the behaviour of a

variable over time. The growth models taken under consideration here are as

follows.
3.3.1.1 Semi log function

A linear model is one in which all the parameters appear linearly.

The mathematical equation is given by
InY, =b, +bt +e¢,
Where,
Y, is the dependent variable viz., area, production and

productivity

t is the independent variable, time in years
by and b, are the constants

& 1s the error term

The constants ‘by’ and ‘b;’ are estimated by applying the Ordinary Least Square

approach.
3.3.1.2 Double logarithmic function

This model shows very rapid growth, followed by slower growth.

The mathematical equation is given by
InY, = b, +b,In(t)+&,
Where,
Y, is the dependent variable viz., area, production and

productivity

L
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t is the time in years, independent variable
‘bo’ and ‘b, are constants or parameters

& is the error term

The constants ‘by’” and ‘b, are estimated by applying the Ordinary Least Squares

approach.
3.3.1.3 Inverse function

Inverse curve shows a decreasing growth.

Inverse fit is given by the equation
InY, =5, +% +&,

Where,

Y. is the dependent variable viz., area, production and
productivity

t is the independent variable, time

‘bo” and ‘b,’ are parameters

& is the error term
The parameters can be estimated by the method of Ordinary Least Squares (OLS).
3.3.1.4 Quadratic function

This function is useful when there is a peak or a trough in the data of past
periods.
Quadratic fit is given by the equation
InY, =b, +b,()+b,t* +¢,
Where,
Y, is the dependent variable viz., area, production and

productivity

t is the independent variable, time in years

>



27

bo, b and b, are constants

& is the error term

The constants can be calculated by applying the method of ordinary least squares

approach.

3.3.1.5 Cubic function

This function is useful when there is or has been, two peaks or two troughs
in the data of past periods.
Cubic fit or third degree curve is given by the equation:
InY, =b, +b,(t)+b,t> +b,t° +¢,
Where,
Y, is the dependent variable viz., area, production and
productivity
t is the independent variable, time in years
by, b1, by and b; are parameters

& 1s the error term

The parameters are calculated by ordinary least squares method.

3.3.1.6 Compound function

This function is useful when it is known that there is or has been,
increasing growth or decline in past periods
Compound fit is given by
Y, =byb,e,

In(Y,) =1In(b,) +1In(b,) +¢,
Where,
Y. is the dependent variable viz., area, production and

productivity

t is the independent variable, time in years

by and b, are parameters or constants
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& 1s the error term

The parameters are calculated by ordinary least squares method.

3.3.1.7 Power function

The function is given by the equation

Y, =b,t%e,
In(Y) =In(b,) + b, In(7) + ¢,
Where,
Y, is the dependent variable viz., area, production and

productivity

t is the independent variable, time in years
by and b, are parameters or constants
& 1s the error term
The parameters are calculated by ordinary least squares method.

The fit is alike to exponential fit, but creates a forecast curve that increases or

decreases at different rate.

3.3.1.8 Exponential function

When the values of t are organized in an arithmetic series, the parallel

values of y form a geometric series, the relation is of the exponential type.

The function of this type can be given by
Y, =bee,
Or In(Y,) =In(b,) + b1 + ¢,
Where,
Y, is dependent variable viz., area, production and

productivity

t is independent variable, time in years

by and b, are constants
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& 1s the error term

The parameters are calculated by ordinary least squares method.
3.3.1.9 Methodology for the best fitted model

The choice of the trend equation amongst the available alternatives is very
crucial. So coefficient of multiple determination, R? or adjusted R? as the criterion

of model selection and also use Root Mean Square Error (RMSE).
3.3.1.9.1 Coefficient of determination

The coefficient of determination is a key part of regression analysis and
one of the measures of goodness of fit of a regression model. It is interpreted as
the proportion of the variance in the dependent variable explained by the
independent variables. The value of R? lies between 0 and 1. The closure it is to 1,
the better is the fit. If R is zero that means dependent variable cannot be predicted
from the independent variables. If R? is one that means dependent variable can be
predicted from the independent variables without any error. The R? lies between 0

and 1 indicate the extent to which the dependent variable is predictable.

How well the estimated model fits the data can be measured by the value
of R% In general, R*> measures the percentage of variation explained by the

independent variables in the total variability, which is given by

I, (¥i=1:)? 2
R2=1- m, 0<R"<1

By using F test, significance of R* have been tested

Fe R* n-k-1
(1-R*»" &
freedom.

~ F distribution with k, (n-k-1) degrees of

Where k is the number of parameters in the model, n is the number of

observations.



30

The main problem of R? is that, R* cannot fall when more variables are
added to the model. Therefore, there is a chance of maximizing the R? by simply

adding more variables to the model.

3.3.1.9.2 Adjusted R* (R?)

Henry Theil developed the adjusted R? to avoid increasing the R* value

when adding more variables to the model; it is denoted by R*.

: p2 _ _p2 (Tl'-l)
AdjR? =1~ (1-RY) 225

Where ‘k’ is the number of parameters in the model, n is the total number of
observations. From above formula it is clear that R”can be negative and always
less than or equal to R?. For comparative purpose, R’is a better measure than R

The R*increases only if the added new variable improves the model more than

that is expected by chance.
3.3.1.9.3 Root Mean Square Error (RMSE)

RMSE is defined as the square root of the average of squared errors. It is
generally utilized to measure the adequacy of the fitted model and it can be

computed as follows:

n

The lower the value of this statistic was better for the fitted model.
3.3.1.10 Assumption of error term

An important assumption of regression models is that the error term ‘g

should follow normal distribution and random process.

3.3.1.10.1 Test for normality: Shapiro-Wilk test
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There are many tests available to test the normality. Some of the popular
tests for normality are Shapiro — Wilk test, Cramer Von Misses test, Kolmogorov-

Smirnov test etc.

The Shapiro-Wilk test is the common and better, if the sample size is less than
2000.

Shapiro-Wilk test statistic ‘W’ is given as

2
S|

Z(X, _‘Y')2

i=1

W =

Where, X, = ordered sample values, X is the overall mean.

i=1,2,....n

b |

a; = constants generated from mean, variance and covariance of the order

statistics of a sample size ‘n’ from a normal distribution.

In this test, Hy: Residuals are normal. If the p-value is greater than critical
value, usually 0.05, Hy is accepted and we conclude that residuals are normal.

Shapiro-Wilk test statistic W, ranges in between 0 and 1 and highly skewed to the
right.

3.3.1.10.2 Test for randomness: Runs test

Randomness of residuals can be tested by using non-parametric test called
runs test. A run is defined as an uninterrupted sequence of identical symbols in
which the individual scores or observations originally were obtained. Consider an

example where series of binary events occurred in this order

++---tt e+t -+

If the number of runs are very few, a time trend or positive autocorrelation

is present. If the numbers of runs are many, systematic short-period cyclical
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fluctuations seem to be influencing the scores. In the above example there are

s€ven runs.

In a sequence, if n=n;+n; binary events, let n; be the number of elements
of positive values and n, be the number of elements of negative values. If both n;
and n, are less than 20, then the number of runs present in the sequence is defined
as r, lies between the confidence interval then do not reject the null hypothesis i.e.

events are random.

For large samples, if either n; or n; is larger than 20, a good approximation
to the sampling distribution of ‘R’ is the normal distribution with,
2nyn,

Mean =y, = g +1

annz (27’11 Nny—n, —nz)
(n14n2)?(n+n2-1)

Standard deviation = g, = J

Then Hy may be tested by z = —= ~ SND(0,1)

or

The significance of any observed value of z computed by using the
equation may be determined from a normal distribution table. The run test rejects

the null hypothesis, if |z| > z,_a
2

3.3.2 Compound Annual Growth Rate (CAGR)

To analyse the comparative change in area, production and productivity of
paddy and coconut over the years in Karnataka, Kerala and Tamil Nadu
compound annual growth rates were estimated. Compound annual growth rates of
area, production and productivity of coconut and paddy were estimated by using

exponential model and its mathematical equitation is given as
Y, =beg,

ln Yt = ln(bo) + blt + Et

(A
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Y,- dependent variable ( area, production and productivity)

t - time in years, independent variable
by and b, are constants or parameters

&,- error term

The constants in the above equation are estimated by using the ordinary
least squares method of estimation.
The compound annual growth rate (CAGR %) was calculated by using the
formula
CAGR (%) = (Antilog b,-1) x 100

The significance of compound annual growth rates can be tested by using
student’s t test

r

SE(r)

with (n-2) degrees of freedom (df).

Where,
‘r’ is the growth rate
‘n’ is the total number of years considered under study

SE(r) is the standard error of growth rate

3.3.3 Co-integration analysis

Co-integration is an econometric concept which mimics the existence of a
long-run equilibrium among economic time series. If two or more series are
themselves nonstationary, but a linear combination of them is stationary, then they

are said to be co-integrated.

Applying this concept to any two given markets, co-integration between
their price series implies long run dependence between them. Since, the very
essence of market integration is the price dependence across markets, it follows
that co-integration between prices in two given markets implies integration of the

markets. Co-integration analysis also used to establish the co-movement of two or
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more time series. Market integration is the price dependence across markets, it
follows that co-integration between prices in two given markets implies

integration of the markets.

3.3.3.1 Test for stationarity

If the series is stationary, this means that the series has constant mean and
variance which does not change over the period. Roughly speaking, a time series

is stationary if its behavior does not change over time.

Generally the concept of stationarity can be summarized by the following

conditions. A time series {1} is said to be stationary if:

E(Y) =E(Yi) = 1,
E(Ye )’ = E(Yis- W’= 0

E(Yi- 1) (Yes-) = E(Fijrp) (Yijosmpt) = ¥(s), 521

Where y, ai and y(s) are all time invariant.

Consider the equation,
Y=Y+e,

Where, Y, is the observed value of the series at time ‘t’, Y is the mean value of the
series and ¢,is a random disturbance term. The series Y, is said to be stationary as
expressed as I (0). But often the series tend to display an increase or decrease,
which violates the above condition. In such case successive differencing reduced

the series to stationary, thus,

X _X—l =g, or Y; =Y;—I +é&,
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A series which becomes stationary after differencing once is said to be
integrated of order 1 and it is expressed as I (1). In general, a series which must be
differenced “d” time to become stationary is expressed as I (d). A major
difference between I(0) and I (d) , d>0 series is that the I(0) series has a finite

mean and variance, while in I (d) series this magnitudes do not exist.
3.3.3.2 Augmented Dickey-Fuller (ADF) Test

The ADF test is comparable with the simple DF test, but is augmented by
adding lagged values of the first difference of the dependent variable as additional
regressors which are required to account for possible occurrence of

autocorrelation. Consider the AR (1) model:
y&= p+al  + e

We can write the above equation as:

MY, =a+ BT, + 3 6AY,  +e,
=1

Where, Y denotes the variable being tested, &~ IID N(0, %), f=1-pand AY,=
Yi— Y, AYu= (Y- Yia), A Yio= (Y- Vi), ete. a, Pand &, are parameters to
be estimated.

The null and alternative hypotheses tested is

Hyp: =0 or Y, is not I(0), against

H;: <0 or Y, is 1(0)

The test statistic is the conventional t-ratio

~

__b
SE(S)

Where, ,B is the ordinary least square (OLS) estimate of fand SE( [i’) is the

t

coefficient standard error. But, Dickey and Fuller (1979) showed that under the
null hypothesis of a unit root, this statistic does not follow the conventional

Student’s ¢ distribution and it follows the 7 (fau) statistic. They also computed
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the critical values of the fau statistic on the basis of Monte Carlo simulations for
various sample sizes. More recently, MacKinnon (1991, 1996) had developed
more extensive than those tabulated by Dickey and Fuller. In addition,
MacKinnon estimates response surfaces for the simulation results, permitting the
calculation of Dickey-Fuller critical values and p-values for arbitrary sample

sizes.

In general, if the estimate of £ is negative and significantly different from

zero then reject the null hypothesis, Hy which indicates that series is stationary.
3.3.3.3 Johansen’s co-integration test

Johansen (1988) has developed a multivariate approach, which allows for
simultaneous adjustment of two or even more than two variables. Johansen’s
approach is also widely used in many bivariate studies as it has some advantages
to the single equation approach. First, it allows estimating the co-integration
vector with smaller variance. The second advantage of the multivariate approach
is that in the simultaneous estimation, it is not necessary to presuppose exogeneity

of either of the variables.

Johansen's co-integration test relies on maximum likelihood method. This
procedure is based on the relationship between the rank of a matrix and its
characteristic roots. Johansen derived the maximum likelihood estimation using
sequential tests for determining the number of co-integrating vectors. Johansen
suggested two test statistics to test the null hypothesis that there are at most ‘r’ co-
integrating vectors. This can equivalently be stated as the rank of the coefficient
matrix (IT), is at most ‘r’ for r=0, 1, 2, 3...n-1. The two test statistics are based on

the trace and maximum Eigen values, respectively.
AYi=a+Bi+(p-1) Ye1 +01AY 1 +. ..+ 01 AY i + W,
Amax =T 2 41 In (1 - AY)

Mrace =T In (1 = Ary)
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In testing for co-integration for different markets (which is the necessary
condition for market integration) the null hypothesis should be tested for r=0 and
r=1. If r=0 cannot be rejected, it can be concluded that there is no co-integration.
On the other hand, if r=0 is rejected and r=1 cannot be rejected then it can be
concluded that there is a co-integrating relationship. Co-integration implies that

there exist a co-integrating vector .
3.3.3.4 Granger causality test

Granger causality test is used to find out the direction of causation
between the markets. When co-integration relationship is present for two
variables, a Granger causality test can be used to analyse the direction of this co-
movement relationship. Granger causality tests come in pairs, testing weather
variable X; Granger-causes variable Y, and vice versa. All permutations are
possible viz., univariate Granger causality from X to Y, or from Y, to X,, bivariate
causality or absence of causality. An autoregressive distributed lag (ADL) model

for the Granger-causality test was specified as below:

n

n
Xe = z a;Ye; + Zﬁjxt—j + Uy

i=1 j=1

n n
Ye = Z YiYe-i + ) 68X +uy
i=1 =

Where, t is the time period, uj; and uy, are the error terms, X and Y are the

prices series of different markets.
3.3.4 Analysing the influencing factors of production

Production of coconut and paddy is influenced by so many independent

factors viz., weather parameters.
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3.3.4.1 Panel data regression analysis

For empirical analysis, types of data that are generally available are time
series, cross section and panel data. In time series data, the values of one or more
variables are observed over a period of time. In cross section data, values are
collected for one or more variables for several sample units at the point of time. In
case of panel data consists of both place as well as time dimensions. Regression
models based on such panel data are called panel data regression models
(Gujarati, 2004)

In this study, production of coconut data collected for the 1987-2016 from
Karnataka, Kerala and Tamil Nadu was taken as dependent variables. Rainfall
was considered as independent variable which was divided into four quarters
namely Q;(January-March), Q,(April-June), Q;(July-September) and Q4(October-
December) data from 1986-2015. Panel data consists of 90 observations for
Karnataka, Kerala and Tamil Nadu for 30 years. Thus, data set is a balance data

set.
Model specification:
The model for coconut production under this study is specified as
Production (Yj)= f (Qlit-1, Q2it-1, Q3it-1, Q4it-1)
logYie = Bo + BilogQuir-1 + P2ilogQzit—1 + B3ilogQzie—1 + PsilogQuir—1
Production (Yj) = Coconut production of i region during t™ period
Quit.1 = Rainfall during January to March of i" region during t-1" period
Qait.1 = Rainfall during April to June of i region during i period
Qsi.1 = Rainfall during July to September of i region during t-1" period

Quit-1 = Rainfall during October to December of i" region during t-1% period
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Production of paddy data was collected from 1987-2016 from Karnataka
and Tamil Nadu was taken as dependent variables. Rainfall was considered as
independent variable which was collected in quarterly data from 1987-2016. Panel
data consists of 60 observations for Karnataka and Tamil Nadu for 30 years. Thus,
data set is a balance data set.

Model specification:
The model for paddy production under this study is specified as
Production (Yi) = f (Quit- Qaits Qsits Qait)

logYie = Bo + BilogQuit + B2ilogQair + P3ilogQsir + PailogQair
Production (Y= Paddy production of i" region during t™ period
Qiir.1 = Rainfall during January to March of i region during t™ period
Qui.1 = Rainfall during April to June of i region during t™ period
Qsir.1 = Rainfall during July to September of i region during t™ period
Quir.1 = Rainfall during October to December of i region during t™ period

In regression data analysis, natural logarithm was taken for both dependent
and independent variables to avoid too much fluctuation in the results. Later
results are expressed in terms of percentage by removing the log of regression

coefficient.

Statistical package STATA was used to analyse the panel data regression.
To decide between random effects and fixed effects model Hausman test was

used.

Choosing between Fixed Effects (FE) and Random Effects (RE)

1. With large time series data and small cross section data there is likely to

be little difference, so FE is preferable as it is easier to compute
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2. With large cross section data and small time series data, estimates can
differ significantly. If the cross-sectional groups are a random sample of the

population RE is preferable. If not the FE is preferable.

Variance inflation factor (VIF) was calculated to check the

multicollinearity in the function. It was calculated using the formula:

VIF = 1/1-R?
Where,
VIF = Variance Inflation Factor

R? = Coefficient of determination

If the VIF value is equal to 10 or more than 10, then the particular
independent variable is considered to have high multicollinearity with one or more

independent variables.

Durbin — Watson test was conducted to check the autocorrelation. It was
calculated using the formula:
D=2 (1-p)
Where,
D = Durbin — Watson value

p = Correlation coefficient of error term

If d value is lies between 1.696 and 4 then, the model is said to have no

autocorrelation.



Results and Discussion
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4. RESULTS AND DISCUSSION

In accordance with the objectives formulated for the present study in the
introduction chapter, this chapter deals with presentation and interpretation of the
results obtained along with relevant discussions. For convenience and better

focus, this chapter is divided into three sections:
4.1. Trend models for area, production and productivity
4.2. Comparison of growth rates across states
4.3. Price co-movement using co-integration technique
4.4. Influencing factors on production

4.1 LINEAR AND NON-LINEAR TREND MODELS

In the present study, eight growth models viz, semi log, double
logarithmic, inverse, quadratic, cubic, compound, power and exponential have
been fitted to the data on area (in ‘000 ha), production and productivity of the
paddy and coconut in South Indian states viz., Karnataka, Kerala and Tamil Nadu.
To measure the goodness of fit of the model, adjusted R?, criteria of randomness,
normality of time series and Root Mean Square Error (RMSE) were used. The
growth models were fitted by using the IBM.SPSS 16.0 package.

4.1.1 Paddy

Different growth models were fitted to study the trends in area (in ‘000
ha), production (in ‘000 tonnes) and productivity (in kg ha™) of paddy in South
Indian states Karnataka, Kerala and Tamil Nadu. The results are presented in the

following section.
4.1.1.1 Trends in area, production and productivity of paddy in Karnataka

Area under paddy in Karnataka showed a positive growth rate during the
study period 1987-88 to 2016-17. The results obtained by fitting all the eight
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growth models of area under paddy in Karnataka are presented in Table 1 along
with adjusted R?, Shapiro-Wilks test statistic to test normality of error terms, Runs
test for independence of error terms and Root Mean Square Error (RMSE).
Adjusted R? value for all the models were ranging from -0.5 per cent for semi log
function to 32.6 per cent for cubic function. Among the eight fitted models, cubic
function showed maximum adj. R? (32.6 %), but none of the estimated regression
coefficients was not significant. Next highest adjusted R* (31.8 %) was found in
quadratic model. According to Runs test and Shapiro-Wilk test, the residual of
quadratic model was random and normally distributed. Moreover, quadratic
model has minimum RMSE (0.09). Thus the best model was selected and its trend

values are shown in Fig. 1. The estimated equation was

Y= 6.989+0.0311-9.42x 10”7 (Adj. R’=0.318)

Production of paddy in Karnataka showed a positive and significant
growth rate during the study period. The results obtained by fitting all the eight
growth models of paddy production in Karnataka are presented in Table 2 along
with adjusted R*, Shapiro-Wilks test statistic to test normality of error terms, Runs
test for independence of error terms and RMSE. Adjusted R” ranges from 26.9
per cent for semi-log/compound/exponential model to 51.1 per cent for quadratic
model. Among eight models quadratic model explained 51.1 per cent of total
variation and the estimated coefficient were found to be significant (Table.2).
According to Shapiro-Wilk test and Runs test, the residuals of quadratic model
were normal and random and also the model has lowest RMSE value (0.16). The
trend values of quadratic function are shown in Fig. 2. The estimated equation

was
Y, =7.615+0.0641-0.002F (Adj. R>=0.511)

The results obtained by fitting all the eight growth models of paddy
productivity in Karnataka are presented in Table 3. Among the fitted linear and
nonlinear growth models for productivity of paddy in Karnataka, the maximum

adjusted.R* of 72 per cent was observed in power model and minimum adjusted

6/
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R? was observed in inverse model (57.3 %). According to Shapiro-Wilk test and
Runs test the residuals of power model were found to be normal and random. And
also power function having least RMSE value of 0.09. Hence, among the fitted
models power function was considered as the best fitted model for productivity of

paddy in Karnataka. Estimated power function was
Y=17.515"  (Adj. R?=0.720)

The actual and fitted trends for productivity of paddy in Karnataka using
power function were depicted in Fig.3.
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Figure 1. Actual and estimated trends in area under paddy in Karnataka
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4000
3500
223000 —~A
Bl — 7
&n
'g 4 1500 = Actual
8.8
A ~= 1000 ——Power
500
0

«l ql \l ’5/ 5’ « q \I '\) ’ (\l ql \ p’l 6’
S R M I S R ) S P,
FF P IIP PP FE S S
Year

I I I A T R I I SR I I S

Figure 3. Actual and estimated trends in productivity of paddy in Karnataka
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4.1.1.2 Trends in area, production and productivity of paddy in Kerala

Area under paddy in Kerala showed a declining trend pattern during the
study period 1987-88 to 2016-17. All the estimated models had high adjusted R?
ranges from 80.5 per cent to 98.6 per cent. Cubic model had highest adjusted R?
of 98.6 per cent with significant estimated coefficients and a minimum adjusted
R? of 36.8 per cent was observed in inverse model. Moreover residuals of the
cubic model were independent and normally distributed based on Shapiro-Wilk
test and Runs test. Because of maximum adjusted R® of 98.6 per cent and
minimum RMSE value 0.04, cubic model was the best model among the eight
linear and non-linear models. At the same time semi-log, quadratic, compound
and exponential models also having high adjusted R? values. According to
Shapiro-Wilk test and Runs test the residuals of cubic model were normal and
random. Fig.4 represents the actual and fitted trends for area under paddy in

Kerala using cubic function. So the best estimated cubic model was

Y= 6.441-0.021£-0.002+4.96x10°F (Adj. R>=0.986)

The estimated equations along with adjusted R?, Shapiro-Wilk test, Runs
test and RMSE of production of paddy in Kerala are presented in Table.5. All the
models except inverse model had high adjusted R* ranging from 76.4 per cent to
93.1 per cent. Table.5 indicates that cubic model had highest adjusted R? of 93.1
per cent with non-significant coefficients. Quadratic model had next highest
adjusted R? of 92.3 per cent with significant estimated regression coefficients and
it satisfying all the criteria for the best model. So, quadratic model was the best
fitted model among eight linear and non-linear models. Fig.5 represents the actual
and fitted values for production of paddy in Kerala using quadratic function. The
fitted quadratic model was

Y= 7.102-0.041+3.2x10%F (Adj. R*=0.923)

Productivity of paddy in Kerala showed an increasing trend during the

study period which may be on account of introduction of high yielding varieties of
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paddy for cultivation. It is evident from Table.6 that among eight linear and non-
linear models highest adjusted R? of 91.8 per cent was found in semi-log,
compound and exponential models but residuals of none of these models were not
normal. Therefore quadratic model was the best fitted model because it had
adjusted R? value of 91.5 per cent with minimum RMSE value of 0.14. According
to Shapiro-Wilk test and Runs test the residuals of quadratic model were normal
and random. Fig.6 represents the actual and fitted values for productivity of paddy
in Kerala using quadratic function. The estimated quadratic model was

Y=7.519+0.002+4.1x10°F (Adj. R*=0.915)



JUBOIUTIS-UOU SAJIIPUI SN ‘[PAS] % 12 JUBOHIUTIS , ‘[PAS] 04 1 JudlIUTIS ,, JOLd prepuess sayeotpul () ‘sanfea-d sayeorpui [ |

" - T . 0 —
<00 :ao. ol [Ls9 o_. c76'D (,01x1 .3 (0 e 2 9= 4
LILT | VL6 #x800~ | x¥TS9 [enusuodxyg
[000°0] 0 : : o —
910 : ::o__ 6EL'D :ooo.v (zz1 e 30°9=4
wxCPOV | o EV6 wxVL0 | xx1V6'9 mog
] . T . 170, —
<00 [¥60 e (LS9 o_. €760 (011 E (zzo o,v 2,99= X
sNLILT | g VL6 *% 00 xx¥7CS9 punoduo))
[¥9€°0] . 01%8T ; : .
400 " lozy o_. 1160 (0182 .3 (100 e (110 e (6£0 e 3+ I+ g +()'g+ g =(u]
oNL8TT | o S96 *01x6'Y %200 *120- | «xI¥¥9 gy
[+60°0] 0] xE€T" : z g4 00 —
— " [¥eL o_. 16D (,01x€T .Q- (500 o.v. (1£0°0) 2+ J9+(1)'q +2QE A%M
NOL8T | G (LL6 sns-OT%L'8 #%050 : neap
*%CCS 9
]
000 . . . 2+—+%=( )
L€ [ 8 [$90 & . (80€ e (10 8 tgt (g
#TVOP | S€6 #xC0E T | xx619°G as1aAU]
org | 100001 | lsgzol [ . (LE0'0) | (860°0) 3+(7)ur 'g+ g = (Hu|
#xCVOV | 656 #x0€P" | %x€98°9 druyyLiedo] dqno(
100" e » 2 1 05 —
o | 00 e yssol | oo (1000) | (0z0°0) 2+(1)'q+ °g= qu
#x0L8T | (TL6O #xSP0" | xxS6¥°9 3op-1wds /1eaury-3or]
153} 1591 Im b | ¢ z I 0
aswy | suny | -ondeys | fpy 1 a d 1 SPPOIN

J1J JO SSAUPOOX)

SIUIIDNJJI0D UOISSIIZIY

L10T-L861 10§ e[e1d] ul Apped Jopun BaIe 10J S[OPOUI JBIUI[-UOU PUR JBUI[ P ' I[QRL

Ay

6&'



1RO JIUBIS-UOU SABIIPUI SN ‘[9AI] %G 1B JUBDYIUTIS , ‘[9AS] 04 I8 WUBIYIUTIS 4, 101D pIepue)s sajeorpul () ‘sonfea-d sajeorpui [ ]

(1,80l . £y . 9=
— . [e6L o_. €260 (t-azs .s (zgo e 92 9=4
w2910 o 6L6 #%S00™ | xx090°L [enuduodxy
910 ; ; . 0, —
- [ S.o_ (881 o_ c08'0 (+00 e (980 e 2,0°9=1
*C0V T i $56 #xP0- | +48T€°L 1IMoq
; ; . s ; 1709 —
200 [1.8 e [e6L o_. — (s-36T U (€0 e 2,9°9=%
o C91°0" oN OL6 #%560" | %xx090°L punodwo)
log6°0l : xC9° _ : :
070 A [sLo o_. 9360 (..01x59 N.v (100 o.v (L1o o.v (190 o.v 5+ g+ Fa+()'g+ g =(oul
w8800 | o LE6 oy 0S| 6 T00™= | ¢ 600~ | xxb10°L iy
100 [€s870] [ectol _— dz1o) | ooo) | (9v00) g+ 19+(1)'q+ 9= (Du
9810 | 996 *V-HOTE | #x0P0- | #xT01°L neIpen()
_ ]
— [000°0] liszol | cc (1zz0) | (150°0) Itgt %q = (Qu
*xSVO b on 056 xx068 *»xV9¥ 9 asIaAU]
o [910°0] 2920l | 1ze0 (620'0) | (£L00) 3+(7)ur '+ °g= (uy
«20V T o LS6 #x06T | xx86T'L duwyriesof dqno(q
25 [ese o] srs0l | oo (200'0) | (0£0°0) 2+(1)'g+ g = fuy
o 62670 o 186° #+x0€0™ | x6V0'L 3o[-1wids /redur -307]
1S9 YIm A
189) sun : £ [4 I 0
ASINYH A | ondeys | fpy 4 4 1 d SPPOIN

11} JO SSAUPOOX)

SIUIIDIJJI0D UOISSAIZIY

L10T-L861 103 e[e1dy] ur Apped jo uononpoid 10j S|opoul JBaUI[-UOU pue Jeul| paNI] ‘G d[qe L

nc

gl
.



JueOIJTIUTIS-UOU SIBIIPUT SN ‘[9AD] 9,6 8 JUBDIJIUSIS , ‘[9Ad] 94 I8 JUBdYIUTIS ,, “JOLID pIepue)s sajeolpul () ‘sanjea-d sajesipul [ ]

7

o [¥ssol 10T | 4160 (O1x1't) | (+100) 9?2 d= 4
o 650 | 466€ #+200°0 | +x69Y'L [enuauodxy
— - . ” 0,
- [zz0 .o_ [000 _. 681 (500 9. (060 o.v 3,%9=4
«L8TT | #xT¥S wxL10° | %xTSEL Jmog
- [vssol 10T | 160 (OTx1'Y) | (F10°0) 2'9°q= %
o650 | x66€ #+00'T | +x69b'L punoduo)
[vssol . x€’ : i :
10 . [z10 _ 2160 (01x€ m.v (100°0) | (600 8. (reo o.v o+ g+ Fg+()'a+ % = (our
- [1zrol (890] 160 (,.01x96'€) | (#000) | (+200) 2+ 9 +(1)'q+ °q = (ug
N CSST- | o ISP o OTXSH | 4xZ00° | #x61S°L eapen
7
-~ looo'ol | foztol | 4. (Toro) | *zo0) 3ty %G = (|
wx POV | o LPL ¥99V= | ¥+T9L'L ——
e1'g [zzool 9001 | ¢/ ¥100) | (L£00) 2+(1)ur'g+ g = (Dur
*L8TT- xxPVS PV | xxIVPEL dJruyjLredog diqnoq
pro | WSSOl dotol | oo (1000) | (510°0) 2+()'q+ °g= 4uy
o C6S07 | 486€ wxS107 | #xL9¥'L 3o1-1wos /redury-30]
190 [saym |y g z I 0
ASIWY | suny | -ondeyg fpv § ! 1 b SPPOIA
}1J JO SSAUP0O0D) SIUIIDIJJI0D UOISSAIZIY

L10Z-L861 10} e[e1dy] ul Apped jo Ajianonpouid 10J S]opour Jeaul|-uou pue 1eaul] pani ‘9 d[qe,

TC




Area

0 ha)
(VSN NP WY
SE88
>

(@]

e

8,

S D > P> P
Y. ® ®9 q\B q,,)i-" q‘ﬁ q,\?’qqq, QQ\'Q@“"Q@WQ @,\
FFPIIE I
Year

Figure 4. Actual and estimated trends in area under paddy in Kerala
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Figure 5. Actual and estimated trends in production of paddy in Kerala
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Figure 6. Actual and estimated trends in productivity of paddy in Kerala




52

4.1.1.3 Trends in area, production and productivity of paddy in Tamil Nadu

Area under paddy in Tamil Nadu showed a declining trend pattern
during the study period 1987-88 to 2016-17. All the fitted models for area under
paddy in Tamil Nadu are presented in Table.7. Among eight fitted linear and
nonlinear models cubic model has highest adjusted R* but estimated regression
coefficients are non-significant and residuals are not normally distributed.
Quadratic model has next highest adjusted R* of 33.2 per cent of total variation
and it has minimum RMSE values of 0.10. According to Shapiro-Wilk test and
Runs test the residuals of quadratic model were normal and random. Fig.7
represents the actual and fitted values for area under paddy in Tamil Nadu using

quadratic function. The estimated quadratic model was
Y,=7.574+0.016¢-7.3x10"F  (Adj. R?=0.332)

Production of paddy in Tamil Nadu showed a decreasing trend pattern
during the study period. All the fitted models for production of paddy in Tamil
Nadu are presented in Table.8. Among eight models, compound model showed
highest adjusted R* and it explains only 8 per cent of total variation with RMSE of
0.25. All eight models had very low adjusted R? and it may lead more errors
during prediction. According to Runs test and Shapiro-Wilk test the residuals of
compound model were random and normal. The actual and fitted values for
production of paddy in Tamil Nadu using compound model have been shown in
Fig.8. The estimated compound model was

Y~8.808(0.990)" (Adj. R?=0.080)

Productivity of paddy in Tamil Nadu showed a positive trend
during the study period. The result obtained from eight fitted linear and nonlinear
trend models of productivity in Tamil Nadu is shown in Table.9. The value of
adjusted R? of the estimated models ranges from 29.5 per cent for inverse model
to 62.5 per cent for cubic model. Further cubic model had least RMSE (0.17).

According to Shapiro-Wilk test and Runs test the residuals of cubic model were
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normal and random. Thus the best model selected was cubic and trend values are

presented in Fig.9. The estimated cubic model was
Y~ 8.032-0.009¢-0.001-2.367x10° £ (Adj. R*=0.625)

Similar results were found by Ramesh et al., (2016), who reported that
models were rejected when the residuals are not normally or independently
distributed in a study on statistical modelling of potato in West Bengal. In another
study (Gundu, 2013), the fitted models for rice production in Rayalaseema region
of Andhra Pradesh explained very small variation.
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Figure 7. Actual and estimated trends in area under paddy in Tamil Nadu
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4.1.2 Coconut

Different growth models were fitted to study the trends in area (in ‘000
ha), production (in million nuts) and productivity (in nuts ha™') of coconut in
South Indian states viz., Karnataka, Kerala and Tamil Nadu. The results are given

below:

4.1.2.1 Trends in area, production and productivity of coconut in Karnataka

Area under coconut in Karnataka showed an increasing trend during the
study period. All the fitted models for area under coconut in Karnataka are
presented in Table.10 along with adjusted R?, Shapiro-Wilk test, Runs test and
RMSE. Adjusted R? values for the entire models ranges from 39.9 per cent for
inverse model to 98.1 per cent for quadratic model with RMSE value of 0.04.
According to Shapiro-Wilk test and Runs test the residuals of quadratic model
were normal and random. There are other additional models like log-linear,
cubic, compound and exponential which had high adjusted R? value. The actual
and fitted value of area under coconut in Karnataka using quadratic function was

presented in Fig.10. The estimated quadratic model was
Y~ 5.302+.0381-1.63x10"F (Adj. R*=0.981)

Production of coconut in Karnataka showed an increasing trend during the
study period. All the fitted models for area under coconut in Karnataka are
presented in Table.11 along with adjusted R?, Shapiro-Wilk test, Runs test and
RMSE. Adjusted R” values for the entire models ranges from 14.6 per cent for
inverse model to 87.6 per cent for cubic model. Cubic model has the highest
adjusted R? value of 87.6 per cent but none of the regression coefficients are
significant. Quadratic model was the best fitted model among eight linear and
non-linear models because quadratic model has maximum adjusted R? value of
84.3 per cent with comparatively least RMSE value of 0.21 and significant
estimated regression coefficients. According to Shapiro-Wilk test and Runs test

the residuals of quadratic model were normal and random. The actual and fitted
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value of production of coconut in Karnataka using quadratic function was

presented in Fig.11.The estimated quadratic model was
Y~7.253-0.0461-0.0037  (Adj. R’=0.843)

Productivity of coconut in Karnataka showed an increasing trend during
the study period. All the fitted models for productivity of coconut in Karnataka
are presented in Table.12. Adjusted R? values for the entire models ranges from 7
per cent for inverse model to 72.7 per cent for cubic model. The estimated
regression coefficients are not significant for cubic model. Quadratic model
explains 64.3 per cent of total variation with comparatively least RMSE value of
0.21. According to Shapiro-Wilk test and Runs test the residuals of quadratic
model were normal and random. The actual and fitted value of production of
coconut in Karnataka using quadratic function was presented in Fig.12.The

estimated quadratic model was

Y,=8.863-0.0851+0.0037  (Adj. R’=0.643)

&
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Figure 10. Actual and estimated trends in area under coconut in Karnataka
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4.1.2.2 Trends in area, production and productivity of coconut in Kerala

Area under coconut in Kerala showed a declining trend pattern
during the study period. All the fitted models for area under coconut in Kerala are
presented in table.13. Adjusted R? values for the all the models ranges from 0.2
per cent for power model to 76.5 per cent for cubic model with minimum RMSE
of 0.05 and estimated regression coefficients were significant. According to
Shapiro-Wilk test and Runs test the residuals of cubic model were found to be
normal and random. The best model selected was cubic model and its trend values

are presented in Fig.13. The estimated cubic model was
Y= 6.561+.0661-.0047+6.855x10° £ (Adj. R*=0.765)

Production of coconut in Kerala showed an increasing pattern during the
study period. All the fitted models for production of coconut in Kerala are
presented in Table.14. Adjusted R* values for the entire models ranges from 52.8
per cent for compound/exponential model to 75.6 per cent for cubic model with
minimum RMSE of 0.08 and the estimated regression coefficients of cubic model
were significant. According to Shapiro-Wilk test and Runs test the residuals of
cubic model were normal and random. The best model selected was cubic model

and its trend values are presented in Fig.14. The estimated cubic model was
Y~ 8.058+0.1101-.006£+1.18x107F (Adj. R*=0.756)

Productivity of coconut in Kerala showed a positive trend pattern during
the study period. All the fitted models for productivity of coconut in Kerala are
presented in Table.15. Adjusted R? values for the all the models range from 41.7
per cent for inverse model to 89.1 per cent for cubic model with minimum RMSE
of 0.06 and estimated regression coefficients of cubic model were significant.
According to Shapiro-Wilk test and Runs test the residuals of cubic model were
normal and random. The best model selected was cubic model and its trend values

are presented in Fig.15. The estimated cubic model was

Y= 8.404+0.044-.0027+5.043x10° £ (Adj. R*=0.891)

o
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Figure 14. Actual and estimated trends in production of coconut in Kerala
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4.1.2.3 Trends in area, production and productivity of coconut in Tamil Nadu

Area under coconut in Tamil Nadu shows positive growth pattern during
the study period. All the fitted models for area under coconut in Tamil Nadu are
presented in table.16. Adjusted R” values for the entire models ranges from 45.1
per cent for inverse model to 89.9 per cent for quadratic model with minimum
RMSE of 0.08 and estimated regression coefficients were significant. According
to Shapiro-Wilk test and Runs test the residuals of cubic model were found to be
normal and random. The best model selected was quadratic model and its trend

values are presented in Fig.16. The estimated quadratic model was
Y,=5.224+0.047t-5.29x10°F  (Adj. R’=0.899)

Production of coconut in Tamil Nadu showed a positive growth pattern
during the study period. All the fitted models for production of coconut in Tamil
Nadu are presented in Table.17. Adjusted R* values for the entire models ranges
from 44.5 per cent for inverse model to 79.4 per cent for cubic model with
minimum RMSE of 0.18 and significant estimated regression coefficients.
According to Shapiro-Wilk test and Runs test the residuals of cubic model were
normal and random. The best model selected was cubic model and its trend values

are presented in Fig.17. The estimated cubic model was
Y= 7.495+0.085¢-.004r+8.07x10°F (Adj. R*=0.794)

Productivity of coconut in Tamil Nadu showed a positive growth pattern
during the study period. All the fitted models for productivity of coconut in Tamil
Nadu are presented in table.18. Adjusted R? values for the entire models ranges
from 14.8 per cent for inverse model to 24.8 per cent for quadratic model with
minimum RMSE of 0.18 and all the estimated regression coefficients of quadratic
were significant. According to Shapiro-Wilk test and Runs test the residuals of
cubic model were normal and random. The best model selected was quadratic

model and its trend values are presented in Fig.18. The estimated equation was

¥~9.310-0.009¢-0.0017  (Adj. R?=0.248)

&f
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Figure 16. Actual and estimated trends in area under coconut in Tamil Nadu
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4.2. GROWTH RATES IN AREA, PRODUCTION AND PRODUCTIVITY OF
PADDY AND COCONUT CROP IN SOUTH INDIA

In this section, the compound growth rates of area, production and
productivity of paddy and coconut crop in South India (Karnataka, Kerala and

Tamil Nadu) were presented with relevant discussions.
4.2.1 Compound Annual Growth Rate of Paddy

In order to analyse the growth in area, production and productivity of
paddy in Karnataka, Kerala, Tamil Nadu and India compound annual growth rates
were estimated during the period of 1987 to 2017 (30 years). The growth rates of
paddy were also estimated based on season wise (Kharif and Rabi) for area,

production and productivity. The results are presented below with discussions.
4.2.1.1 Karnataka

It is evident from Table 19, the area under paddy in Karnataka was 1051
thousand ha in 1987-88 and it was 1034 thousand ha in 2016-17. The estimated
CAGR (%) of area under paddy in kharif (0.1%), rabi (0.3%) and total area
(0.2%) in Karnataka was positive but not significant. However, the production has
increased from 1909 thousand tonnes in 1987-88 to 2604 thousand tonnes in
2016-17 with a positive and significant growth rate of 1.1 per cent. Similarly
production of paddy in kharif showed a significant positive growth rate. The
growth rate in rabi production was positive but not significant. The productivity of
paddy in Karnataka during 1987-88 was 1816 Kg ha and 2519 Kg ha™ in 2016-
17. The estimated CAGR were 1.1 per cent, 0.9 per cent and 1.0 per cent
respectively for kharif, rabi and total productivity in Karnataka. This positive and
significant growth rate in productivity indicates that improvement in adoption of
high yielding varieties, introduction of machineries in paddy cultivation and better
management practices by the farmers. According to Kannan (2011) cost structure
of paddy in Karnataka showed a negative growth with the introduction of new

technologies, machinery and good management practices.
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4.2.1.2 Kerala

From Table.20, area and production of paddy in Kerala exposed a negative
trend and it was found significant at Iper cent level of significance. The area
under paddy during 1987-88 was 604 thousand hectares and 171 thousand
hectares during 2016-17 periods. The estimated CAGR (%) were -5.1 per cent, -
1.9 per cent and -4.5 per cent respectively for kharif, rabi and total area under
paddy in Kerala. The production of paddy during 1987-88 was 1039 thousand
tonnes and 437 thousand tonnes during 2016-17 periods. Similarly, the production
of paddy in Kerala has also showing the negative and significant CAGR (%)
whereas productivity of paddy showing a positive and significant CAGR (%).
Productivity of paddy in Kerala was increased over the period of time may be due
to the introduction of high yielding variety (HYV) and improved cultivation
practices. The estimated CAGR were 1.8 per cent. 1.1 per cent and 1.5 per cent
respectively for kharif, rabi and total productivity of paddy in Kerala.

In Kerala, area and production under paddy was decreased over the period
1987 to 2017 period due to shortage in agricultural labour, expense involved in
purchasing of agricultural inputs (fertilizers, seeds, etc.,), low level of profitability
as compared to plantation crops (Rubber and Coconut), competition from other
crops (rubber, coconut, banana) and agricultural land become a speculative asset.
Similar kind of results was given by Kannan (2011), Krishnadas (2009) and
Thomas (2011). According (NSSO, 2006) data from the National Sample Survey,
35.5 per cent of Kerala workers were engaged with agriculture, fisheries and

forestry while the Indian average was 56.5 per cent during 2004-05.
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4.2.1.3 Tamil Nadu

From Table.21 area and production of paddy in Tamil Nadu showing the
negative trend but productivity showing positive trend during 1987-17. The area
under paddy during 1987-88 was 2012 thousand hectares and 1443 thousand
hectares during 2016-17 periods. Area and production during rabi season over the
period showing a negative CAGR (%) of -3.4 per cent and -2.7 per cent
respectively which was significant at 1 per cent level of significance. Total area
under paddy in Tamil Nadu showed a negative and significant CAGR (%) of -0.7
per cent at 5 per cent level of significance. In kharif season, area and production
showing a negative and non-significant growth rate during the study period.
Northeast monsoon was worst in Tamil Nadu, where rainfall for the season was
62 per cent short of normal rainfall during 2016-17. Due to shortage of rainfall

area under rice was dropped to 33 per cent in 2016-17.

From Fig. 19, 20 and 21, area and production of paddy in Karnataka have
shown an increasing growth rate in kharif, rabi seasons as well as overall whereas,
Kerala and Tamil Nadu have shown a negative growth in area production during
the study period (1987-2017). In case of productivity, all the three states showed a
positive compound annual growth rate during the study period. Among all three
states growth in productivity of paddy was more in Kerala in both season as

compared to Karnataka and Tamil Nadu.
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Figure 19. CAGR of Area, Production and Productivity of paddy in Karnataka,
Kerala and Tamil Nadu (1987-2017)
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Figure 20. CAGR of area, production and productivity of paddy during kharif
season in Karnataka, Kerala and Tamil Nadu (1987-2017)
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Figure 21. CAGR of area, production and productivity of paddy during rabi
season in Karnataka, Kerala and Tamil Nadu (1987-2017)
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4.2.2 Compound Annual Growth Rate of Coconut

In order to compare the changes in area, production and productivity of
coconut in Karnataka, Kerala and Tamil Nadu during the period 1987-88 to 2016-

17 compound annual growth rates were estimated and presented below with

discussions.

4.2.2.1 Karnataka

thousand hectares and 171 thousand hectares during 2016-17. Area under coconut
in Karnataka has shown a positive and significant CAGR (%) of 3.3 per cent at 1

From Table.22 area under coconut during 1987-88 was 213

per cent level of significance during the study period 1987-2017.

Table 22. Area, production and productivity of coconut in Karnataka along with

CAGR(%) (1987-2017)

Area Production Productivity

Year (in'000 ha) | (in million nuts) (in nuts ha)
1987-88 213 1097 5145
1990-91 232 1199 5160
1995-96 279 1451 5204
2000-01 334 1754 5255
2005-06 385 1210 3139
2010-11 419 2340 5584
2015-16 526 5129 9744
2016-17 514 6773 13181
CAGR (%) 3,39¢ 5.4%* 2.2%

*- significance at 5%

**_ significance at 1%
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Similarly, the production (5.4%) and productivity (2.2%) of coconut also showed
a positive growth rate. According to Acharya et al., (2012) growth rate of coconut
area and production (1.95 per cent per year) in Karnataka was increased positively

during 1982-2008.
4.2.2.2 Kerala

From Table.23 the area under of coconut in Kerala during 1987-88 was
213 thousand hectares and 171 thousand hectares during 2016-17 periods. The
production and productivity of coconut in Kerala showing positive and significant
CAGR(%) of 1.4 per cent and 2.0 per cent at 1 per cent level of significance
during the study period of 1987-2017. However, area under coconut in Kerala has
shown a negative and significant growth rate of -0.6 per cent during the study

period.

Table 23. Area, production and productivity of coconut in Kerala along with
CAGR(%) (1987-2017)

Area Production Productivity

R (in '000 ha) (in million nuts) (in nuts ha™)
1987-88 775 3346 4315
1990-91 870 4231 4863
1995-96 982 5908 6016
2000-01 925.8 5536 5980
2005-06 897.8 6326 7046
2010-11 788 6239.5 7918
2015-16 770.62 7429.39 9641
2016-17 770.79 7448.65 9664
CAGR (%) -0.6* 1.4%* 2.0

*- significance at 5% **_ significance at 1%
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According to Preethi ef al. (2018) growth rate in area under coconut was
decreased during 1996-2015 in Kerala. Similarly, Thamban et al. (2016) who
reported that lower growth in area during the period from 2000-01 to 2013-14,
with a compound growth rate of -0.96 per cent and revealed that productivity

effect had greater role in coconut production compared to area in Kerala.
4.2.2.3 Tamil Nadu

From Table.24 area, production and productivity of coconut in Tamil
Nadu showing a positive trend during 1987-2017. The production of coconut in
Tamil Nadu during 1987-88 was 1578 million nuts and 6571 million nuts during
2016-17 periods. The area, production and productivity of coconut in Tamil Nadu
showing a positive and significant CAGR (%) of 3.0 per cent, 4.3 per cent and 1.2
per cent at 1 per cent level of significance respectively during the study period of

1987-2017.

Table 24. Area, production and productivity of coconut in Tamil Nadu along with
CAGR(%) (1987-2017)

Area Production Productivity

Year (in '000 ha) (in million nuts) (in nuts ha'l)
1987-88 190 1578 8329
1990-91 180 2499 13921
1995-96 323 3258 10101
2000-01 324 3192 9867
2005-06 371 4867 13133
2010-11 390 5771 14796
2015-16 460 6171 13423
2016-17 461 6571 14251

CAGR (%) 3.0%* 4.3%* 1.2*
*.- significance at 5% **_ significance at 1%
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From Fig.22, it is evident that CAGR in area, production and productivity
of coconut was positive in Karnataka and Tamil Nadu. Kerala showed a positive
growth rate in production and productivity but area under coconut showed a
negative growth rate during 1987-2017. During the study period area, production
and productivity of coconut in Karnataka has increased more as compared to

Kerala and Tamil Nadu.

4.3 PRICE MOVEMENT IN DIFFERENT MARKETS OF SOUTH INDIA

4.3.1 Price movement of paddy in Raichur and Thanjavur markets

Monthly wholesale prices of paddy markets in Raichur and Thanjavur
for the period of January, 1993 to December, 2018 are presented in Table 25. A
perusal of Table 29 reveals that average price during 1993 was varied from
Rs.312 per quintal in Thanjavur to Rs. 353 per quintal in Raichur market. In 2018
average price varied from Rs.1570 Rs per quintal in Raichur market to Rs. 1798
per quintal in Thanjavur market. The average prices were found to be Rs.877 (Rs
q’") in Raichur and Rs.828 (Rs q”') in Thanjavur. The standard deviation in price
was found to be maximum (453.39) in Thanjavur market and minimum (417.87)

in Raichur market from January, 1993 to December, 2018.

Table 25. Summary statistics of monthly wholesale price of paddy in Raichur and

Thanjavur
Average wholesale price
MARKET (Rs per q) Standard CV (%)
In 1993 | In 2018 | Mean Deviation
THANJAVUR 312 1798 828 453.39 55
RAICHUR 353 1570 877 417.87 48
4.3.1.1 ADF test

The Augmented Dickey fuller test was done to check whether the price

series of paddy in two markets were stationary or not. For testing stationarity of
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price series, the null hypothesis (Hp) of unit root against alternative hypothesis
(H,) of stationarity was framed. From Table.26, null hypothesis of non-
stationarity was not rejected based on unit root test conducted for original price. It
reveals that series were non stationary or presence of unit root in price of Raichur
and Thanjavur markets. The null hypothesis of ADF test for all the price series
after taking first difference was rejected at 5 per cent level of significance
indicating that price series were free from impact of unit root. The result of ADF
test for paddy revealed that original price were non stationary but their first
difference were stationary which concluded that the price series were integrated of
order 1 i.e., I(1). This is appropriate to proceed with co-movement of market price

using Johansen’s co-integration test.

According to Myint (2010) and Ojo et al., (2013) price of rice in different

markets are not stationary at level but market price are stationary at order 1 ie. |

2

Table 26. Unit root test for monthly wholesale price of paddy markets

At Level/First | T-cal Probability | Remark
Market Difference

Thanjavur (Yt) -0.08 0.9643 Non-
THANJAVUR stationary

Thanjavur (Ayt) -9.10*%* | 2.33e-16 Stationary

RAICHUR (Y1) -1.17 0.6909 Non-
RAICHUR stationary

RAICHUR (AYt) -13.01** | 5.57e-29 Stationary

** indicates significance of values at p = 0.05

4.3.1.2 Johansen co-integration test

In Johansen’ co-integration test, finding the optimal lag length is very
essential to check out the Gaussian distribution error terms. The optimal lag
length of two (lag 2) was chosen using Akaike Information Criteria (AIC). The

result of Johansen’s co-integration relationship between selected paddy markets in
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Karnataka and Tamil Nadu are presented in Table 27. Johansen co-integration test
provides two test statistic values: one based on trace and second one based on
eigen values. The estimated trace test statistic value of 45.25 was greater than the
critical value of 15.41 at 5 per cent level of significance. Similarly, the observed
maximum eigen value test statistic (44.48) was also greater than estimated value
(15.44) indicating that the null hypothesis (r=0) was rejected. This implies that
there will be at least one co-integrating regression between the price in two
markets viz., Thanjavur and Raichur market. It is evident from Table.27, both
trace statistic and maximum eigen-value test statistic, the null hypothesis Hy: r =1
is accepted. Therefore, the results of Johansen’s test suggested that there exist one
cointegrating relationship between price in these two markets. This indicated that
wholesale market price had long run equilibrium or co-movement in price among

Raichur and Thanjavur markets during the study period.

Similar results were reported by Kumar and Sharma (2003) regarding
price movement of rice in different markets in Haryana and Hossain and Verbeke

(2010) on market integration of rice in Bangladesh using Johansen’s method.

Table.27: Johansen co-integration test results for paddy markets

Hp H, Statistics | Critical value Probability

Trace Statistics

=0 r>1 45.25%* 15.41 0.0159

r<l r=2 0.77 3.76 0.9008

Maximum Eigen-value test

=0 r>l 44.48 ** 15.44 0.0088

r<li r=2 0.77 3.76 0.9000

** indicates significance of values at p = 0.05
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4.3.1.3 Granger Causality test

Granger causality test was used to identify the direction of causation in

price between the paddy markets. The result of pairwise Granger causality test

statistic was given in Table.28. It revealed that there was a bidirectional influence

on paddy price in Raichur and Thanjavur markets (Fig.28). So both market price

are interdependent in the sense of price change in one market will affect the other

market price. Similar type of results was obtained from Hossain and Verbeke

(2010) while studying causality of rice markets in Bangladesh.

Table.28 Pairwise granger causality tests for paddy markets

Null hypothesis %x2 Prob. | Granger | Direction
statistics cause
Raichur does not Granger cause 8.99* | 0.011 Yes
Thanjavur
Bidirectional
Thanjavur does not Granger cause | 32.54** | 0.000 Yes

Raichur

** > 1 % level of significance * = 5 % level of significance

N
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4.3.2 Price movement in coconut markets

To analyse the price movement of coconut in Kerala, Karnataka and Tamil
Nadu the price of copra from Kochi market in Kerala, Tumkur market in
Karnataka and Kangayam market in Tamil Nadu were used. Summary statistic
regarding price in three markets are given in Table.29 and trends in price among
the three markets were presented in Fig.25. A perusal of Table.29 reveals that the
average price in 2000 varied from Rs. 2,324 per quintal in Kochi market to Rs.
2552 per quintal in Tumkur market, while average price in 2018 varied from
Rs.10926 per quintal in Kangayam market to Rs.15750 per quintal in Tumkur
market. The average price over the time was found to be Rs.4971 per quintal in
Kangayam, Rs. 5220 per quintal in Kochi, Rs.7737 per quintal in Tumkur. The
standard deviation in price was found to be maximum in the Tumkur wholesale
market (4953) and minimum in Kangayam wholesale market (2622.4) from

January, 2000 to December, 2018.

Table. 29. Summary statistics of monthly wholesale price of copra markets

Average wholesale price
Market (Rs per q) Standard CV (%)
In 2000 | In 2018 | Mean Deviation
KOCHI 2324 11810 | 5220 2868 55
KANGAYAM 2608 10926 | 4971 2622 53
TUMKUR 2552 15750 | 7737 4953 62
4.3.2.1 ADF test

The Augmented Dickey fuller test was done to check whether the price of
copra in three markets were stationary or not. For testing stationarity of price
series, the null hypothesis of non-stationarity against alternative hypothesis of
stationarity was framed. From Table.30, null hypothesis of non-stationarity was
not rejected for the unit root test conducted at level series of price. It reveals that

the price series were non stationary or presence of unit root for price in all the
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markets. The null hypothesis of ADF test for all the price series after taking first
difference was rejected at 5 per cent level of significance indicating that price
series were free from the effect of unit root. The result of ADF test for copra
revealed that price data in level were non stationary but their first difference were
stationary which concluded that the price series were integrated of order 1 ie.,
I(1). This is appropriate to proceed with co-movement of market price using

Johansen’s co-integration test.

Similar result was obtained from Patil ef al., (2013) when studying about
the market integration of arecanut. Reddy (2011) reported that, whole sale price of
ground nut in India was stationary after differencing once and integrated of order

lorI(l).

Table 30. Unit root test for monthly wholesale price of copra in Kochi, Kangayam
and Tumkur markets

At level

Market ADF p-value
Kochi -1.58 0.49
Kangayam -1.07 0.73
Tumkur -1.73 0.42

After first difference

Market ADF p-value
Kochi -6.82%* 0.00
Kangayam -10.74** 0.00
Tumkur -5.75%* 0.00

** indicates significance of values at p = 0.05
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4.3.2.2 Johansen co-integration test

In Johansen’ co-integration test, identifying the optimal lag length is very
essential to find out the Gaussian error terms. The optimal lag length of two (lag
2) was chosen using Akaike Information Criteria (AIC). The result of Johansen’s
co-integration relationship between selected copra markets in South India were
presented in Table 31. Johansen co-integration test provides two test statistic
values: one based on trace and second one based on eigen values. The observed
trace value of 69.45 was greater that critical value of 29.68 at 5 per cent level of
significance. Hence, we obtained at least one co-integrating equation. However,
the null hypothesis r < 1 was accepted at 5 per cent level of significance
identifying that there was at least one co-integration relationship between these
three markets. Similarly in maximum eigen value test statistic, 57.42 was greater
than critical value of 20.97. Hence, we obtained at least one co-integrating
equations. This indicated that the wholesale market price had a long run

equilibrium or co-movement among Kochi, Kangayam and Tumkur markets

during the study period.

Table.31: Johansen co-integration test results for copra markets

Ho H, Statistic Critical Value Prob.
Trace
r=0 r=1 69.45%* 29.68 0.00
r<i r=2 12.03 15.41 0.16
r<2 r=3 0.58 3.76 0.45

Maximum Eigen-value

r=0 r>1 57.42%* 20.97 0.00
r<li r=2 11.45 14.07 0.13
r<2 r=3 0.58 3.76 0.45

** indicates significance of values at p = 0.05
Similar results were reported by Wani et al., (2015) in the study of market

integration of apple in India and Patil et al., (2013) while studying the market
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integration of different types of arecanut (White chali and Red boiled type) in

Karnataka.
4.3.2.3 Granger causality test

Granger causality test was used to know the direction of price movement
between the markets. The results of pairwise Granger causality explained in
Table.32 revealed that there was a bidirectional influence of copra prices of Kochi
and Kangayam markets. While, there was a unidirectional influence of price in

Kochi and Tumkur markets and it was from Kochi to Tumkur markets (Fig.32).

Similar results were obtained from Makhare and Tarpara (2015) in a study
on co-integration of cotton markets in Gujarat and Singh et al, (2018) while
studying the co-integration and causality of pigeon pea markets in Uttar Pradesh
and Madhya Pradesh.

Table.32 Pairwise Granger causality tests for copra markets

Null hypothesis %2 Prob. | Granger Direction

statistic cause

Kangayam does not Granger | 15.10%* | 0.001 | Yes
cause Kochi Bidirectional
Kochi does not Granger cause | 82.37** | 0.000 | Yes

Kangayam

Tumkur does not Granger | 2.32 0.314 | No
cause Kochi Unidirectional

Kochi does not Granger cause | 9.45** 0.009 | Yes
Tumkur

Tumkur does not Granger 4.36 0.113 | No
cause Kangayam None

Kangayam does not Granger | 2.50 0.287 | No
cause Tumkur

** indicates significance of values at p = 0.05

//6
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14000

12000

10000

8000

6000

4000

2000

2000

1500

1000

500

-500

-1000

-1500

-2000

| \N\fﬂw F\WM

Time

2000 2002 2004 2006 2008 2010 2012 2014 2016 2018
Time
Figure 31. Trends in price of copra in Kangayam market
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Figure 32. Trends in change in price of copra in Kangayam market (differenced

series)




18000 T T o ™ T v T
16000 |-
14000
12000 [
10000 [

8000

= AN AV

4

2000 . A
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Time

Figure 33. Trends in price of copra in Tumkur market

3000 [— T T T T T T

2500

2000

1500

1000

500

ALY

-500

-1000

-1500 [

_2000 — L " L " N ) . . .
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Time

Figure 34. Trends in change in price of copra in Tumkur market (differenced
series)



18000 [—

Kochi
Kangayam —— AAAA
16000 [ Tumkur | W

14000 |
12000 |

10000 [

8000 [
6000

| \Aﬂr\m MM%\MJ/J é\ g

2000 [

o L . . . . . . . n .
2000 2002 2004 2006 2008 2010 2012 2014 2016 2018

Time

Figure 35. Trend in price of copra in Kochi, Kangayam and Tumkur markets

KOCHI

Bidirectional

Unidirectional

KANGAYAM

TUMKUR

Figure 36. Granger causality direction between the copra markets



87

4.4 INFLUENCING FACTORS ON PRODUCTION OF PADDY AND
COCONUT

4.4.1 Influencing factors on production of paddy

Production of a crop may be influenced by endogenous and exogenous
factors. The endogenous factors are those which directly influencing the
production of a crop but exogenous factors are outside to the production system
viz., price, change in weather parameter etc. In this section, an attempt has been
made to analyse the influencing of exogenous factors on production of paddy in
Karnataka and Tamil Nadu using time series data on rainfall for the period 1987
to 2015. Annual rainfall data was divided into four sub-periods: representing Q;
(January-March), Q, (April — June), Q; (July-September) and Q4 (October-
December). The summary statistics of quarterly rainfall is presented in Table.33.

The factors influencing on production of paddy was measured by panel
data regression analysis by considering production of paddy in Karnataka and
Tamil Nadu states together. Log value of the quarterly data on climatic variable
such as rainfall for the period from 1987 to 2015 was taken as independent
variable. Log value of production of paddy from 1987 to 2015 was taken as the
dependent variable. Model specified as, production is a function of same year
climatic condition. The present analysis is based on the data from Karnataka and
Tamil Nadu, because there was a similarity in paddy cultivation in terms of

varieties.

Panel data regression provides two models for estimating the parameters
named as fixed effects and random effects model. Hausman t test was used to
identify the appropriate model. If Hausman t test gave probability value of Chi
square which was below 5 per cent indicate that we reject the null hypothesis
suggesting of fixed effects model fits well to explain the influence of climatic
factors on paddy production. A number of models were tried by incorporating

climatic (rainfall) variables and the best model was presented here. The results of

/OQ/
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influencing factors of production on paddy and coconut are presented in Table 34

and 35.

Table 33. Summary statistics of rainfall in Karnataka, Kerala and Tamil Nadu

Rainfall(mm) | Mean Maximum | Minimum | SD CV (%)
Q 21.24 69.50 1.40 17.95 | 84.51
Kerala Q2 360.78 | 762.00 169.70 142.26 | 39.43
Qs 1917.30 | 2688.50 | 1347.20 379.62 | 19.80
Q4 489.30 | 823.30 166.60 138.63 | 28.33
Qi 5.54 18.83 0.003 5.60 101.10
Karnataka Q> 124.94 | 248.10 55.20 53.78 | 42.36
Qs 1420.0 | 1758.80 | 997.63 192.41 | 13.60
Q4 201.05 | 104.7 64.07 67.39 | 33.59
Tamil Qi 24.24 104.7 2.70 27.78 | 114.61
Nadu
Q> 127.26 | 250.0 45.70 50.96 | 40.04
Qs 318.21 | 434.30 94.20 84.64 | 26.60
Qs 433.95 | 782.30 149.30 463.73 | 37.73

To check the multicollinearity of independent variables, VIF test was

conducted and the values are represented in Table 34. VIF value ranges from 1.98
to 3.19 for fixed effect model. Hence, multicollinearity was not a serious problem
among the independent variables included in this model. Test for autocorrelation
was done with the help of Durbin — Watson test. Durbin-Watson value was 2.33
and hence it can be concluded that there is no autocorrelation in the function. R
value was 0.43 for the fixed effect model, indicating that 43 per cent of variation
in the dependent variable was explained by the independent variables included in
the panel regression function. Probability value for F test was 0.0001 indicating

that model was significant.
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From Table 34 it was clear that only Qs (July to September) and Qg
(October to December) rainfall had positive sign for the estimated paddy
production and significant at 5 per cent level of significance. This indicates that
increase in rainfall during this period resulted in increased production of paddy in
Karnataka and Tamil Nadu. Qs and Q4 are the two important paddy growing
season in Karnataka (Qs- Kharif season and Q4- Rabi season) and Tamil Nadu

(Qs- Kuruvai/ Samba season and Q4- Thaladi season).

Table 34. Results of Fixed effects model for 1986-2015

SI. No. Particulars Coefficient | Standard error | p value | VIF
1 Intercept 5.92 0.49 0.000 -
2 Q; Rainfall (Jan-Mar) 0.02 0.02| 0332|198
3 Q. Rainfall (Apr-June) 0.12 0.07 0.111 ] 3.19
4 Qs Rainfall (July-Sept) 0.15% 0.06 | 0.026|1.99
5 Qs Rainfall (Oct-Dec) 0.16* 0.06 | 0.019|1.99
6 Calculated F 18.99
7 R 0.431
8 Prob>F 0.0001
9 No. of observations 60
10 | No. of groups 2
11 Observations per group 30

*  Significant at 5 per cent level Note: The coefficients are obtained with log
values

Similar findings were found by Kiran (2016), reported that kharif rice
production was positively correlated with July, August and September rainfall and
rabi production was influenced by October, November and December rainfall.

December rainfall was positively correlated with production of paddy in rabi.

/3
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Kumar et al. (2004) reported that all India rice production and monsoon rainfall
had a strong positive correlation. This study also reported that production had
significant positive correlation with individual month rainfall from June to

October.
4.4.2 Factors influencing production of coconut

The influencing factors on production of coconut were measured by panel
data regression analysis for Karnataka, Kerala and Tamil Nadu states together.
Log value of the quarterly data on climatic variable such as rainfall for the period
from 1986 to 2015 was taken as independent variables. Log value of production of
coconut from 1987 to 2016 was taken as the dependent variable. Model was
specified as production is a function of previous year climatic condition. Results

are represented in Table 35.

As similar to paddy production, rainfall was categorised into four viz., Q,
(January-March), Q, (April — June), Q3 (July-September) and Qs (October-
December) and they are defined as independent variables. Logarithmic values of

dependent and independent variables are used to estimate the coefficients.

To check the multicollinearity among independent variables, VIF test was
conducted and the values are represented in Table 35. VIF value ranges from 1.16
to 6.94 for fixed effects model. Hence, multicollinearity was not a serious
problem among the independent variables included in this model. Test for
autocorrelation was done with the help of Durbin — Watson test. Durbin-Watson
value was 2.36 and hence it can be concluded that autocorrelation is not a serious
problem. R? value was 0.48 for the fixed effects model, indicating that 48 per cent
of variation in the dependent variable was explained by independent variables
included in the panel regression function. Probability value for F test was 0.0036

indicating that model was significant.

From Table 35, it was clear that only previous year rainfall during January
to March (Q;) and October to December (Q4) rainfall were positive and significant

/¢,
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at 5 per cent level of significance. This indicates that increase in rainfall during

this period resulted in increased production of coconut in Karnataka, Kerala and

Tamil Nadu states.

Table 35. Results of Fixed effects model for 1987-2016

Sl. No. Particulars Coefficient | Standard p value | VIF
error

1 Intercept 5.873 1.261 0.000 -

2 0.107* 0.042 0.013 1.16
Q; Rainfall (Jan-Mar)

3 -0.188 0.206 0364 | 693
Q> Rainfall (Apr-June)

4 0.178 0.182 0331 694
Qs Rainfall (July-Sept)

5 0.328* 0.127 0.012 | 130
Q4 Rainfall (Oct-Dec)

6 Calculated F 5.98

]

7 R 0.483

8 Prob>F 0.0038

9 No. of observations 90

10 No. of groups 3

11 Observations per group 30

*  Significant at 5 per cent level

values

Note: The coefficients are obtained with log

According to Peiris and Peris (1993), rainfall during 1969-1989 had a

positive and significant influence on coconut productivity and Krishnakumar

(2018), coconut productivity in Kerala will increase when heavy rain takes place.

/(,’é\) S
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5. SUMMARY

Rice (Oryza sativa L.) is the second largest cereal produced in the world.
Asia is the biggest rice producer and consumer, accounted for 90 per cent of
world’s production. Rice has shaped the culture, diets and economy of billions of
people. India ranked first in area under rice cultivation in the world. Karnataka,
Kerala and Tamil Nadu states contributed 7 per cent to total area and 8 per cent to
total production in India (GOL2017).

Coconut (Cocos nucifera L.) is the most useful palm tree in the world
because every part of the tree is useful for human life in many purposes.
Therefore, the coconut palm is affectionately called ‘KALPAVRIKSHA’ which
means the tree of paradise. India ranked third in world coconut map next to the
Philippines and Indonesia. India contributes about 17.54 per cent in area and
33.02 per cent in terms of production of coconut to the world. South Indian states
viz., Karnataka, Kerala and Tamil Nadu together accounted for 84 per cent of total

area and 87 per cent of total production in India.

The research entitled “Time series modelling for comparative performance
and influencing factors of production on paddy and coconut in South India” was
conducted with the objective to develop statistical models on trend in area,
production and productivity of paddy and coconut across Kerala, Karnataka and
Tamil Nadu. The present study also focus to develop different statistical models
for analysing the price movement of these crops across the states overtime and to

develop models for analysing the influencing factors of production.

This research work is based on secondary data. The data pertaining to area,
production, and productivity were collected from various publications of
Directorate of Economics and Statistics (Govt. of Karnataka), Department of
Economics and Statistics (Govt. of Tamil Nadu and Kerala) and Coconut
Development Board (GOI) for the period 1987 to 2017. Meteorological data on
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rainfall for three states was collected from Indian Meteorological Department
(GOI). The secondary data on price of paddy (1993-2018) from Thanjavur and
Raichur markets and price of copra (2000-2018) from Kochi, Kangayam and

Tumkur markets were also collected from indiastat.com and agmarknet.

Different linear and nonlinear models were estimated to understand the trends in

area, production and productivity of paddy and coconut. Among the estimated
models, best model was selected based on highest adjusted R? least RMSE,

criteria of randomness and normality.

In paddy, quadratic model was found to be the best fitted model for area
and production in Karnataka, production and productivity in Kerala and
area in Tamil Nadu.

Cubic model was found to be the best model for area in Kerala,
productivity in Tamil Nadu and power model for productivity in
Karnataka and compound model for production in Tamil Nadu.

In case of coconut, quadratic model was found to be the best fitted model
for area, production and productivity in Karnataka and area and
productivity in Tamil Nadu.

Cubic model was found to be the best model for area, production and

productivity of coconut in Kerala and production in Tamil Nadu.

The comparative performance in area, production and productivity of paddy and

coconut in Kerala, Karnataka and Tamil Nadu for the period of 1987-2017 was

done based on the compound annual growth rates.

In Karnataka, CAGR for production of paddy in kharif (1.2 %) and total
production (1.1%) had positive significant growth rate. Productivity of
paddy in kharif (1.1%), rabi (0.9%) and total productivity (1.0%) had
significant and positive growth rate suggests that productivity of paddy

shows an increasing trend during the study period. Area under paddy in
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kharif (0.1%) and rabi (1.4%) had positive growth rate but it was not
significant.

CAGR of area under paddy in Kerala during kharif (-5.1%), rabi (-1.9%)
season was negative and significant and the rate of decline in area was
more in kharif as compared to rabi season. However, the productivity of
paddy in kharif (1.8%) and rabi (1.1%) have shown positive and
significant CAGR. Even if the productivity has shown an increasing trend,
CAGR of production of paddy in kharif (-3.7%) and rabi was negative and
it was significant.

In Tamil Nadu, CAGR of area under paddy in kharif (-0.4%) and rabi (-
3.4%) was negative and decline was more in rabi season. Production of
paddy in rabi (-2.7%) showed a negative and significant growth rate. The
growth rate of productivity of paddy in Kharif (1.3%) was more and
significant as compared to rabi (0.7%) season.

Area and production of paddy in Karnataka have shown an increasing
growth rate in kharif and rabi season as well as overall. Whereas, Kerala
and Tamil Nadu have shown a negative growth rate during the study
period (1987-2017). In case of productivity, all three states showed a
positive compound annual growth rate during the study period. Among all
three states growth in paddy productivity was more in Kerala in both
season as compared to Karnataka and Tamil Nadu.

The estimated CAGR of area (3.3%), production (5.4%) and productivity
(2.2%) of coconut in Karnataka have shown a positive and significant
growth rate. Productivity of coconut in Karnataka increased from 5160
nuts per ha in 1990-91 to 13181 nuts per ha in 2016-17.

However, the estimated CAGR of area (-0.6%) under coconut in Kerala
was negative and significant at 5 per cent level of significance. Moreover,
production (1.4%) and productivity (2.0%) have shown a positive and
significant CAGR. In Kerala, productivity of coconut was increased 4863
in 1990-91 to 9664 nuts per ha in 2016-17.



95

The estimated CAGR of area (3.0%), production (4.3%) and productivity
(1.2%) of coconut in Tamil Nadu have shown a positive and significant
growth. In Tamil Nadu, productivity of coconut was increased from 13921
in 1990-91 to 14251 nut per ha in 2016-17. Even if the compound annual
growth rate in Tamil Nadu (1.2%) was less as compared Kerala and
Karnataka, average productivity (nuts per ha) was very high in Tamil
Nadu.

Johansen’s co-integration technique was used to understand the price movement

of paddy and copra markets across the states. The co-integration of price paddy in

Thanjavur (TN) and Raichur (Karnataka) markets was tested using monthly

wholesale price. In case of copra, co-integration was done based on the price of

copra in Kochi (Kerala), Tumkur (Karnataka) and Kangayam (TN). Granger

Causality test was also applied to find the direction of causality from one market

to another.

Stationarity of all the price series of paddy in Thanjavur (TN) and Raichur
(Karnataka) markets and price of copra in Kochi (Kerala), Kangayam
(TN) and Tumkur (Karnataka) markets were tested using Augmented
Dickey-Fuller(ADF) test and the results of the analysis suggested that all
the price series were integrated of order one I(1).

The result of Johansen’s co-integration test revealed that monthly
wholesale price of paddy in Thanjavur and Raichur markets were co-
integrated. The result of Granger causality test revealed that there was a
bidirectional influence of price in Thanjavur and Raichur markets of
paddy.

Similarly price of copra in Kochi (Kerala), Kangayam (TN) and Tumkur
(Karnataka) markets was also co-integrated which means that price in
different markets are moving together. The results of Granger causality
test revealed that there was a bidirectional influence between Kochi and
Kangayam market price and unidirectional influence on prices of Kochi to

Tumkur markets.
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Panel data regression analysis was done to identify the climatic factors that have
influence on the production of paddy and coconut. In panel data, the production of
paddy or coconut was taken as dependent variable and quarterly rainfall as

independent variable.

e The effect of climatic factors on production of paddy was analysed using
panel data regression with fixed effect model and result suggests that
average rainfall during Qs; (July — September) and Qs (October —
December) had a positive and significant effect on production.

e In case of coconut, one year lagged average rainfall during Q. (January -
March) and Qq.; (October — December) had a positive and significant

influence on production.




References



97

6. REFERENCES

Abraham, T. P. and Raheja, S. K. 1967. An analysis of growth of production of
rice and wheat crops in India. Indian J. Agric. Econ. 22:1-15.

Acharya, S. P., Basavaraja, H., Kunnal, L. B., Mahajanasetti, S. B., and Bhat, A.
R. S. 2012. Growth in area, production and productivity of major crops in
Karnataka. Karnataka J. Agric. Sci. 25(4): 431-436.

Angles, S. and Hosamani, S. B. 2002. Growth in area, production and productivity
of turmeric in selected South Indian states. Karnataka J. Agric. Sci. 15 (4):
657-662.

Bathla, S. 2008. Agriculture reforms and market integration: A spatial analysis of
food and non-food commodities. J. Social Econ. Dev. 10(2): 196-220.

Bhagyashree, S. D. 2009. Application of parametric and non-parametric
regression models for area, production and productivity trends of major
crops of Gujarat. M.Sc. thesis, Anand Agricultural University, Anand,
Gujarat. 193p.

Birthal, P. S., Khan, M. T., Negi, D. S., and Agarwal, S. 2014. Impact of climate
change on yields of major food crops in India: Implications for food

security. Agric. Econ. Res. Rev. 27(2): 145-155.

Chaudhari and Pawar, D. J. 2010. Performance of major cereals in Marathwada

region. Agric. Update. 5(4): 365-369.

Darekar, A. and Reddy, A. A. 2017. Forecasting of common paddy prices in
India. J. Rice Res. 10(1): 71-75.

Deka, N. and Sarmah, A. K. 2005. An analysis of growth trends in area,
production and productivity of pineapple in Assam. Econ. Affairs. 50(2):
110-113.

)

" 4
e )



98

FAO (Food and Agriculture Organisation) 2004. Impact of climate change on
agriculture in Asia and the Pacific. Food and Agriculture Organisation,
Rome, 86p.

George, P. S., Srivastava, U. K and Desai, D. M. 1978. The oilseeds economy in
India, An analysis of past supply and projections for 1985. The Mc Millan
Company of India Limited, Madras. p.35.

GOI [Government of India]. 2006. Employment and unemployment situation in

India. 2004 - 05. [on - line]. Available:
http://mospi.nic.in/sites/default/files/publication_reports/515part1final.pdf
[15 June 2019].

GOI [Government of India]. 2018. Agricultural statistics at a glance 2017.

Directorate of Economics and Statistics, Government of India. 507p.

Gundu, R. 2013. Temporal variations in area, production and productivity of rice
crop in three regions of Andhra Pradesh. M. Sc. (Ag) thesis, Acharya N G
Ranga Agricultural University, Hyderabad. 69p.

Gupta, V. 2011. A critical assessment of climate change impacts, vulnerability

and policy in India. Present Environ. Sustain. Dev. 5(1): 11-22.

Guruswamy, A., Natarajan, C., Vaithilingam, R., and Arulraj, S. 2008. Analysis
on seasonal rainfall behaviour and its influence on the productivity of

coconut. J. Agrometereol. 10: 408-410.

Habte, Z. 2017. Spatial market integration and price transmission for papaya
markets in Ethiopia. J. Dev. Agric. Econ. 9(5): 129-136.

Hossain, M. 1. and Verbeke, W. 2010. Evaluation of rice markets integration in
Bangladesh. Lahore J. Econ. 15(2):77-96.



99

Houghton, J., Ding, Y., Griggs, D., Noguer, M., and Linden, V. P. 2001. Climate
Change 2001: The Scientific Basis. Cambridge University Press,
Cambridge, UK and New York. 881p.

Hug, A.S.M. and Alam, S. 2006. Integration of potato markets in Bangladesh: A
cointegration analysis. Bangladesh J. Polit. Economy. 23(1&2):185-196.

Indiradevi, P., Thomas, E. K., and Thomas, J. K. 1990. Growth and supply
response of banana in Kerala. Agric. Situ. India. 45 (4): 239-242.

Igbal, K. and Siddique, A. (eds). 2015. The Impact of Climate Change on
Agricultural Productivity: Evidence from Panel Data of Bangladesh. The
University of Western Australia, Australia, 34p.

Johansen, S. 1988. Statistical Analysis of Cointegration Vectors, J. Econ. Dyn.
Control. 12: 231-254.

Jose, C. T., Ismail, B., and Jayasekhar, S. 2008. Trend, Growth rate, and Change
point Analysis— A Data Driven Approach. Commun. Statist. — Simulations
and Computation. 37: 498-506.

Joseph, B. 2011. Integration of domestic and international markets of black peper:
An application of cointegration and error correction model. Statist.

methods interdisciplinary stud. 12: 145-154.

Joshi, S. N. 1999. Influence of rainfall on area and production of lead crops in
some selected districts of Gujarat. Int. J. Manag. 29(1): 1-14.

Juliano, B. O. 1993. Rice in human nutrition, FAO Food and nutrition series, No.
26, Rome, Italy.

Kannan, E. 2011. Total factor productivity growth and its determinants in
Karnataka agriculture. Working paper 265, Institute for Social and
Economic Change, Karnataka, 23p.



100

Kannan, K. P. 2011. Agricultural development in an emerging non-agrarian

regional economy: Kerala’s challenges. Econ. polit. wkly. 46(9): 64-70.

Kaspersen, L. L. and Foyn, T. H. Y. 2010. Price transmission for agricultural
commodities in Uganda: An empirical vector autoregressive analysis.
Working Paper No. 06. Uganda Strategy Support Program (USSP),
Uganda, 42p.

Kiran, S. R. 2016. Impact of rainfall on rice production in India. Int. J. Innovative
Res.Sci. Eng. Technol. 5(14): 258-265.

Krishnadas, K. 2009. Rice economy and Kerala model for clustering, Serial
publication, New Delhi.

Krishnakumar, K. 2018. Heavy rains in Kerala to increase coconut yield. The
Economic Times, 10 Sep.2018, p.8.

Kumar, A., Sharma, P., and Joshi, S. 2016. Assessing the impacts of climate
change on land productivity in Indian crop agriculture: an evidence from

panel data analysis. J. Agric. Sci. Tech. 18: 1-13.

Kumar, K. K., Kumar, R. K., Ashrit, R. G., Deshpande, N. R., and Hansen, J. W.
2004. Climate impacts on Indian agriculture. Int. J. Climatol. 24:1375-
1393

Kumar, N. S. 2007. Climate change effects on growth and productivity of
plantation crops with special reference to coconut and black pepper:
impact, adaptation and vulnerability and mitigation strategies. ICAR
Network Project Final Report, ICAR, New Delhi, 21 p.

Kumar, S. N. and Aggarwal, P. K. 2013. Climate change and coconut plantations
in India: Impacts and potential adaptation gains. Agric. Syst. 117: 45-54.

Lathika, M. and Kumar, C. A. 2005. Growth trends in area, production and
productivity of coconut in India. Indian J. Agric. Econ. 60(4): 686-696.

o

Y



101

Mahesh, S. 2000. Economic constraints facing the Indian tea industry: Strategies
for post WTO era, Ph.D. Thesis, University of Agricultural Sciences,
Bangalore, 78p.

Makama, S. A. and Amruthat, T. J. 2016. Spatial market integration of rice
between India and Nigeria: A co-integration approach. J. Agric. Vet. Sci.
9(4): 1-7.

Makhare, P. K. and Tarpara, V. D. 2015. Integration of cotton prices of major
markets in Sauarashtra region of Gujarat state. /nf. Res. J. Agric. Econ.
Statist. 6(1): 89-95.

Mathur, K. N. 2005. Trend analysis of area, production and productivity of rice in
India. J. Indian Soc. Agric. Statist. 59(1): 39.

Myint, T. and Bauer, S. 2010. Market integration and price causality in the
Myanmar rice market, Asian J. Agric. Dev. 7(2): 91-105.

Netam, O. K. and Sahu, L. K. 2017. Decade trend analysis of area, production and
productivity of paddy in Bastar region of Chhattisgarh state. Plant Arch.
17(1): 158-160.

Ngbedge., Ochoche, S., Akintola., and Olatunji, J. 2009. Co-integration and Error
correction modelling of agricultural output: a case Groundnut. Researcher.

1(6): 27-32.

Ojo, A.O., Tanko, K. M. B. L., Adeniji., and Ojo, M. A. 2013. Spatial integration
of rice markets: The case of Kwara and Niger states, Nigeria J. Agric. Vet.
Sci. 2(4):15-21

Omar, I., Dewan, F., and Hoq, M. S. 2014. Analysis of price forecasting and
spatial co-integration of banana in Bangladesh. European J. Bus. Manag.

6(7): 244-255.

\)



102

Patil, K. K. R., Aditya, K. S., Manjunatha, G. R., and Chinnappa, B. 2013. Market
integration of arecanut in Karnataka state: An error correction model

approach. J. Plant. Crops. 41(3): 404-410.

Peiris, T. S. G. and Peris, R. A. A. 1993. The effect of bimonthly rainfall on
coconut yield in the Semi dry Intermediate zone (IL1) in SriLanka. Cocos,
9:1-11.

Pradeep, K. N. and Krishna, K. G. 2002. Study on growth models: A critical
analysis with reference to Andhra Pradesh and India. Indian Agric. Stat.
Res. Inst.11p.

Preethi, V. P., Thomas, K. J., and Kuruvila, A. 2018. Performance of coconut in
India: A trend analysis. J. Trop. Agric. 56(2): 210-214.

Rajarathinam, A. Parmar, R. S., and Vaishnav P. R. 2010. Estimating models for
area, production and productivity trends of tobacco (Nicotiana tabacum)
crop for Anand region of Gujarat state. India. J. Appl. Sci. 10(20): 2419-
2425.

Ramakrishana, G., Mukherjee, D. N., Srikanth, B., and Bhave, M, H. V. 2014.
Modeling rice production and forecasting in Andhra Pradesh. Soc. Sci.
Dev. Agric. Tech. 9: 1200-1203

Ramesh, D., Banjul, B., and Mishra, P. 2016. Statistical modelling to area,
production and yield of potato in West Bengal. Int. J. Agri. Sci. 8(33):
2782-2787.

Rani, U., Reddy, G. P., Prasad, Y. E., and Reddy, A. 2014. Competitiveness of
Major Crops in Post-WTO Period in Andhra Pradesh. Indian J. Agric.
Econ. 69(1): 126-141.

Rao, C. H. H. 1965. Agricultural growth and stagnation in India. Econ. Polit.
Wkly. 17: 407-411.



103

Rao, P. G. S. L. H. V. 1986. Rainfall and yield in the Pilicode region, North
Kerala. Proceedings of the Fifth Symposium on Plantation Crops, Indian
Society for Plantation Crops, Kasaragod, pp. 388-393.

Rao, P. G. S. L. H. V. 1991. Agrometeorological aspects in relation to coconut
production. J. Plant. Crops. 19(2): 120-126.

Reddy, A. A. and Reddy, G. P. 2011. Integration of wholesale prices of groundnut
complex. Indian J. Agric. Mark. 25(2): 89-108

Sahu, B. N. 1967. The growth of area, production and productivity of oilseeds
cereals and pulses in Himachal Pradesh, a district wise study. Agric. Situ.
India. 39: 217-219.

Saseendran, S. A., Singh, K. K., Rathore, L. S., Singh, S. V., and Sinha, S. K.
2000. Effects of climate change on rice production in the tropical humid

climate of Kerala, India Clim. Change. 44: 495-514.

Singh, G. and Chandra, H. 2001. Growth trends in area and production affecting
food grains production in Madhya Pradesh. Agric. Situ. India. 57(11): 597-
602.

Singh, 1. J., Raj, K. N., and Karwasra, J. C. 1997. Regional variations in
agricultural performance in India. Indian J. Agric. Econ. 52(3): 374-386.

Singh, M. 2014. Temporal variations in area, production and productivity of
wheat crop in Uttar Pradesh. M.Sc. Thesis. Acharya N G Ranga
Agricultural University, Hyderabad, India. pp. 28-65.

Singh, S., Singh, K. N., Gurang, V., Shekhawat, R. S., Panotra, N., and Singh, A.
2018. Cointegration and causality analysis of tur (Pigeon pea) in
neighboring states. Int. J. Chem. Stud. 6(3): 715-719.

Sodhiya, K. 1989. Growth rates of area, production and productivity of ten major
crops in Sagar division of Madhya Pradesh. Econ. Affairs. 34: 49-58.



104

Sunil, K. M., Devdas, V. S., and George, S. P. 2011. Influence of Weather
Parameters on Yield and Yield attributes of Areca Nut (4reca catechu L.).
J. Agric. Phys. 11: 88-90.

Thamban, C., Jayasekhar, S., Chandran, K. P., and Jaganthan, D. 2016. Coconut
production in Kerala - Trends, challenges and opportunities. I/ndian
Coconut. J. 49(4): 10-15.

Thomas, J. J. 2011. Paddy cultivation in Kerala. Rev. Agrarian Stud. 1(2): 215-
226

Tokunaga, S., Okiyama, M., and Tkegawa, M. 2015. Dynamic panel data analysis
of the impacts of climate change on agricultural production in Japan.
Japan Agric. Res. Quat. 49(2): 149-157.

Tuteja, U. 2006. Growth Programme and Acreage Response of Pulse crops: A
State-level Analysis. Indian J. Agric. Econ. 61 (2): 218-237.

Vijayakumar, B. G., Devaru, G. V., Balasimha, D., Khader, K. B. A, and
Ranganna, G. 1991. Influence of weather on arecanut and cocoa yield. J.

Plant. Crops. 19(1): 33-36.

Wani, M. H., Paul, R. K., Bazaz, N, H., and Manzoor, M. 2015. Market
integration and price forecasting of apple in India. Indian J. Agri. Econ.
70(2): 169-181.

Sl



Abstract



TIME SERIES MODELLING FOR COMPARATIVE PERFORMANCE
AND INFLUENCING FACTORS OF PRODUCTION ON PADDY AND
COCONUT IN SOUTH INDIA

By

SURESH A
(2017-19-002)

Abstract of the thesis
Submitted in partial fulfilment of the
requirements for the degree of

MASTER OF SCIENE IN AGRICULTURE
Faculty of Agriculture
Kerala Agricultural University

(s

wLTugp
Y

KERALA
AGQ
ALSYIAN®

DEPARTMENT OF AGRICULTURAL STATISTICS
COLLEGE OF AGRICULTURE
VELLAYANI, THIRUVANANTHAPURAM - 695 522
KERALA, INDIA.

2019



105

ABSTRACT

The research entitted “Time Series modelling for comparative
performance and influencing factors of production on paddy and coconut in South
India” was conducted with the objective of developing statistical models on trend
in area, production and productivity of paddy and coconut across Kerala,
Karnataka and Tamil Nadu and to develop different statistical models for
analysing the price movement of these crops across the states overtime and to
develop models for analysing the influencing factors of production. Secondary
data regarding area, production, productivity and rainfall were collected for a
period of past 25 years from Directorate of Economics and Statistics (Govt. of
Karnataka), Department of Economics and Statistics (Govt. of Kerala and Tamil
Nadu) and Coconut Development Board. Secondary data on price was collected
for major markets of paddy (Thanjavur and Raichur) and copra (Kochi,
Kangayam and Tumkur) from indiastat and Agmarknet.

Trend analysis was used to understand the trends in area, production and
productivity using different linear and nonlinear growth models. Compound
Annual Growth Rate (CAGR) was estimated using exponential model to compare
the performance in area, production and productivity of paddy and coconut in
South India. Johansen’s co-integration technique was used to understand the price
movement in the markets across the states for price of paddy and copra. Panel
data regression analysis was done to identify the climatic variables that influence

the production of paddy and coconut.

From trend analysis, the best model was selected based on adj. R?, criteria
of randomness, normality and Root Mean Square Error (RMSE). In paddy,
quadratic model was found to be the best fitted model for area and production in
Karnataka, production and productivity in Kerala and area in Tamil Nadu. Cubic
model was found to be the best model for area in Kerala, productivity in Tamil
Nadu and power model for productivity in Karnataka and compound model for

production in Tamil Nadu. In case of coconut, quadratic model was found to be
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the best fitted model for area, production and productivity in Karnataka and area
and productivity in Tamil Nadu. Cubic model was found to be the best model for

area, production and productivity in Kerala and production in Tamil Nadu.

Comparative performance of paddy and coconut in Southern states was
compared based on CAGR for a period from 1987-2017. CAGR revealed that
production (1.1%) and productivity (1.0%) of paddy in Karnataka and
productivity (1.5%) in Kerala was found to be positive and significant. Area (-
4.5%) and production (-3.0%) of paddy in Kerala and area (-0.7%) in Tamil Nadu
was found to be negative and significant. In case of coconut, positive and
significant CAGR was noticed for area, production and productivity in Karnataka
and Tamil Nadu and production (1.4%) and productivity (2.0%) in Kerala where

as a declining trend in area (-0.6%) was noticed in Kerala.

Stationarity is the prime requirement for co-integration analysis of price of
paddy and coconut in various markets and it was tested using Augmented Dickey
Fuller test (ADF). The results of ADF test indicated that price of paddy in
Thanjavur (TN) and Raichur (Karnataka) markets and price of copra in Kochi
(Kerala), Kangayam (TN) and Tumkur (Karnataka) markets were stationary after
taking the first difference which suggested that all the price series were integrated
of order one I(1). The result of Johansen’s co-integration test revealed that
monthly wholesale price of paddy in Thanjavur and Raichur markets were co-
integrated. Similarly price of copra in Kochi (Kerala), Kangayam (TN) and
Tumkur (Karnataka) markets was also co-integrated which means that price in
different markets are moving together. Granger Causality test was applied to find
the direction of causality from one market to another and it revealed that there was
a bidirectional influence in Thanjavur and Raichur market price of paddy. In case
of copra, there was a bidirectional influence between Kochi and Kangayam

market price and unidirectional influence on prices of Kochi and Tumkur.

The effect of climatic factors on production was analysed using panel data

regression with fixed effect model suggests that average rainfall during Q3 (July -
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September) and Q4 (October - December) had a positive and significant effect on
production of paddy. In case of coconut, previous year average rainfall during Q.
| (January - March) and Q4.; (October - December) had a positive and significant
influence on production of coconut.

Trend in area, production and productivity was well explained by cubic
and quadratic model for paddy and coconut with high adj R? and least RMSE.
CAGR of productivity of paddy in three South Indian states has shown a positive
trend but there was a declining trend in area under paddy in Kerala and Tamil
Nadu. There was a significant positive growth rate in area, production and
productivity of coconut in Karnataka and Tamil Nadu and production and
productivity in Kerala. However, the productivity in Tamil Nadu (14251 nuts ha™)
and Karnataka (13181 nuts ha) was far ahead as compared to that of Kerala
(9664 nuts ha™). The monthly wholesale price of paddy in Thanjavur and Raichur
markets and price of copra in Kochi, Kangayam and Tumkur markets were co-
integrated which indicates that any price change in one market influence the price
in other markets. Production of paddy was influenced by Q; (July - September)
and Q4 (October - December) rainfall, in case of coconut, production was
influenced by previous year average rainfall during Q.1 (January - March) and
Q1.1 (October - December).
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