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1. INTRODUCTION

Banana (Musa spp), is the most important fruit crop of many tropical and
subtropical regions in the world particularly, India. Banana contributes significantly
towards nutrition, fiber, supplement, nourishment, vitamin Bg, potassium, protein and

caloric intake providing 89 kcal per 100 g of fruit.

In world scenario, banana was first cultivated in Southeast Asia around 5000

years ago and according to Food and Agriculture Organization (FAO, 2015) world |

production is around 140 million metric tonnes of which, India contributes 30.18 %
followed by china (9.35%) and Philippines (8.59 %). India is the largest producer of
banana in 2015. The country has exported 72,689 tonnes of banana during the year
2014-15. The major destinations are UAE, Saudi Arabia, [ran, Kuwait and Bahrain.
India produces 30 per cent of the world’s banana, but export is negligible at less than
1 per cent. Other countries such as the Philippines and Ecuador, that were earlier
ranked 8 and 10 respectively in production, had shot ahead and are currently the top
exporters. Moreover, India’s post —harvest facilities are still in infancy, especially as

there is poor cold chain infrastructure (Agribusiness, 2015).

Under national scenario, Banana occupies 20% of the total area under crops in
India. Tamilnadu has the first rank in the list of banana producing states followed by
Gujarat, Maharashtra, and Karnataka. However, more than 27 % of total banana
production takes place in Maharashtra and Gujarat states. Banana is cultivated in
sufficient acreage and in different agro climatic conditions and thus in a position to
meet the large demands from importing countries on a continuous basis, provided
planting and cultivation is well planned. Kerala stands 11" position in production
and fifth position in area under cultivation. Banana is one of the major fruit crops of
the state occupying first position in arca (61 thousand ha) with production of 5.45

lakh tonnes (GOK, 2016) together with other plantains.



However, the cultivation of banana has occupied pride of place in agrarian
economy of Kerala. Banana, basically a tropical crop, grows well in a temperature
range of 15°C to 35°C with relative humidity of 75-85 per cent. It prefers tropical
humid lowlands and is grown from the sea level to an elevation of 2000m above

mean sea level.

Kerala is a deficient state in production and productivity of banana. In 1991-
92 productivity was 13034 kg ha™'. It was decreased substantially for past twenty five
years to 8806 kg ha™ in 2015. There was an overall decrease of 32.4 % in banana
production from 1991-92 to 2014-15. Though even there is an increase in area under
cultivation every year, production is decreasing year by year due to imbalance in
environmental factors, poor post harvest facilities, price changes, weather characters,

agronomic management and biometric characters.

Crop yield forecasting methods and early warning systems are strategies to
improve agriculture and rural statistics across the globe. Reliable forecasts of crop
production before the harvest constitute a problem of topical interest. Such forecasts
are needed by the Government for making policy decisions regarding procurement,
distribution, buffer stocking, import - export, price fixation and marketing of
agricultural commodities, agro-based industries and for proper planning of their
operations. Such information comprises pre-harvest crop forecasting models of total
production estimates. This involves building up suitable forecast models using
growth and yield characters of crop. Plant characters are integrated effects of all the
factors affecting the production. By taking observations throughout the crop growing
season, deterministic crop model(s) can be developed to give a precise scientific and
independent measure of yield as early as possible during the crop growing season.
Difference between forecast and final estimates are analyzed after harvest. Linear and
non linear models by regressing yield as a function of the above characters can be

used for predicting yield which indirectly influences optimization of crop yield, price



stability and insurance coverage. Models developed based on primary data were
scarce in banana and this attempt is aimed at developing pre harvest models in four of

the popular cultivars grown in Kerala.
1.1 Objectives of the study
This study was taken up with the following objectives

1. To develop models for early forecasting of yield in four major banana
cultivars grown in Kerala wiz., Nendran, Robusta, Redbanana and
Njalipoovan.

2. To carry out the time series analysis of the trend in area and production of

banana in Kerala.

1.2. NATURE AND SCOPE OF THE STUDY

The present work is an attempt to make pre harvest forecasting of yield of
banana, based on which suitable management practices can be adopted to get better
returns to farmers compared to old practices. The time series analysis on area,
production and productivity over a long period incorporating additional information
on price and climatic factors, in any crop will give models at state level indicating the
behavior of the system quantitatively. Existing data will be used to identify the rate of

change in the production system in relation to the changes of different related factors.

1.3 Limitation of the study

The study has been done as part of the M. Sc. programme and is limited by

time and resource constraint.
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1.4 Organization of study

For analytical convenience and clear exposition of the results of the present
study, the thesis has been organized into six chapters including the introduction
chapter, which highlights the importance of the topic, objectives, scope and
limitations of the study. The second chapter deals with the review of literature
including the findings of related studies. The third chapter highlights the
methodology adopted including description of the study area, nature and sources of
data and the analytical techniques employed in the study. The results of the study are
presented in the fourth chapter. Discussion and summary with policy implications of
the study are presented in the fifth and sixth chapter respectively.
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2. REVIEW OF LITERATURE

A reliable estimate of a crop yield well before the harvest is of considerable
importance in formulating policy regarding planning of crop procurement, storage,
distribution, price fixation, movement of agricultural commodity, import-export plans
and marketing. Usually such pre-harvest estimates of the yield are based on the
biometrical characters. The objective of this study is selection of suitable characters
and to identify in which growth stage these variables explain a large part of variation
in the yield. This would enable the researcher to steer the study in the right direction,
collect the appropriate data and to draw meaningful results through best models out
of it. Keeping in view the objective of the study, the reviews are presented under the

following headings.

2.1 Pre-harvest forecasting models.

2.2 Trend analysis for area and production of banana
2.1 Pre-harvest forecasting models

A number of studies have been undertaken to study the pre-harvest
forecasting models, which comprises of correlation, multiple linear regression studies
and principal component analysis. The crop forecasting studies mainly use
associations among biometric measurements of the crops on yield as well as effect of
long term climatic variations on yield. In the present study an attempting has been

made for prediction of crop yield based on biometric characters.
2.1.1 Correlation and multiple linear regression analysis

Singh et al. (1976) in their study, selected biometrical characters (number of
tillers per plant, height of main tiller, length of ears, number of green leaves and
diameter of the main tiller at the base) for pre-harvest forecasting of wheat yield. A

multistage random sampling technique was adopted for selection of the plots. They



observed that the correlation between yield of the crop and number of tillers were
positive and highly significant, and found that 26 to 36 per cent of variation in the
yield is explained by biometrical characters by multiple linear regression analysis.

Singh et al. (1979) carried out a pilot study for four years in the state of Bihar
and west Bengal for pre-harvest forecasting of yield of jute crop using biometrical
characters. They adopted multiple linear regression models between yield and
biometrical characters. Multiple correlation coefficients gave high significance
between yield and explanatory variables (number of plants, height of plants, and
diameter of plants). They concluded that plant density and plant height contribute 30
to 50 per cent variation explained in jute yield and showed that appropriate time of

forecast is about 2-3 months after sowing.

Jain et al. (1981) conducted study on forecast model for obtaining pre- harvest
estimates of sugarcane yield in Meerut district (Uttar Pradesh). Correlation
coefficient between yield and number of canes and their height were positive and
highly significant for all periods except for the first stage. They could explain about
70 to 80 per cent of the variation using regression technique when the crop was about
seven to eight months old. Further they concluded that it was possible to forecast the
crop yield about two to three months before harvest.

Chandrahas ef al (1983) analyzed three year data of Prakasham District (A.P)
for tobacco crop. The biometrical characters chosen were plant population per plot,
number of curable leaves per plant, plant height and breadth of tenth leaf. Correlation
of cured leaf vield with plant population and number of curable leaves were
significant in all cases when the crop was more than 10 weeks old, with height it was
significant when the crop was 12 to 17 weeks old. The results of regression analysis
showed that these biometrical characters explain about 40 to 70 per cent of variation

in flue cured yield of tobacco grown in black soil and about 50 per cent of that grown

'\\ \
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in red soil. They found that a pre-harvest forecast for tobacco yield is feasible when

the crop is 12 weeks old.

Aneja and Chandrahas (1984) in their study used regression model for
forecasting of cotton yield. The variables selected are plant population and number
of bolls, these variables explained only 35 to 40 per cent of variation in crop yield
before harvest but with the inclusion of first picking yield as an explanatory variable
in regression model, the extent of explained variation in crop yield increased to about
80 per cent. The first picking yield is available about 4 months after sowing the
cotton crop, thus the cotton yield forecast on this basis is feasible about two months
before harvest.

Agrawal et al. (1984) conducted an experiment to develop an integrated
model for forecasting the yield of rice at New Delhi (Oryza sativa. L) Using a
spectral data. A split plot design was followed; soil treatments were taken as main
plots and nitrogen levels in sub plots. Observations were recorded from 18 plots and
correlation and regression analysis were carried out as per standard procedure. The
characters could explain about 95 per cent of the variation in yield. Using the spectral

data, rice yield could be forecasted a month before harvest.

Jain et al. (1985) used growth indices of plant biometrical characters based on
two or more periods for forecasting of hybrid jowar yield in Sangli district of
Maharashtra. Here growth indices are the weighted accumulation of observations on
plant characters in different periods, weight being respective correlation coefficient
between yield and the biometrical characters. The biometrical characters used were
number of plants, height, of plants, number of leaves per plant, length and breadth of
flag leaf and length of ear head. The variation explained in case of local jowar by
simple linear model in which biometrical characters have been used varied from 14 to
34 per cent. However, in hybrid jowar the variation explained was about 50 per cent

when the crop was 10 to 12 weeks old. To improve further the explained variation in

W
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hybrid jowar, a new model based on growth indices was used in which biometrical
characters of two or more periods have been utilized simultaneously. (The period two
and three correspond to flowering and milking stages of the crop). By comparison on
the basis of R? (multiple correlation coefficient) showed that the new model was
superior to simple linear model in hybrid jowar. The forecast of yield using this
model was 2.12 kg /plot as against 2.4 kg / plot (observed yield rate). The standard
error of forecast of yield rate was worked out at 12 per cent. A pre-harvest forecast of

hybrid jowar was thus feasible about one month before harvest

Chandrahas (1992) in a study on “modeling for crop yield forecasting using
biometrical characters” found that cost incurred and time spent in the collection of
data on different biometrical characters also should be taken into consideration for
economically feasible conditions. He conducted regression approach under 3 models,
namely linear regression, growth indices and principal components. The following

two models were estimated in his study:
Multiple Linear regression models
Y =bpt b X;+b X+ ... +e
Where, Y and X; are yield and plant characters respectively
Model based on growth indices

Yzbg +Zb;‘G|i +e

7
Where G; = S P ; it : :
ere G o iw 1s the index of the i character, w is period

W= 77,

7w is simple correlation coefficient between yield and i* character in w” period

He concluded that model using growth indices as explanatory variables was

found better than conventional linear regression model



Rao et al. (1993) used regression models to predict yield of banana from
biometrical characters for ten cultivars (genome group) including Njalipoovan. The
morphological characters which were found to be influencing yield were mainly leaf
characters such as leaf length and leaf breadth. The other characters were stem girth
and days to flowering. It was found that prediction of yield was possible even in early

stages of the crop.

Groten (1993) gives distinguishing features of conventional and remote
sensing type of yield estimation methods. He found that remote sensing data has
the potential and capacity to provide spatial information at global scale than

conventional methods.

Matthews er al. (1994) developed mathematical models for a range of
cultivars of cassava. Good agreement was observed between the simulated and

measured values.

Onkar ef al. (1998) used multiple linear regression models to forecast wheat
yield based on the data collected from experimental plots in Junagarh (Gujarat) on
cropping system. The biometrical characters included are numbers of tillers, height of
plants and length of ear head. The experiment was laid out in a spilt — plot design
consisting of two treatments, viz., normal and reduced tillage in main plots and four
treatments in sub-plots. Two types of functions, i.e. linear and quadratic were fitted. It
was found that the explanatory variables could explain the variation in yield up to 62
per cent if they considered to be linearly related but 68 per cent provided the function
was of quadratic one. The results also showed that forecast models with longer time

series are preferred, since the forecasted yield was very close to the observed yield.

Forecasting models developed at Indian Agricultural Statistics Research
Institute (IASRI), on different crops results that amount of variation in crop yield

explained by fitted regression equations in terms of R? values differed from crop to



crop, the R? values were too low to high. For wheat crop, about 50 to 60 per cent of
variation at the stage of two to three months after sowing can be forecasted. For
cotton, it was 30 to 40 per cent of variation explained by plant population and
number of bolls and for sugarcane, characters like number of millable canes, their
height and girth explained over 70 per cent of variation in yield at the stage of six to
seven months old crop ( Rai and Chandrahas ,1998)

Shamasundaran ef al. (2002) used regression models to predict yield from
plant characters for seven commercial varieties of banana at five stages of growth.
The biometrical characters used for prediction of yield were plant height, plant girth

and number of suckers. Precision of prediction was higher at later stages.

Kandala and Prajneshu (2002) demonstrated fuzzy linear regression
methodology for crop yield forecasting using remote sensed data. It was shown that
widths of prediction intervals in respect to Fuzzy linear regression model were much
less than those for multiple linear regression models. Their result was that traditional
statistical methodologies are not capable of handling data, when two explanatory or

response variables are highly correlated.

Priya et al. (2003) made an attempt to suggest suitable model for forecasting
the yield in cardamom plantations through intensive management. Thirteen growth
characters namely tillers per clump, tiller height, leaves per tiller, vegetative buds per
clump, bearing tillers per clump, panicle per clump, panicle length, racemes per
breadth and recovery per centage were chosen as explanatory variables and they
exhibited a precision of about 82 per cent of variation in total tield. Step down
regression analysis resulted in the retention of only four characters namely, panicles
per clump, racemes per panicle, capsules per raceme and leaf breadth with which

yield can be estimated at 77 per cent precision.



Tittonell ef al. (2005), considered multiple linear regression models including
plant height, ear length and ear diameter as explanatory variables. Simple linear
regression including only plant height was found to be good to estimate yield of

cereals crops.

Anuradha et al. (2007) in their study used thirty genotypes of pigeonpea
grown during kharif 2005-2006. Correlation studies noticed that number of pods per
plant, number of secondary branches per plant; harvest index and dry matter per plant
have significant positive association with seed yield per plant. Harvest index had a
high positive and significant effect on seed yield per plant. In addition, characters like
dry matter per plant, seed per pod, primary branches exerted positive effect. Hence,
emphasis should be given on these characters while breeding for seed yield, in pigeon

pea.

Ram ef al. (2007) made an attempt on yield prediction in plantain using
multiple regression models. The regression studies on ten plantain varieties revealed
that vegetative growth and fruit characters can efficiently be used for yield prediction.
In their study growth and fruit characters were used separately as predictor variables
for developing yield prediction models. Observations on plant growth and fruit
characters were recorded at the time of harvesting. Leaf width, plant girth, number of
leaves and plant height predicted yield up to 89.29 per cent. While fruit characters,
viz., fingers per bunch, finger diameter, hands per bunch and finger length could
predict yield up to 99.57 per cent in main crop. On ratoon crop, plant height, plant
girth and number of leaves were responsible for prediction of yield up to 78.69 per
cent, whereas fingers per bunch and hands per bunch could predict the yield up to

86.54 per cent.

The wheat yield prediction is better performed when agro meteorological

indices combined with spectral index Normal difference vegetation index (NDVT)

[



and trend estimated yield, rather than when they individually in the multiple linear
regression model. It was found that agro met-spectral-trend yield model could explain

96 per cent of variation in total wheat yield (Bazgeer ef al. 2008).

Soares et al. (2013), in their study employed Artificial Neural Networks
(ANNSs) for predicting the bunch weight of banana using yield descriptors like
bunch weight , number of fruits per bunch , weight of second hand , weight of fruit,
diameter of fruits, length of fruits and weight of rachis. Several multiplayer models
of ANNs are developed in order to determine which would best represent weight of
the bunch. Among them 10-10-1 neural architecture having best value for R* of 84

per cent.

Soares et al. (2014) made comparison of ANNs and multiple linear regression
(MLR) analysis in prediction of yield in banana plants. Independent variables were
selected by stepwise procedures, which select only the significant variables such as
number of green leaves at harvest, number of fruits, average weight of the fruit,
length of stalks, weight of the rachis. Total number of hands per bunch, perimeter of
the pseudo stem, diameter of the fruit and diameter of the stalk were non-significant
in the model. The coefficient of determination of the MLLR was considered relatively
low (71 per cent) to ANN models (91 per cent). According to the analysis, the neural
network proved to be more accurate in forecasting the weight of the bunch compared
to MLR in terms of the mean prediction error(1.40), mean square deviation (2.29) and
R* (91 per cent)



2.1.2 Principal component analysis

Raghupathi (2005) conducted a study on pre-harvest forecasting of yield
based on biometrical characters in three varieties of cotton (CPD-1, Lakshmi and
Jayadhar). Principal component analysis was adopted to develop forecast models
which, resulted that first principal component extract alone about 40 per cent of total
variability in all varieties. Plant height, number of nodes, number of branches and

green boll were contributes 85 per cent of variation in total yield.

Yadav et al. (2014) demonstrated the application of principal component
analysis in developing statistical models for forecasting crop yield. The time series
data on wheat yield and weekly weather variables, viz.,, minimum and maximum
temperature, relative humidity, wind velocity and sun shine hours pertain to the
period 1990 to 2010 in Faizabad district of Uttar Pradesh have been used in this
study. Weather indices have been constructed using weekly data on weather
variables. Four models have been developed using principal component analysis as
regressor variables including time trend and wheat yield as regressand. Temperature
and wind- velocity have been found to be most appropriate on the basis of adjusted
R?, per cent deviation and Root mean square error (RMSE) (%) for the forecast of

wheat yield, two months before the harvest of the crop.

2.2. Trend analysis for Area, production, Productivity, cost of cultivation, price

and climatic parameters

Banana is one of the most produced fruit of India, in respect of area it ranks
second and first in production. Therefore it was felt that is would be gainful to
analyses in detail the growth of area, production and productivity of banana. So
review on the following studies which would help to understand the performance of

banana production for past years was made.



Subramaniyam (1982) analysed the growth of area, production and
productivity of banana in different states of India based on secondary data from the
period 1965-66 to 1978-79. According to this study there was an overall increase in
area under banana by about 25 thousand hectares between the two periods, which was
nearly 25 per cent more over the triennium ending 1967-68.

Raju et al. (1989) analysed the Growth and Distribution of Fruit crops in
Andhra Pradesh. This study was carried out for Banana, Mango, Citrus, and Grapes,
Guava, Papaya, Cashew and other total fruits. The period of study was from 1970-71
to 1982-83. The distribution of fruit crops in Andhra Pradesh over space and time
was studied over three-time periods, namely, 1972-73, 1977-78 and 1982-83 and over
three regions (Costal Andhra, Rayalaseema and Telangana). For the analysis purpose,

compound growth rate and simple regression equation were used.

Indira et al. (1990) used the three nonlinear models viz., quadratic, semi log
and exponential for analyzing trends in area, production and productivity of banana in
Kerala for the period from 1970-71 to 1986-87. Among them quadratic model was
significant and could explain satisfactorily the trend in production during the period.
They also estimated the output response behavior of banana growers in Kerala in both
yield and area response by using Nerlovian lagged adjustment models of linear and

double log forms.

Kaushik (1993) analysed the growth of agricultural production in the Kerala
state in terms of its determinants, viz., area, productivity and prices. Changes in the
gross cropped area, productivity and level of prices are the important components

influencing the growth of aggregate agricultural output.



A study by Lalitha (1993) showed that the agricultural income of the State has
been growing since the mid eighties. Compared to this, in the period between mid
seventies to mid eighties, it showed a mere stagnation. This revealed that growth in
agriculture was mainly due to the increase in yield and shift in cropping pattern to
high valued crops

Dhindsa and Sharma (1995) analysed the growth rates of area, production
and yield of various crops in relation to the cropping pattern changes in the Punjab
State during the period 1965-66 to 1990-91, by fitting the exponential function
Y = ab" where Y is the variable for which growth rate is calculated and x is the
time, CGR=(antilog b — 1)*x100 where CGR is the compound growth rate and
concluded that the cropping pattern has changed in favor of only those crops like
wheat, Paddy, Moong, American cotton which have shown very high growth rates of

production on account of increase in both area and yield growth rates.

Maheshwari (1996) studied the growth pattern of paddy, jowar, ragi, tur and
groundnut during the period 1955-56 to 1989-90 in Karnataka. To analyse the
influence of green revolution the period of study has been divided into two, viz.,
1955-56 to 1966-67 as first period and 1967-68 to 1979-80 as second period. From
period I to period 11, the exponential trend rates for yield have gone up in all the cases
except for groundnut, for production. They increased for all crops except for paddy

and jowar, and for area they declined except for tur.

By using forecasted data of total food grain production of our country for
1980 to 2001 Chandran and Prajneshu (2004), reported that growth models like
monomolecular model were inappropriate for describing the data set under
consideration, compared to Logistic and Gompertz model in studying compound

growth rates.



Bal et al. (2004) used multiple regression technique to develop models to
forecast wheat yield over central Punjab (Ludhiana District) by using weather and
production data for (1999-2002). The sensitive periods of statistical and phonological
significance were selected for regression analysis. Regression models were highly
significant at 5 per cent and explained 69 per cent of variation in yield, based on only
weather parameters. The inclusion of technological trend in the model improved the
prediction considerably (R’ = 0.87).

Varghese (2007) conducted a study on trend analysis in area production and
productivity and price behavior of cardamom in Kerala. He reported that the
percentage annual trend growth rate of area, production and productivity of
cardamom are -1.21, 4.14 and 5.51 respectively.

Akaike’s information criterion(AIC), Bayesian information criterion(BIC),
Root mean square error (RMSE) and Mean Absolute Error are the basis for goodness
of fit in non-linear Statistical model for trend analysis of area, production,
productivity of crops as explained by ( Rajarathinam and Parmar, 2011).

Jayasree et al. (2012) made an attempt on analysis of price behavior of
cassava in Kerala during the period from January 1999 to June 2011. The growth in
cassava prices was slow, but with high instability of 36.97 per cent. Time series
decomposition analysis was carried out to isolate different components present in the
price series. The single exponential smoothening model was found to capture the
underlying trend in cassava prices with a low Mean Absolute Percentage Error
(MAPE) value of 1.67. The seasonal decomposition analysis revealed that the months
of March and April was typically characterized by a peak phase for cassava prices in
Kerala. The period from September to November was also marked by a buoyant
phase for cassava due to lean market arrival during this period. Even though no
pronounced long term cycles were evident, three short cycles were identified during

the study period. There were random effects in the price-but it oscillated more or less

lé



evenly around the mean value of 100, indicating that random factors were evenly
occurring in cassava trading. As the shelf life of cassava tubers are too short, product
development and diversification through processing and value addition is suggested

to overcome the adverse seasonal and cyclical price movements.

Datarkar, et al. (2015) examined the region wise compound growth rates in
area, production and productivity of Kharif groundnut in Maharashtra state over
different time period-I (1990-91 to 2001-02), period-II (2002-03 to 2012-13)and
overall period (1990-91 to 2012-13). The growth in the area, production and
productivity of kharif groundnut was estimated by using the compound growth
function of the non linear form i.e. exponential curve. The study analyzed that area,
production and productivity of Kharif groundnut had decreased during the study
period. The increase in production of kharif groundnut in Maharashtra during overall
period was relatively more as compared to period-I and II. This was due to the

increase in acreages under kharif groundnut.

Malhi and Kiran (2015) examined the trends in area, production; productivity
of important crops viz., cotton, castor and banana of India from 2000-01 to 2011-
2012, (12 years). They resulted that banana production showed annual instability at
state level and productivity also showed decreasing trend at district level of Gujarat in

last 12 years.

According to Agrawal (2015), plant characters can be taken as the integrated
effects of various weather parameters and ultimately determine crop yield. She
attempted two types of model approaches i.e. between year and within year models
and said that in India, yield is directly regressed on plant counts and yield contributed
characters to obtain forecast model. Finally she found that logistic model having
some yield components as dependent variable and an independent ‘time’ variable

generally fits well to the growth process of crop yield components



2.2.1 Growth rates based on climatic factors

Studies by (Cummings and Ray, 1969) proved that there is a relationship between
rainfall and crop output. In order to take into account the effect of rainfall on the
growth of production area and yield, rainfall adjusted growth rates were worked out
employing transformed exponential growth function with “time” as independent
variable.

Log Y, =fg+ Bit+ Pirlog R, + u,
Where,

Y, = Area/production/productivity
r=timeinyears 1,2,3... etc

R,= annual rainfall/ rainy days
u, = random disturbance term

(Antilog f; -1) * 100 give the rainfall and rainy days adjusted growth rates to

the banana production.

Khistaria e al. (2004) made an attempt to suggest most pre-harvest
forecasting model for Rajkot district of Gujarat state. Weather data of 29 years (1970-
71 to 1998-99) used for study. The total rainfall from 25™ Special marine warning
(SMW) and time trend were also included ad independent variables. The data on
average wheat yield considered as discriminant variable. The stepwise regression
procedure was adopted by using 26 years data. The prediction equations and forecast
of subsequent years were made separately for 22 to 26 years data set. The positive
and significant effect of time trend (29 kg ha™ year') and the beneficial effect of total
rainfall (10 kg ha' year') on wheat productivity were observed in Rajkot district
(Gujarat). The week wise approach using original weather variables was found to be
superior to other approaches. This approach provided suitable pre-harvest forecasting

model predicting yield 6 weeks before expected harvest (3™ week of February) time



and explained more than 95 per cent variation in wheat yield. The deviations between
the predicted and observed yields ranged from 0 to 7.51 per cent.

Kaur and Hundal (2009) employed ten yearly moving averages in trend line
obtained by regression against time for annual, kharif, summer, rabi and winter
season rainfall for past 108 years (1991-2008). It resulted that annual, kharif and
summer seasons reveled an increasing trend and no significant trend in rabi and
winter season rainfall was observed.

Krishnakumar er al. (2009) studied the temporal variation in monthly,
seasonal and annual rainfall over Kerala, India for the period of 1871 to 2005 using
Man — Kendall rank Statistics and linear trend. Analysis revealed significant decrease
in southwest monsoon rainfall while increase in post -monsoon season over the state.
Rainfall during winter and summer season showed significant increase in trend, but
during June and July significant decline trend, while increasing trend in January,
February and April. Increase in the frequency of tropical cyclones during the post-
monsoon season may be one of the important reasons for increasing post-monsoon
rainfall over Kerala. Majority of plantation crops are likely to benefit due to increase

in rainfall during the post-monsoon season.

Trend detection of rainfall for the period 1901-2000 over India was carried
out using Sen’s non-parametric estimator of slope, the magnitude of trend in hydro-
meteorological time series and its statistical significance was assessed by the Mann—
Kendall test. (Jain and Kumar, 2012)

2.2.2 Linear and Non-linear regression models

Prajneshu (2002) used deterministic and stochastic models by adding an error
term for making appropriate assumptions about non-linear statistical models. To
minimize the residual sum of squares of normal equation, he employed iterative

procedures like linearization method, steepest descent method & Liebenberg —



Marquardt’s method (LM-method). Finally he interprets that LM-method represents
a compromise between the other two methods. It is good in the sense that is almost

always converges rapidly providing the vicinity of the true parameters.

Nandi and Kanth (2004) adopted different linear and non-linear growth
models for the purpose of estimating growth rate and fitting the best model. They
used one sample run test and Shapiro- Wilk test for randomness and normality of
time series data. They mentioned that R? is not an adequate measure for choice of
nonlinear models; because the reduced linear model obtained through linearization
method or LM method is not having intercept term. In case of model without

intercept term, sum of residuals is not zero. So they suggested R® or RMSE is a better

measure of goodness of fit than R’.

Sunilkumar and Prajneshu (2008) found superiority of a wavelet procedure
over Box-Jenkins approach and non parametric regression method on the basis of
mean square errors for the data of country’s marine fish production from 1971-
2002.

Real world observations are analyzed and integrated into an explanatory
model to stimulate behavior of a system. In quantitative models a dynamic system
like a crops rate of change in growth is approximated by rate of change of different
processes involved in it (Santhoshmithra, 2011).

Arunachalam and Balakrishnan (2012), analysed trends in area, production
and productivity of wheat crop using different non-linear models and non parametric
models. None of the non-linear model was found suitable to fit the trends in area data.
Nonparametric model was found to be a suitable measure to estimate the growth rates
of the wheat production. Finally they concluded that Sinusoidal model was found

suitable to fit the trends in production as well as productivity of wheat crop grown in

India.



Materials and Methods



3. MATERIALS AND METHODS

This study mainly utilizes data based on a field experiment on four commonly
grown banana cultivars viz,, Nendran, Robusta, Redbanana and Njalipoovan in
Kerala. This chapter gives briefly the characteristics of the study location, materials,
various statistical methods and techniques utilized in analyzing the available data.
The details are presented under the following headings.

3.1 Description of the experimental site
3.2 Materials: Collections of primary and secondary data
3.3 Methods: Statistical tools and technique employed.

3.1 Description of the experimental site

A general awareness about the characteristics of the study area is vital to
understand the background of research. The field experiment was conducted in the
instructional farm, College of Agriculture, Vellayani. The site is situated at 8°25'N
latitude and 76" 59" E longitude at an altitude of 29 m above MSL.

3.2 MATERIALS: COLLECTIONS OF PRIMARY AND SECONDARY DATA

3.2.1. Collections of primary data:

3.2.1.1Growth and yield characters of banana plants and their measurement
Simple random sample of about 50 suckers were selected from 300 sucker

samplings of each of the four cultivars. All banana cultivars were planted during

October - November 2014. Recommended practices were followed during the

cultivation, The following biometrical characters were recorded from each plant.



3.2.1.2. Growth characters and notations used

1. Weight of suckers [SW]-The sucker weight was recorded in kg at the time of
planting.

2. Girth of suckers [§G] -The girth of sucker was measured in cm.

3. Length of suckers [SL]-Length of sucker was measured from base of sucker to the

tip of sucker in cm.

4. Plant height ( for i"month H; i=2,3,...9) - Height of plant was measured in

cm from base of the stem at soil level to the axial of the youngest leaf of plant.

5. Girth of plant (for i"month G; i=2,3,...9) - Girth of pseudo stem at base level

above the soil level was measured in cm.

6. Number of leaves ( for i" month L; i=2, 3,...9)-The number of leaves which

were photo synthetically active (green) were counted in each plant at every month,

7. Leaf area (of D leaf) [LA] -Leaf area of D-leaf (fully opened top 3™ leaf in 4th

month of growing) was measured and calculated using equation (by Murray, 1960)
LA = LxWx0.38
Where,

LA: leaf area in cm®
L: length of lamina measured in cm from base of leaf up to tip

W width of leaf was measured from broadest part of lamina

N



3.2.1.3. Bunch Observations

1. Bunch weight (BW) — the whole bunch structure was weighted (bunches, stalk,
and rachis) and recorded in kg

2. Weight of second hand (WSH) — this is the reference hand of bunch. Weight of
second hand was recorded in kg.

3. Weight of the fruit (FW) — the weight of the fruit was measured in grams (g) of
central finger in the external row of the second hand (reference hand) was obtained
individually from each bunch.

4. Length of the fruit (FL) — measured in cm over the external curvature of the
fruit or central finger in the external row of fruits in the second hand from the base to
the apex of the fruit (disregarding the peduncle and the apex)

5. Girth of the fruit (FG) — measured in cm at the median part of the central fruit
in the outer row in the second bunch.

6. Numbers of fruits (NVF)-Number of fruits were counted from each bunch
3.2.1.4. New added parameter

Volume of sucker (§V) - sucker volume approximated from formula of

volume of cone and measured in cm’

1 ;
Vo= — SG/y2
.SV—371'><( /2) x SL

3.2.2. Collections of secondary data:

The data pertaining to area, production, productivity, cost of cultivation,
whole sale price and climatic factors were collected for the period of 25 years (1990
to 2015) from the publications of Department of Economics and Statistics,

Thiruvananthapuram, Kerala.



Area (ha), production (mt), productivity (kg ha), whole sale price (Rs qtl™"),
rainfall (mm) and rainy days were collected for the study period. Available data on

cost of cultivation of banana (Rs ha™'year) was collected for last 15 years (2000-
2015).

3.3. METHODS: STATISTICAL TOOLS AND TECHNIQUES EMPLOYED.

The methods of statistical analysis and their details are presented below
3.3.1. Detection and removal of outliers and leverages

Generally data are influenced by outliers and extreme values, so the
foremost step in the analysis is scrutiny of data. To overcome this problem outlier
diagnostics is carried out using box plots. The box plot uses the median and the lower
and upper quartiles (defined as the 25" and 75" percentiles). If the lower quartile is
Q) and the upper quartile Qs, then the difference (Q;- Q)) is called the inter quartile
range (/OR) and it is length of box plot. An outlier is any value that lies more than
one and half times the length of the box from either end of the box. i.e if a data point
is below Q,-1.5xIQR or above Q;+ [.5xIQR , it is viewed as being too far from
the central values (Benjamini, 1988). Similarly leverage is a measure of how far
away the independent variable values of an observation are from those of the other
observations. If calculated leverage value is less than (2xp / n) (where p is the
number of characters and n number of observations) then the observations among

predictors are within safe limit (Goodall, 1993).



3.3.2. METHODS OF STATISTICAL ANALYSIS AND DEVELOPMENT OF
FORECAST MODEL FOR PRIMARY DATA.

3.3.2.1. Correlation analysis

Simple correlation coefficients were computed among bunch weight of Banana
and the above described Biometrical characters (Growth and Bunch observations)

separately for each cultivar obtained as below:

= Z(xf_;) ()’r_;)
k-5 S0 -5f

Where,

Z(xi _;) ()’1 ‘;)

n

bunch weight(y).

3 - 3f

n

>, -5f

= Covariance between biometrical variables (x) and

= Variance of biometrical variables (x)

= Variance of the bunch weight (y).

Correlation coefficients were compared with table values at (n-2) degrees of
freedom (df) at the probability at 0.05 and 0.01 level of significance; ‘n’ is the

number of observations .
3.3.2.2 Multiple linear regressions (MLR)

Linear regression is a method of estimating the conditional expected value of
variable Y given the value of variable A" The variable ‘Y is called the dependent

variable (bunch weight) and variable ‘X" is called explanatory variable (biometrical



characters). Multiple Linear regressions analysis provide a statistical tool that allows
to examine how multiple independent variables are related to a dependent variable
and use it to make much more accurate predictions and identify best model. In most
situations, more than one predictor variable will be available. This leads to the

following process is called “Multiple linear Regressions Analysis™.

E(Y]X) = & + px (Simple linear regression)
E(YIX) =a+ fX, +..+5,X, (Multiple linear regression)
Generally the model

Yo = XfB + Xpf + . + X,0,te

Where random noise variables &;. . . &, are independent and identical distributed
N(0,6" ). We can write this in a matrix form as below
Y = Xp+¢

Y=(Y,, Y2 Y,),isthe vector of the dependent Variable (of bunch weight)

X, Xip
D Xy o Xy, . : .
X = is nx(p+1) matrix of explanatory variables
I X, . . X,,_.,‘M[pm
By o ]
B = A w8 S|
ﬁP pxl 81’,‘,,.,1

The least square estimation of the multiple linear regression coefficients are given as

A

B =((XX)'XY and lts sampling variance is V () = (XX) "o’



3.3.2.2.1 Stepwise regression

After fitting the regression models, an important scaling issue is selection of
explanatory variables which really influence yield. Many methods are available for
selection of influencing explanatory variables. In deciding on the “best” set of
explanatory variables for a regression model, most common method is stepwise
regression. In this method introducing the X variables one at time (stepwise forward
selection) or by including all the possible X variables in one multiple regression and
rejecting them one at a time depending on its influences on Y (stepwise backward
elimination) or combination of both forward and backward i.e stepwise regression
method. The decision to add or drop a variable is usually made on the basis of the
contribution of that variable to the error sum of square (SSE), as judged by the F test.
(Montgomery, et al. 2003)

To test the significance of partial regression coefficients using analysis of variance
Hy: ﬁ,‘=0 VS. H{;ﬁ,’?‘: 0
Fori=1,2,....q

Table.1 Analysis of variance for significance of stepwise regression

Source variation df Sum of square | Mean sum of square | F- value
Regression q SSR MSR MSR/MSE
Residuals N-g-1 SSE MSE
Total N-1 SST

Where,

N is number of observations,
¢ is the number of independent variables

SSE = SST-SSR
MSR = SSR/q
MSE =SSE/N-g-1



The F statistic is compared with the critical Fp g n.¢.1, 1f observed F-value is greater

than the critical F, then H, will be rejected.
3.3.2.2.2 Goodness of fit statistics

3.3.2.2.2.1Coefficient of determination
The Coefficient of determination (denoted by R’) is a key part of regression
analysis. It is interpreted as the proportion of the variance in the dependent variable is
predictable from the independent variables.
The R’ lies in the interval [0, 1]

e An R’ of 0 means that the dependent variable cannot be predicted from the

independent variables.

e An R’ of 1 means that the dependent variable can be predicted without error

from the independent variables.

e An R’ between 0 and 1 indicates the extent to which the dependent variable is

predictable.

How well the estimated model fits the data can be measured by the value of R’ In
general, the R’ measures percentage of the variation explained by regressors in the
total variability, which is explained by

R’ = SSR/SST = 1- SSE/SST
Significance of the R* have been tested using F test
F = (n-q-DR/q(l = R?) followed with F,,.,.; degrees of freedom

3.3.2.2.2.2. Adjusted R (R*)

F:l—(l—R“)———ni';l_l

. -3 ?
As we see from this formula, R® should be always less than R°, for

comparative purpose, R” is a better measure than computed R°. A adjusted R is a



modified version of R’ that has been adjusted for the number of predictors in the
model. The adjusted R’ increases only if the new term improves the model more than
would be expected by chance. It decreases when a predictor variable improves the
model by less than expected by chance. Here, P is the number of regressors variables

included in the equation, n is number of observations (Theil, 1971).

3.3.2.2.2.3. Detection of multicollinerity

The presence of high linear correlation existing between explanatory
variables, causes serious problem in estimation, prediction and inference is called
multicollinerity. Variance inflation factor (VFIF) is an appropriate tool used for the
detecting the multicollinerity. VIF measures how much the variance of the estimated
regression coefficients are inflated as compared to when the predictor variables are

not linearly related(Montgomery, et al. 2003).

Let's consider a model with correlated predictors:
YisPotPixit APt Ay xip i+ E,
The variance inflation factor for the & predictor. That is:

VIF, = —
1 — R}

Where, R} is the R”-value obtained by regressing the #” predictor on the remaining

predictors.

If, VIF = 1, there is no correlation among the ¥ predictor and the remaining
predictor variables.

If, VIF < 4, there is no such serious multicollinerity among the #” predictor and the
remaining predictor variables.

If, VIF >10, signs of serious multicollinerity among the &” predictor and the remaining

predictor variables and requiring correction.



3.3.2.2.2.4. Mallow’s Cp Criterion

Model consisting of k regressors, from that of p regressors (p<k) were
choosen, then whether the model with p regressors is adequate or that it does not
suffer from lack of fit is studied by Mallow’s Cp Criterion. Following criterion for

model selection, known as the Cp criterion:

RSS
C, = 0_2” -(n—Zp)

Where,
n is the number of observations.

RSS,, is the residual sum of squares of p regressors

In choosing a model according to the Cp criterion, we would look for a model

that has a low Cp value, about equal to p.

3.3.2.2.2.5. Percent error deviation (PED)
PED is the per cent of deviation of estimated value from actual value. The per
cent error can be determined when the actual value is compared to estimated value

according to the equation below:

| Estimatedvalue — Actualvalue | "

PED = 100

Actualvalue

3.3.3. PRINCIPAL COMPONENT ANALYSIS

The principal component analysis (PCA) is one powerful statistical methad
widely applied to find the best low-dimensional representation of the variation in a

multivariate data set. We carry out a PCA to capture most of the variation using a



small number of new variables (principal components). PCA reduces the original
variables into a new set of uncorrelated variables known as principal components (
PCs).The PRINCOMP procedure performs PCA in SAS System 9.3 software. As
input can use raw data, a correlation matrix, a covariance matrix, or a sum-of-
squares-and-cross products (SSCP) matrix. The output data sets containing Eigen
values, eigenvectors, and standardized or unstandardized principal component scores
(Rao, 1964).

Steps in PCA

1. From the data matrix X of independent variables (biometrical characters) of
size KxN ( K is the number of biometrical characters and N is the number of
observations

2. Calculate the covariance matrix( S) based on X

3. Based on characterstic equation, eigen values ( 4,) and eigen vectors (e) are

obtained
Ky Xy o Xy cov(l,) cov(l.2) . . covl, k)
x =|%2 X2 o X o |eov2D) cov2d) L cov k)
Xiv Xov - Xavlgoy cov(k,]) cov(k.2) . .cov(k, k)], .

Principal components were calculated using eigen values and eigen vectors.
First principal component (PC ) which, eigenvalue with the largest absolute value
will indicate that the data have the largest variance along its eigenvector, the
direction along which there is greatest variation. PC; had the maximum variation
left in data, orthogonal to the PC,. In general, first two- three directions manage

to capture most of the variability in the data

L



3.3.4. SECONDARY DATA ANALYSIS
3.3.4.1 Linear and nonlinear models

Linear and non linear models were fitted for each parameter and identified
the best models to study trends of banana production. The following growth models
are attempted and their estimation procedures used for developing suitable growth

models for banana production.

1. Linear model: The form of the model is
Y=05b +b()+¢

2. Logarithmic model: The curve of the model is,
Y =b, +b In(t) + &

The curve of the model is presented below

3. Inverse model: The equation of the model is,
b
Y =5, + T‘ +&

The curve of the model is presented below

—




4. Quadratic model: The form of the equation is,

Y=b,+bt+bt’ +e¢

The quadratic model can be used to model a series that “takes off” or a series

that dampens, the curve of the model is presented below

5. Cubic model: Here the equation is,

Y =b, + bt +bt* +bt +¢

The representation of the model is given below

]
6. Power model: It has the form,

Y = bithe

On transformation, linear form with excluded error term
In(Y) = In(b,) + b, In(r)

The shape of the curve in this model is

:
o b



7. Compound model: It has the form
Y = bb'e
On transformation, linear form with excluded error term
In(Y) = In(b,) + 1 In(b,)

The shape of the curve in this model is

8. S-Curve: It has the form,

In (Y) = b+ by (24 which is a linear form of the model with excluded error term

The shape of the curve in this model is

9. Exponential model: The form of the equation is,

Y = byt

Linear form is , In(Y) = In(b,) + (b;¢)

The Exponential curve is given below

< 4



Where,

Y = Area /production /productivity / wholesale price / cost of cultivation,
t = years (1991-2015),
by, by, by and b, are constants to be estimated

In = Natural logarithm

3.3.4.2. COMPOUND ANNUAL GROWTH RATE (CAGR)

Trend analysis in area, production, productivity, whole sale price and cost of
cultivation on banana was studied using compound annual growth rate. Student’s ¢
test was adopted to find significance of regression coefficients (Dhindsa and Sharma,
1995).

Compound Growth Rate in area, production, productivity, farm harvest price,
procurement price, scale of procurement of paddy was estimated using exponential
function and it is given as

In(Y) = In(b,) + (b1
Where, ¢ is the time variable,
Y is the variable for which growth rate is calculated
by is the regression coefficient of 7 on Y.
The Compound Annual Growth Rate (CAGR) is obtained as

CAGR (%) = (Antilog by— 1) = 100



3.3.4.3. RAINFALL AND RAINY DAYS ADJUSTED GROWTH RATES

In order to take into account the effect of climatic factors on the growth of
area, production and productivity of banana, rainfall and rainy days adjusted growth
rates were worked out employing the following equation (Cummings and Ray, 1969).

logY, = B, + Bt + B, log R, +u,
Where,
Y, = Area/Production/Productivity
t=timeinyears 1,2, 3... etc
R,= annual rainfall/ rainy days
1, = random disturbance term
(Antilog f; -1) x 100 gives the rainfall and rainy days adjusted growth rates to the

banana production

3.3.4.4.Residual analysis

After fitting non- linear model and getting predicted values, checking the
assumption of residuals are essential. So two important assumptions made in the

model are

1. Errors are randomly distributed

2. Errors are normally distributed

3.3.4.4.1Test of Randomness: One Sample Run Test

Randomness of residuals can be tested by using non-parametric one sample
run test (Siegel and Castellan, 1988). A run is defined as a succession of identical
symbols in which the individual scores or observations originally were obtained. For

example, suppose a series of binary events occurred in this order:

tt -t oot 4ot then number of runs =7 forn=15



If very few runs occur, a time trend or some bunching owing to lack of
independence is suggested. If a great many runs occur, systematic short-period

cyclical fluctuations seem to be influencing the scores.

Let ‘m’ be the number of elements of one kind, and ‘n’ be the number of
elements of the other kind in a sequence of N = m + n binary events. If both m and n
are less than or equal to 20 (small sample), then the number of runs, r if falls between

the critical values, we cannot reject null hypothesis.

For large samples if either ‘m” or ‘n” is large than 20, a good approximation

to the sampling distribution of ‘r’ is the normal distribution with.

2mn
Mean=( p,)= — + 1
(==

2mn(2mn — N)
N*(N - 1)

and standard deviation =6,= ‘/

then Hy may be tested by 7= r- A
o

The significance of any observed value of Z computed by using the equation may be

determined from a normal distribution table.

3.3.4.4.2. Test of Normality: Shapiro-Wilk Test
Three popular tests for normality are, the Shapiro-Wilk (Shapiro and Wilk,
1965), the Kolmogorov — Smirnov test, Cramer Von Misses test and Anderson-

Darling test. If the sample size is less than 2000, the Shapiro-Wilk test is better.

Shapiro-Wilk statistic *“W* s given as

-t
=¥,



. [Z.: a,X“,]

n

2 (X, - X)°

i=]

Where,

i=1,..., n

X“.) = ordered sample values
a = constants generated from mean, variance and covariance of the order

statistics of a sample of size ‘n’ from a normal distribution.

If the p-value is smaller than the critical value, normally 0.05, H is rejected

and we conclude that the population is not normal. The distribution of Shapiro-Wilk
statistic is W; ranges in between 0 and 1, highly skewed to the right.

3.4.4 Statistical Software Used for the analysis

SAS.9.3 (licensed by IASRI), IBM SPSS. 20, STATA.12 and MS Excel-07
statistical packages are used for tabulation, correlation analysis, multiple linear

regression, principal component analysis, and trend analysis.



Results



4. RESULTS

Keeping in view the objectives of the study, data collected from field and
published sources were analysed employing appropriate statistical techniques. This
chapter presents the results in line with the objectives of the study under the

following headings.

4.1. Summary Statistics

4.2. Correlation analysis

4.3. Multiple linear regression analysis (Stepwise)

4.4. Principal component analysis

4.5. Trend analysis for banana production

4.6 Compound annual growth rate (CAGR)

4.7. Rainfall and rainy days adjusted growth rates to banana production

4.1 Summary Statistics

4.1.1. World banana production

Bananas are the fifth largest agricultural commodity in the world trade after
cereals, sugar, coffee and cocoa. India, Equador, Brazil and China alone produce half
of total bananas of the world. The world scenario of area, production and productivity

of banana for world and India is given in Table.2

Table.2 Area, Production and productivity of banana in world and India during
2012-13

Area( 000/a) | Production('0007) | Productivity(kg ha ')

World 5577 100823 18078

India 811 30247 36856

Source : (FAO, 2015)



4.1.2. State level banana production

The major banana producing states of India are Tamilnadu, Maharashtra,
Kamataka, Gujarat, Andhra Pradesh, Assam and Madhya Pradesh. Table. 3 provides
state wise area, production and productivity of banana in India during 2012-13

Table.3 State level Area, Production and productivity of banana for 2012-13

States Area( in'000ka) | Production(in 000m¢) | Productivity (mt ha™)
Tamilnadu 113.7 5136.2 45.4
Gujarat 61.9 45234 73.0
Maharashtra 85.0 3600.0 423
Andra Pradesh 80.6 32427 40.2
Karnataka 104.4 2529.0 242
Bihar 315 1702.4 54.0
Madhya Pradesh 33.0 1701.0 51.5
West Bengal 41.0 1077.8 26.2
Assam 53.4 837.2 15.6
Kerala 61.6 515.6 83
Orissa 247 521.3 21.1
Other states 175.3 1873.1 10.7

Source: (NHB, 2014)

4.1.3 Characteristics of banana cultivars

Based on the observations of all growth and yield characters from four

banana cultivars at different periods. The mean and standard deviation (S.D) were

worked out and the Tables 4, 5, 6 and 7 depicts the mean and S.D of growth and

yield characters at different growth period of banana cultivars.

.—-'! "‘ :



Figure.l. Average growth performance of cultivars at maturity stage

Average growth performance of cultivars

| Average plant height(cm) ™ Average plant girth (cm) = Number of leaves

342
x5 2342
3 1824
58 50 62 55 60 52 S
Nendran Njalipovan Redbanana Robusta

Figure.2. Average bunch weight of cultivars

Average yield(kg)

= Average yield(kg)

Nendran Njalipovan Redbanana  Robusta
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4.1.4. Detection of outliers, leverages and multicollinerity.

Detection of outliers and leverages in data set were done for each cultivar at
every month. Calculated leverage values were less than 2xp / n (0.16) shows that
observations among p predictors are within safe limit. Some observations were found
as more than this limit and such observations are discarded to carry out the good
prediction. Four to five outliers were detected in respective month using box plot
and removed to carry out error free regression analysis. In Table 8, 0.02 indicates 2

per cent out of hundred observations are too away from the central values.

Table.8 Measure of outliers and leverages for each month of biometrical characters

Measures Nendran : months

1 2 3 4 5 6 7 8 9

OQutliers 0.02 | 002 | 0.00 | 000 | 0.00 [ 0.02 0.02 0.04 0.04

Leverage 0.19 1020 | 0.18 | 0.14 | 0.14 | 0.18 0.18 0.20 0.20

Measures Njalipoovan : months

1 2 3 4 5 6 7 8

Outliers 0.02 | 0.04 0.00 0.02 0.00 0.02 0.04 0.04

Leverage 0.14 | 0.18 0.18 0.16 0.14 0.18 0.18 0.20

Measures Redbanana: months

1 3 4 5 6 7 8
Qutliers 0.04 0.02 0.00 0.02 0.02 0.02 0.04
Leverage 0.20 0.18 0.14 0.16 0.18 0.20 0.18
Measures Robusta : months

1 3 4 5 6 7 8

Outliers 0.04 0.04 0.04 0.04 0.000 0.02 0.00
Leverage 0.16 0.16 | 0.14 0.20 0.18 0.18 0.20




4.2. Correlation analysis

The knowledge regarding association of various characters among themselves is
necessary to understand the nature and degree of relationship. The Pearson’s product
moment correlations between yield and biometrical characters at different plant
growth stages (month) are calculated for Nendran, Njalipoovan, Redbanana and

Robusta cultivars and the results are presented as follows.

4.2.1 Nendran

The estimate of correlation coefficient between bunch weight and biometric
characters are presented in Table 9. All the estimated correlation coefficients between
bunch weight and sucker characters were non-significant, which is an indication of

non significant relation between bunch weight and suckers characters.

Vegetative characters of Nendran namely plant height, girth and number of
leaves were recorded at second to ninth month of growth period. It is evident from
the Table that final yield was significantly correlated with plant height at 4", 5%, 6%
and 7" month, plant girth at 3™, 4" 5™ and 6" month respectively. This clearly
indicates that the yield (bunch weight) mainly depends upon the plant height and
plant girth attained at different growth stages of the plant. The highest association to
the yield was from the plant height (0.787) at 4™ month and plant girth (0.832) at 5™
month. Fruit characters like number of fruits (0.558) and fruit girth (0.578) at
harvesting stage had positive significant correlations with yield. Hence, these bunch

characters also can be effectively used for estimation of yield
4.2.2 Njalipoovan

The product moment relationship between yield and biometric characters

were presented in Table 10. The results shows that, in the case of Njalipoovan there



didn’t exists any significant relationship between yield and sucker variables, but SW
(0.346) and SG (0.359) had some positive correlation with bunch weight. Growth
characters of Njalipoovan namely plant height, plant girth and number of leaves were
recorded at second to eight month of growth period. Here also results suggests that
bunch weight had significant positive correlation with plant height at 3™, 4% s
and 6™ month of growth period. Similar relationship was noticed in the case of plant
girth. In addition to this, Ly and LA were also positive and significant correlation with
yield at 1 % significance level. Variables of 4™ month was having more correlation
than previous months for plant height and girth with yield. Bunch characters namely
number of fruits per bunch (0.678), weight of second hand (0.678), fruit weight
(0.687) and fruit girth (0.535) also had significant positive relationship with yield at 1

per cent level
4.2.3 Redbanana

The significant product moment correlation coefficient between yield and
biometrical characters were calculated for different growth stages are presented in
Table 11. Correlation coefficients were negative and non significant in the case of all
sucker characters with bunch weight. Vegetative characters of Redbanana namely
plant height, plant girth and number of leaves were recorded from third to eighth
month of growth period. It is evident from the table that final yield was significantly
correlated with plant height and plant girth at 4™, 5 | 6" and 7" month at one per
cent significance level. As observed by the correlation analysis in 5™ month of
growth, plant height (0.913) and plant girth (0.857) had high correlation with bunch
weight. So these variables would be the best predictor variables in Redbanana. For
harvest stage, number of fruits per bunch (0.777), weight of second hand (0.636) and
fruit weight(0.684) had positive relationship with bunch weight and contribute for

most part of yield.
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4.2.4 Robusta

The nature and degree of association of biometric characters with yield is
presented in Table 12. An attempt on correlating the biometric characters with yield
for robusta, provided, significant results in case of plant height, plant girth and some
fruit characters. Correlation coefficient (r) was observed for plant height (0.739) and
plant girth (0.795) at 4™ month indicates highly significant correlation with yield and
these variables were contributing more to yield compared to other months. It
indicates that the increase in plant height and girth resulted significant rise in bunch
weight. Also it is noticed that good relationship between bunch weight and plant
height, plant girth with bunch weight in fifth and sixth month. It clearly indicates that
plant height and plant girth are the two important characters help to increase the
bunch weight. With regard to fruit characters same result was noticed in Robusta such
as NF (0.769), WSH (0.545) and FW (0.616) were significantly correlated with yield.

4.3. Multiple Linear Regressions

In agriculture, statistical models play a vital role in prediction of crop yield
before harvest of the crops. An effort was made to develop the prediction models for
the crop yield with biometrical characters for every month; one which is found out to
be significant was selected. In case, there is more than one; the best models were
selected on the basis of R’ values, Adjusted R’ and Mallow’s C,. Multiple linear
regression technique was used to find the linear effect of biometrical characters at
different stages on bunch weight of banana cultivars namely nendran, Njalipoovan,
Red banana and Robusta. So regression models were fitted for each month of banana
growth using explanatory variables.Prediction models for yield were carried out with
the help of the biometrical characters. To know which of the predictor variables
among included in the model are most significantly contributing to the yield, the

stepwise regression was carried out and the models obtained.



4.3.1 Nendran

Prediction models for the crop yield with biometrical characters for every
month were attempted. The best models were selected on the basis of R’ values,
Adjusted R’ and Mallow’s Cp criteria and are depicted in the Table.13. In the first
month, sucker characters were used as predictor variables in multiple regressions.
The results of analysis indicated that, only 14 % of variation was explained by these
variables in the first month. None of the sucker characters had significant effect on
yield. In the second month, along with sucker variables, plant height, plant girth and
number of leaves were used as explanatory variables. But there was no considerable
increase in R’ and adjusted R’ values in the model. From 3™ month onwards, the
predictor variables showed significant increase in the R’ and adjusted R’ values. For
fourth and fifth month the R’ and Adjusted R’ were higher as compared to the
previous models with minimum number of explanatory variables, ie. in the 5™
month, about 80 per cent of variation was explained by the model with help of two
independent variables namely Hy and Ds. The result of the prediction models
confirms that Hy and Gs had significant role in predicting the yield prior to harvest of

crop.

Yield attributing characters like number of fruits, fruit weight and fruit girth
had predominant role in determing the final yield. It contributes to 55 per cent of
variation in total yield of Nendran cultivar and these three yield characters can be
used for estimation of yield at harvesting stage. The following prediction models

were selected as the best for early prediction from regression analysis for nendran

For 4" month, Y= - 0.47+0.03H3-0.08L,+0.01H+0.07G, (R* =0.740)
(R*=0.775)  (0.96) (0.009)** (0.064) (0.007)** (0.02)**
For 5" month,  Y=-1.37+0.025 H, +0.10 G_ (R* =0.778)

(R* = 0.805) (0.64)  (0.005)** (0.01)**

p

D



Stepwise forward regression analysis was conducted using all independent
variables to identify the best predictor variables and the result of the analysis suggests
that Hy and Gs were best explanatory variables to predict the yield (Table 17 and 18).

4.3.2 Njalipoovan

Prediction models for bunch weight with growth and yield characters for
every month were attempted. Multiple regression models were done in SAS 9.3
software and are presented in Table 14. In the first month, all sucker characters were
used as explanatory variables. Among sucker characters, weight and girth explained
16 per cent variation in the total yield. But none of the sucker characters had
significant effect on yield. In the second month, along with sucker variables, plant
height, plant girth and number of leaves of second month were used as explanatory
variables. Here also, all regression models didn’t reveal any considerable increase in
R’ and adjusted R’ values in the model. For second month, model with three
variables namely L, H, and SW were explained 17 per cent R’ by the model, which
was highest in second month. For the 3™ month, the predictor variables showed
reasonable increase in the R’ and adjusted R’ values. Hy and G; made significant
effect on bunch weight with R’ of 61 per cent, which was rational, compared to first
two month. Added new variables in the fourth month made a significant increase in
the adjusted R’ of 80 per cent and results that 81 per cent variation by the model. L4
and Hy variables made significant effect on bunch weight, which was highest
compared to all months. Subsequently, these two variables has made dominant role in
all prediction models with increase in R’ and adj.R’. Therefore it was clearly
understandable that, fourth month is reasonable and best for prediction of yield prior
to harvest in Njalipoovan cultivar. Number of leaves and plant height of fourth

month are chosen as best predictor variables form multiple regression analysis.

Yield characters like number of fruits, fruit weight, fruit girth, fruit length and

weight of second hand were used for multiple regression analysis. Results of analysis

a1



shows that fruit weight and fruit girth were made significant role in estimation of
bunch weight at harvesting stage and contributes to 71 per cent of variation in total
yield of Njalipoovan cultivar and these two characters s are significant at 1 per cent
significance level. The following prediction models were selected as the best for early
prediction from regression analysis

For 4" month, Y= 2.78-0. 04G +0.07L +0.04H, (R* =0.795)
2 _
(R*=0817)  (030) (0.015)** (0.039)** (0.04)**

For 5" month, Y=2.98- 0.07G +0.08L +0.04H +0.04G -0.0001LA
(F =0.805)
(R?=0.834) (0.37) (0.03)** (0.03)** (0.004)** (0.03) (0.0007)

Stepwise forward regression analysis was conducted using all independent
variables to identify the best predictor variables and the result of the analysis suggests
that H; and Ly were best explanatory variables to predict the yield, which are
significant at one per cent level of significant(Table 19 and 20)..

4.3.3. Redbanana

Table 15 presents prediction models for bunch weight of Redbanana with
growth and yield characters for every month. As done in last two cultivars, in
redbanana also in the first month all sucker characters were used as explanatory
variables. But results were not satisfactory with sucker characters. None of the sucker
characters had significant effect on bunch weight. In redbanana growth characters
were recorded from third month to eight month. Plant height, plant girth and number
of leaves of third month were used as explanatory variables along with sucker
characters. Here also, were attempted regression models for each month. Plant height,
plant girth and number of leaves for the third month were not showed sufficiently

increase in R’ and adjusted R’ values in the model. Model with three variables



namely L;, H; and G; were explained R of 14 per cent by the model, which was
highest in that month. Addition of new variables in the fourth month made a
significant increase in the adjusted R’ of 73 per cent and R’ of 74 per cent variation
was explained by the model. G4 and Hj variables had significant effect on bunch
weight, because addition of these variables help in increase R’ as compared to past
months. From the fifth and subsequent months, these two variables namely, Hy and
Gy are played dominant role in all prediction models with an increase in R’ and
adjusted R’. Therefore it was clearly evident that , fourth month is perfect and best
for prediction of yield prior to harvest in Redbanana cultivar with maximum
variation in the total yield. Plant height and plant girth of 4™ month are chosen as best

predictor variables form multiple regression analysis.

Yield characters like number of fruits, fruit weight, fruit girth, fruit length and
weight of second hand were used for multiple regression analysis. Results of analysis
found that number of fruits and weight of second hand were made significant role in
estimation of bunch weight at harvesting stage and contributes to 71 per cent of
variation in total yield of the cultivar, The following prediction models were selected

as the best for early prediction from regression analysis
For 4" month, Y=0.12+0.09 H +0.02 G, (R? =0.738)

2 __
(RT=0.748)  (0.83) (0.024)** (0.06) **
For 5™ month, Y=0.19-0.02H +0.04H +0.07H +0.06G ; (R* =0.862)
(R*=0.873)  (0.63) (0.012) (0.019)%* (0.014)** (0.04)**

Stepwise forward regression analysis was conducted using all independent
variables to identify the best predictor variables and the result of the analysis suggests
that Hy and Gs were best explanatory variables to predict the yield, whichare

significant at 1 per cent and 5 per cent level of significance respectively (Table 21
and 22).



4.3.4. Robusta

Table 16 presents prediction models for bunch weight on growth and yield
characters at every month of Robusta cultivar. As similar to the other three cultivars,
in robusta also all sucker characters were used as explanatory variables. None of the
sucker characters had significant effect on bunch weight. In Robusta cultivar growth
characters were recorded from third month to eighth month. Hs, G; and L; were used
as explanatory variables in the prediction models from third month onwards. Using of
these variables resulted an increase in Adjusted R’ (0.677) and maximum variation (R’
of 0.691) in total yield explained by model. From 3™ month onwards, Adjusted R’
and R’ was geared up to a rational. Addition of new variables in the fourth month
made a significant increase in the adjusted R’ (of 72 per cent) and resulted that 75 per
cent variation explained by the model. From the fifth month, two variables Hy and G5
along with fifth month data had dominant role in all prediction models with instant
increase the R’ and adjusted R’. Therefore it was clearly evident that , fourth month
was perfect and best for forecasting of yield prior to harvest in Robusta cultivar
with maximum variation in the total yield. Subsequently these two variables made
significant role in all months. Plant height at 4™ and plant girth at 3 month  are

chosen as best predictor variables form multiple regression analysis.

Yield characters like number of fruits, fruit weight, fruit girth, fruit length and
weight of second hand were used for multiple regression analysis. Results of analysis
found that number of fruits and fruit girth were made significant role in estimation of
bunch weight at harvesting stage and contributes to 96 per cent of variation in total

yield of cultivar .which was maximum among all cultivars.

The following prediction models were selected as the best for early

forecasting from regression analysis

For 3" month, Y=6.82+0. (MH}'*‘O.Z76‘i (F =(0.677)



(R’ =0.691) (0.62) (0.02)** (0.03)**
For 4" month, Y=3.37+0.09SL-0. 141L3+0. 08H4+0. 259(}'3 (P =0.721)

(R’ =0.752) (1.18) (0.03) (0.14)  (0.022)** (0.03)**

Stepwise forward regression analysis was conducted using all independent
variables to identify the best predictor variables and the result of the analysis suggests
that Hy and G; were best explanatory variables to predict the yield, which are
significant at 1 per cent and 5 per cent level of significance respectively (Table 23
and 24).



Table.13Multiple linear regressions of bunch weight on biometric characters for each
month in Nendran

Multiple linear regression Model fit criteria

MONTH

-

No. Best model selection Adi.R* | R’ Cp

o Y = 9.41-1.04SW —0.11SL+0.0002SV
1 3 0.119 | 0.145 | 5.00
(1.33) (0.55) (0.04) (0.007)

3 Y= 3.14-0.768W- 0.035L +0.10SG +0.06G,
2 4 0.119 0.141 3.11
(2.32) (0.62) (0.03) (0.05) (0.22)

- ;| Y= 115 +0.0035V-0.06G, ~0.16Ls+ 0.06H; +0.12 G, 555 | ez | s
(1.13)  (0.03) (0.03) (0.11) (0.01)** (0.04)** ) ' '

Y=-0.47+0.03 H;-0.08L,+0.01H4+0.07G,
4 0.740 0.775 | 0.08
(0.96) (0.009)** (0.064) (0.007)** (0.02)**

4&
Y=-0.39-0.02+0.03H5-0.07L4+0.02H,+0.07Gy4
5 0.746 0.779 1.36
(0.96) (0.02) (0.009)** (0.06) (0.02)**(0.025)**
=-1.37+0.025H,+0.10Gs.
2 0.778 0.805 2.2]
gh (0.64) (0.005)y** (0.01)**
Y=- L.6+0.01H3+0.01 Hy+0.03G4+0.07G;
4 0.809 0.830 3.80
(0.64) (0.009) (0.006)** (0.022) (0.019)**
Y=-2.71+0.015H35+0.016H4+0.03G4+0.06G5+0.006H,
i 5 _ 0.798 0.838 | -3.87
6 (1.01) ( 0.009) (0.006)** (0.022) (0.022)** (0.005)
=-5.35+0.08 Gq+003 H;
2 0.825 0.833 3.48
o (0.97) (0.015)** (0.004)**

Y=-3.95-0.07 Ly +0.07 G4+ 0.04 Gs+ 0.02 H,
4 0.860 0.872 | -2.53
(0.99) (0.04)  (0.016)** (0.017) (0.004)**

o . = -6.08+0.06G4+0.05Gs+0.02H,+0.02G; ag | o | 45
(0.81) (0.15)** (0.018) (0.016)** (0.004) ' ' '

Y=-6.05+0.006G +0.05G5+0.02H,+0.03G-0.02G,

gt 5 0.878 | 0.892 | 4.37
(0.88) (0.15)** (0.018)** (0.016)** (0.004) (0.05)
Harvest Y =- 5,90 +0.14NF+ 0.17WSH+ 2.6 [FW+ 0.41FG
4 0.514 | 0556 | 4.30
stage (2.26) (0.031)** (0.39) (1.32) (0.180)**

* Significant at 5%, ** significant at 1% level, ( ) values in parenthesis indicates

standard errors for respective estimates




Table.14 Multiple linear regressions of bunch weight with biometric characters at

each month of Njalipoovan
Multiple linear regression Model fit criteria
MONTH -
No. Best model selection Adj. R’ R Cp
157 2 Y= 7.09+0.64SW-0.055G 0.120 | 0.162 2.53
(1.24) (0.34) (0.039)
gnd 3 Y = 6.9-0.05L +0.02H +0.325W _— p— _—
(1.2) (0.39) (0.03) (0.01)
3 5 Y =3.64+0.01H +0.11L +0.06H -0.15G,_+0.10G_ — — 545
(0.65) (0.010) (0.07) (0.09)** (0.05)** (0.05)
3 ¥=2.78-0.0408G +0.078L +0.045H 0,795 agi | 348
40 (0.30) (0.015)** (0.039)** (0.04)**
P ¥=3.09+0.03G -0.09G +0.08L +0.04H +0.04G, 0,800 0.838 i3
(0.39) (0.03) (0.04)** (0.03)** (0.004)** (0.03)
5 ¥=2.98- 0.07G +0.08L +0.04H +0.04G -0.0001LA 0,505 0834 | -2.90
5 (0.37) (0.03)** (0.03)** (0.004)** (0.03) (0.0007)
P ¥=3.32+0.03G_-0.09G +0.08L, +0.04H +0.04G -0.02L_ 0.817 0840 | -0.10
(0.37) (0.03) (0.04)**(0.004)** (0.03)** (0.03) (0.05)
Y=280+0.03G-0.09G +0.09L +0.03 H + 0.047 G,
7 (0.46) (0.03) (0.043)** (0.039)** (0.006)** (0.037) 0.819 0.843 | -0.88
6" -0.0001 LA +0.004 H,
(0.0007)  (0.003)
Y=3.58+0.041G -0.11 G +0.07 L +0.03 H +0.057G,
th n (0.39) (0.03) (0. 043)“ (0. 039)" (0 006)** (0 037) 0.816 0.857 2.01
-0.0001 LA -0.02L. -0.0641 +0.009 H +-0.02 G +0.011G_
(0.0001)  (0.05) (0.02) (0.003) (0.02) (0.05)
Y=5.22-0.017SL:+0.048G +0.042L +0.0117H -0.12
g 15| G+0.101L +0.03H +0. 05G . 0001 LA -0. 05L 5 0.824 0.878 8.54
0. 059L +0. mon n 037G, 0. 0183G -0. 0040H
Harvest | | Y=-2.78 +0.02 NF—0.04 FL+ 0.58 FW + 0.33FG 0693 | 0718 | 827
Stage (0.389) (0.06) (0.09)  (0.036)** (0.02)**

* Significant at 5%, ** significant at 1% level, ( ) values in parenthesis indicates

standard errors for respective estimates



Table.15 Multiple linear regressions of bunch weight on biometric characters at each

month of Redbanana

MONT | Multiple linear regression Model fit criteria
H No. Best model selection Adi. R | R? Cp
N Y=-3.53 +0.18SL+ 0.37SG — 0.0005 SV
15 3 -0.01 0.04 | 3.04
(11.8) (0.16) (0.34)  (0.0004)
Y=5.59 +0.712L + 0.079H - 0.1320G
: Yo 3 : 3 3 0.088 | 0.144 | 1.73
(1.90) (0.52) (0.04)  (0.15)
Y=0.12+0.09H +0.027G
2 4 4 0.738 | 0.748 | 4.06
) (0.834) (0.024)** (0.0584)**
4
Y=0.64+0.54L -0.15G +0.07H +0.34G -0.0001LA
5 3 3 4 4 0.750 | 0.789 | 2.1
(1.02) (0.27) (0.06)** (0.025)** (0.06)** (0.0001)
Y=-0.22+0.053H+0.087H+0.035G,
0853 | 0.859 | 1.92
) 3 (0.59) (0.05)** (0.087)** (0.05)**
51
Y=0,19-0.025H +0.04H +0.07H +0.06G
4 3 . ; ‘ 0.862 | 0873 | 1.28
(0.63) (0.012) (0.019)** (0.014)** (0.04)*
Y=1.086-002H +0.05H +0.07H +0.08G -0.04 G
i 5 ’ ! ’ ! ¢ 0.856 | 0.880 | 9.74
6 (3.5)(0.012) (0.01)** (0.014)** (0.06) (0.02)
Y= -923+0.29 SW + 0.14 SG - 0.0001S V-
X (3.68) (0.15) (0.06) (0.0001)
1
7 < 0.021H!+o_os3H4+0.069Hs+o.o7(3d+0.o7Hé-o.14201 0.891 | 011 | 555
(0.012) (0.019)** (0.014)** (0.06)** (0.003) (0.308)
4 Y=-10.46+0.30SW+0.1358G-0,00016SV-
8 10 0.021H +0.045H +0.073H +0.079G +0.191L +0.076H 0.014G_ 0.892 | 0914 | 630
L]
Harvest Y= -13.89+ 0.13NF+ |.71WSH +12.40FW+ 0.37FG
4 0.687 | 0.712 | 437
Stage (2.15)  (0.08)** (0.085)** (0.05) (0.01)

* Significant at 5%, ** significant at 1% level, ( ) values in parenthesis indicates

standard errors for respective estimates



Table.16 Multiple linear regressions of bunch weight on biometric characters at each

month of Robusta
Multiple linear regression Model fit criteria
MONTH
No. Best model selection Adj. R R Cp
Y=11.50 - 0.33 SW+ 0.08 SL - 0.02 SG
1* 3 0043 | 0025 | 4
(1.20)  (D.43) (0.09) (0.06)
Y=6.82+0.06 H + 027 G
2 : ! 0.677 | 0.691 | 8.55
3 (0.62) (0.02) (0.03)**
Y=6.98 +0.01 SL-0.18 Ly+ 0.07H +0.27G
4 3 > 0.683 | 0.711 | 9.40
(1.06) (0.01) (0.15) (0.02)** (0.03)**
Y=5.37+0.09 SL-0.14 L + 0.08 H + 0.25G
g 4 3 4 3 0.721 | 0.752 | 1.63
(1.18) (0.03) (0.14) (0.022)** (0.03)**
Y=4.70 - 0.65 SW +0.11 SL+ 0.15H + 0.08 H +0.02 G + 0.01H_
6 " 0.726 | 0.762 | 5.31
- (128) (023) (0.03) (0.014)x+ (0:022) (0:03)** (0.008)
Y=3.8 - 0.74 SW+ 0.12 SL+0.09 H +0.25 G +0.01 H + 0.03 H +0.09 G
7 3 3 ¥ ¢ ¢ 0.747 | 0.792 | 4.62
(1.32) (0.23) (0.03) (0.01)(0.03)** (0.015) (0.013)** (0.069)
Y=5.46-0.19 Ly+ 0.06 H+0.28 G;+0.013 H + 0.137L + 0.022 H
N 6 ' ;| g 0.746 | 0.780 | 9.56
6 (1.85) (0.14) (0.014)** (0.03)** (0.013)** (0.012) (0.003)
Y=2.97-0.82SW+0.1094SL-0.181L +0.075H +0.282G,
5 12 0.747 | 0.814 | 6.57

—0.024H4+0.Ol 8H5+0. 156L6+0.Ol 73H6-0.04806+0.02'QSG

Y=3.28-0.78SW+0.0984SL-0.193+0.081 H3+0.266G‘-0.0 1 6H4

g" 12 0.785 0.842 | 5.12
+U.024H5+0. i95L6+O.053H-8—0‘062Gﬁ+().038SG-0.045H7

Harvest Y =-15.31 4+ 0.16NF + 0.30WSH + 90.09FW - 0.07FG
4 0.914 0.967 | 4.16
Stage (0.97)  (0.005)**  (0.30) (0.61) (5.9)**

* Significant at 5%, ** significant at 1% level, ( ) values in parenthesis indicates

standard errors for respective estimates




Table.17 ANOVA for significance of stepwise regression for nendran at 5™ month

Source of df Sum of Mean sum | F- value | p- value

variation square of square

Regression 4 57.6 14.4 49.08 <0.0001

Residuals 40 11.7 0.29

Total 44 69.3

Table.18 Summary of stepwise regression for nendran (5™ month)

Variable Variablesin | Model R Standard p-value

entered model error
Gs 1 0.68%* 4.60 <0.0001
Hy 2 0.80** 2.10 <0.0001
Hs 3 0.81 0.95 0.1060
Gy 4 0.83 0.90 0.0873

Table.19 ANOVA for significance of stepwise regression for Njalipoovan at 4™

month
Source of df Sum of Mean sum | F- value p- value
variation square of square
Regression 4 26.81 6.70 54.61 <0.0001
Residuals 40 5.52 0.12
Total 4 32.33
Table.20 Summary of stepwise regression for Njalipoovan (4™ month)
Variable Variables in Model R° Standard p-value
entered model error
Ha 1 0.780%* 0.004 <0.0001
Gs 2 0.801** 0.015 0.028
L4 3 0.817 0.038 0.0524
LA 4 0.829 0.000 0.0861




Table.21 ANOVA for significance of stepwise regression for redbanana at 4™ month

Source of df Sum of Mean sum | F- value | p- value
variation square of square

Regression 5 306.32 61.26 33.06 <0.0001
Residuals 40 81.53 1.85

Total 44 387.86

Table.22 Summary of stepwise regression for redbanana cultivar (4™ month)

Variable Variables in | Model R” Standard p-value
entered model error
[ 1 0.661** 0.058 <0.0001
H, 2 0.748** 0.024 0.0002
Gs 3 0.762 0.06 0.1029
Ls 4 0.777 0.27 0.0835
LA 5 0.789 0.000 0.1207

Tabl.23 ANOVA for significance of stepwise regression for robusta at 4™ month

Source df Sum of Mean sum of | F- value | p- value
ofvariation square square

Regression 4 86.70 21.67 25.31 | <0.0001
Residuals 41 35.11 0.85

Total 45 121.81

Table.24 Summary of stepwise regression for robusta cultivar (4™ month)

Variable Variables in Model R Standard p-value
enfered model erTor
G; 1 0.687** 0.03 <0.0001
Hy 2 0.752* 0.022 0.035
L 3 0.765* 0.15 0.024
SL 4 0.772 0.01 0.0968




4.3.5. Detection of multicollinerity

Detection of multicollinerity among independent variables were done for each
cultivar at every month. The calculated value of variance inflation factor (VIF) for the growth
and yield characters were below the specified level (VIF<10), which indicates that no such
severe multicollinerity was present among the regressors of cultivars Nendran, Njalipoovan,

Redbanana and Robusta.
4.3.6. Prediction of bunch weight

Predicted bunch weights were calculated using selected best regression
models, in which nendran cultivar had less percentage error when compared to

observed yield. Njalipoovan had more PED (21.7 per cent) among four cultivars.

Table.29 Observed and predicted bunch weight for all cultivars

Cultivars Nendran Njalipoovan | Redbanana | Robusta
Observed 7.1 7.5 10.2 18.6
yield(kg)

Predicted | 6.78 6.16 8.58 16.40
yield(kg)

PED (%) | 4.7 21.7 18.8 13.41
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4.4. Principal component analysis:

Principal component analysis has been applied in this study as a statistical
approach to identify major variance components, their contributions and reduction of
dimensionality. This method assists in reducing the number of characters in the data
collection and also helps in reducing the cost and time during field experiment. In this
method, fewer variables explaining variations among individuals can be screened

among various characters

The multiple linear regressions fitted in section 4.3 assume the independency
among those explanatory variables. However this is not true as most of the
biometrical characters at different stages of the plant growth are highly correlated this
may leads to biased estimates. In order to overcome this multicollinearity, principal
component analysis has been used. The details of this technique are presented in
chapter 3. The principal component analysis adopted for all the four cultivars are

given below.
4.4.1. Nendran cultivar

For nendran cultivar eight biometrical characters at different growth stages are
treated as independent variables and subjected to principal component analysis.
Correlations among the biometric characters are presented in the Table 30. It Results
that biometrical characters were highly correlated themselves. The results of principal
component analysis are presented in Table.34. It was observed that the first principal
component alone has extracted about 66 per cent of the total variability and first three
principal components extracted about 83 per cent. Thus the first linear function itself
is enough so that a simple linear regression of the bunch weight with linear function

of the variable can indicate the contributing biometrical characters to the yield.

Highest contributions of variables in first principal component are Hy ( 0.37 ),

G4 (0.36 ), Hs (0.35), Gs (0.37) and NF (0.36). However all eight components equally

L’ri



contributing to the total yield. When we compare the first two components it can be
seen that the contribution of the variables of second component is mainly
characterized by Dy (0.43), H4 (0.33) and FW (0.36). Scree plot for eigen values are
depicted in Fig 3. which shows that only first principal component had eigen value
more than one, indicates we can get maximum amount of information on yield from

independent variables by using PC1 itself (Kaiser , 1960 ).
4.4.2. Njalipoovan cultivar

Eight biometrical characters at different stage are treated as independent
variables and subjected to principal component analysis for Njalipoovan cultivar.
Correlations among the biometric characters are presented in the Table 31. It Results
that biometrical characters were highly correlated themselves. The results of principal
component analysis are presented in table.35. It was found that the first principal
component alone has extracted about 55 per cent of the total variability and first four
principal components extracted about 85 per cent. Thus the first linear function itself
is enough so that a simple linear regression of the bunch weight with linear function

of the variable can indicate the contributing biometrical characters to the yield.

Highest contributions of variables in first principal component are Hy (0.44),
Hs (0.45), Hg (0.44) and NF (0.31). When we compare the first two components it can
be seen that the contribution of the variables of second component is mainly
characterized by LA (0.90), H4 (0.19) and WSH (0.25). Scree plot for eigen values are
depicted in Fig 4. Which shows that first two principal component had eigen value
more than one; indicates we can get maximum amount of information on yield from

independent variables by using PC1 and PC2.



4.4.3. Redbanana cultivar

Eight biometrical characters at different stage are treated as independent
variables and subjected to principal component analysis for Redbanana cultivar,
Correlations among the biometric characters are presented in the Table 32. It Results
that biometrical characters were highly correlated themselves. The results of principal
component analysis are presented in Table.36. It was found that the first principal
component alone has extracted about 57 per cent of the total variability and first three
principal components extracted about 81 per cent. Thus the first linear function itself
is enough so that a simple linear regression of the bunch weight with linear function

of the variable can indicate the contributing biometrical characters to the yield.

Highest contributions of variables in first principal component are Gs (0.41),
Hs (0.38), Hy (0.38) and FW (0.35). When we compare the first two components it
can be secen that the contribution of the variables of second component is mainly
characterized by NF (0.38) and WSH (0.54). Scree plot for eigen values are depicted
in Fig 5. Which shows that first two principal component had eigen value more than
one; indicates we can get maximum amount of information on yield  from

independent variables by using PC1 and PC2.
4.4.4. Robusta cultivar

Five biometrical characters at different stage are treated as independent
variables and subjected to principal component analysis for Robusta cultivar.
Correlations among the biometric characters are presented in the Table 33. It Results
that biometrical characters were highly correlated themselves. The results of principal
component analysis are presented in Table.37. It was found that the first prlincipal
component alone has extracted about 59 per cent of the total variability and first two
principal components extracted about 80 per cent. Thus the first linear function itself
is enough so that a simple linear regression of the bunch weight with linear function

of the variable can indicate the contributing biometrical characters to the yield.



Highest contributions of variables in first principal component are Hy (0.55),
G3 (0.47) and G4(0.49). When we compare the first two components it can be seen
that the contribution of the variables of second component is mainly characterized by
NF (0.96) and Hs (0.16). Scree plot for eigen values are depicted in Fig 6. Which
shows that first two principal component had eigen value more than one; indicates we
can get maximum amount of information on yield from independent variables by
using PC1 and PC2.

Table .30 Correlation matrix for biometric characters for Nendran

g:e“f;gz;’t“s H, Gi Hs G H, NF WSD
Ha 1
Ga 0.776** 1
He 0.702%* | 0.621** 1
Gs 0.630** | 0.656** | 0.675** | 1
H, 0.485%% | 0.489%* | 0.672%* | 0.708** | 1
NF 0.706** | 0.753** | 0.664** | 0.658%* | 0.564%* | 1
WSH | 0.676** | 0.547** | 0.590%* | 0.726** | 0.705** | 0.615** | 1
FW 0.571%% | 0.563** | 0.399* | 0.514** | 0.455%* | 0.582%* | 0.543%*

Table.31 Correlation matrix for Biometrical variables of Njalipoovan

Correlation
coefficients H G H; Gs Hy NE WSH
Ha 1
LA 0.174 1
Hs 0.840** | -0.006 1
He 0.702%* | 0.010 | 0.830%** 1
H; 0.669** | -0.066 | 0.655%* | (.787** 1
NF 0474%% | (0.032 | 0.493%% | (.539%F | ().306%* ]
WSH 0.673**% | (0.042 | 0.529** | 0.410%* 0.238 0.289 ]
FW 0315 0.024 0.328% 0.3 0.355*% | 0.213 0.259

*significant at 5% level; **significant at 1% level



Table.32 Correlation matrix for biometric characters of Redbanana

Correlation
coefficients B G Hs Gs He NF WSH
H; 1
Gy 0.769** 1
Hs 0.479** | 0.585%* 1
Gs 0.592%% | 0.714%* | 0.920** 1
Hs 0.320*% | 0.453** | 0.676** | 0.652** 1
NF 0.402%* | 0.272 | 0.336* | 0.380** | 0.404** 1
WSH 0.311 | 0.502%* | 0.365% | 0.457** | 0.364** | 0.426** 1
FW 0.342* | 0.544*%* | 0.480** | 0.540** | 0.449** | 0.503** | (.785**
*significant at 5% level; **significant at 1% level
Table.33 Correlation matrix for Biometrical variables of Robusta
Correlation
coefficients o o s O He
Hy 1
Gy 0.774%*
Hs 0.746%* 0.555%* 1
G 0.746** 0.613*+* 0.492%* 1
NF -0.061 0.054 0.088 -0.103 1




Table.34 Principal Component scores and their proportion of variances of Nendran

Variables PCI pc2 | pe3 pC4 PCS PC6 Pc7 | PpCs
H, 0371 | 0336 | -0.158 | 0441 | 0378 | -0.038 | 0.120 | -0.608
Ga 0361 | 0430 | -0206 | 0121 | -0271 | -0271 | 0574 | 0386
H, 0356 | -0.187 | -0421 | 0259 | o616 | 0052 | 0270 | 0369
G, 0372 | 0252 | 0033 | -0007 | -0384 | 0671 | -0401 | <0.191
H, 0337 | -0592 | 0130 | 0343 | 0006 | 0197 | o0s10 | -0316
NF 0360 | 0279 | 0275 | -0.683 | -0.057 | 0227 | 0010 | 0440
WSH 0365 | 0199 | -0272 | 0169 | -0449 | 0616 | 0361 | -0.108
FW 0295 | 0365 | 0765 | 0332 | 0222 | 0022 | 0171 | 0.046
Eigenvalue | 531 | 0746 | 0626 | 0353 | 0339 | 0279 | 0214 | 0.125
% of
: 66.4 93 7.8 44 42 34 26 LS
variance
Comulative’ | .. 4 757 83.5 88.0 92.2 95.7 98.4 100
variance

Table .35 Principal component scores and their proportion of variances of

Njalipoovan
Variables BET PC2 PC3 PC4 PCs PC6 PC7 PC8
Hy 0.447 | 0.192 | -0.078 | -0.168 | -0.150 0.121 -0.594 | -0.578
LA 0.026 | 0.900 | -0.029 0.390 -0.091 0.006 0.102 | 0.130
Hs 0450 | -0.043 | -0.109 | -0.070 | -0.140 | -0.663 | -0.237 | 0.511
Hg 0.440 | -0.129 | -0.160 0.197 -0.142 | -0.238 | 0.673 | -0.440
H; 0.393 | -0.257 | -0.016 0.353 -0.381 0.621 -0.026 | 0.372
NF 0.312 | -0.026 | -0.261 0.220 0.874 0.121 -0.068 | 0.062
WSH 0.311 | 0.258 | 0.090 -0.757 0.088 0.281 0.347 | 0.213
FW 0.230 | -0.019 | 0.937 0.164 0.172 -0.090 | -0.012 | -0.057
Eigen value 4.098 1.065 0.840 0.818 0.652 0.261 0.208 0.053
% of variance 51.2 13.3 10.5 10.2 8.1 3.2 2.6 0.6
Cumulative | 512 | 645 750 | 852 934 | 967 | 993 | 100




Table .36 Principal component scores and their proportion of variances of Redbanana

Variables PC1 PC2 | PC3 PC4 PCS PC6 | PC7 | PCS
H, 0.328 -0.273 | 0.598 0.294 0.118 0.106 0.589 | -0.013
G 0.385 -0.198 | 0.438 -0.195 0.261 -0.199 | -0.664 | 0.184
Hs 0.385 -0.327 | -0.332 -0.086 -0.451 0.050 0.110 | 0.637
Gs 0411 -0.285 | -0.149 -0.096 -0.370 0.104 -0.126 | -0.739
H 0.336 -0.128 | -0.551 0.090 0.736 0.020 0.113 | -0.045
NE 0.271 0.382 | -0.061 0.814 -0.158 0.012 -0.289 | 0.044
WSH 0.324 0.549 0.097 -0.355 0.046 0.672 0.024 | 0.064
FW 0.351 0.482 | -0.003 -0.246 -0.082 -0.694 0.292 | -0.058
Eigenvalue | 4.563 | 1.109 | 0860 | 0705 | 0355 | 0205 | 0.140 | 0.059
ot s7.0 | 138 | 107 88 44 25 1.7 0.7
Cumaative | 570 | 709 | 816 90.4 949 | 975 | 992 | 100
Table .37 Principal component scores and their proportion of variances of Robusta
Variables PCI PC2 PC3 PC4 PCS
H, 0.552 -0.049 -0.06 -0.019 -0.829
Gy 0.496 0.076 0.317 -0.735 0.318
Hs 0.467 0.1693 -0.775 0.153 0.359
Gs 0.479 0171 0.505 0.640 0.274
NF 20.007 0.966 0.197 0.144 -0.086
Eigen value 297 1.04 0.492 0.363 0.125
% of variance 595 20.8 9.8 7.2 2.5
i 59.5 80.3 90.2 97.5 100

~
J

-



Figure.3 Scree plot of eigen values for principal components in Nendran
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Figure.5 Scree plot of eigen values for principal components in Redbanana
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4.5. TREND ANALYSIS OF BANANA PRODUCTION IN KERALA

Linear and nonlinear growth models are developed for the purpose of
estimating the growth rates and fitting the best model. The use of R?, criteria of
randomness and normality of time series data were used as measure of goodness of fit

for residuals.

The results of linear and nonlinear regression models were developed to
achieve trend analysis of area, production, productivity, price and cost of cultivation
data for the past two and half decade (1990-91 to 2014-2015) and the results are
presented individually for area, production, productivity, price and cost of cultivation

of banana for Kerala state.

Straight line, logarithmic, exponential, quadratic, cubic, compound , power ,S-
curve and Exponential growth models were considered for studying area, production,
productivity, price and cost of cultivation of banana crop in Kerala. They were also
used for developing an appropriate growth model which would be able to describe the
area, production, productivity, price and cost of cultivation of banana and also to
forecast the area, production and productivity. Linear and non-linear polynomial
growth models were fitted by using IBM.SPSS.20 Software.

4.5.1. Trends in area

The data presented in Table.38. Area under the banana crop revealed that
among the linear and nonlinear growth models fitted to the area under the banana
crop , the maximum R? of 84 per cent was observed in case of cubic model in
comparison to that of other models. The Shapiro wilk test (test for normality) was
found to be non —significant indicating that the residuals due to this model were

found to be normally distributed and also the run test (test for randomness) value was



non-significant suggests that residuals were not correlated, randomly in nature. Seven
runs were observed in run test for residuals of area under banana. Next to the cubic
model, quadratic model had the maximum R, but not satisfying both randomness and
normality criteria. Hence, cubic model was selected to fit the trends for area under

banana crop in Kerala.
For cubic model, Y= 35214.6 — 2611.2x t+427.9x -11.51x* (R*=84 %)

The graph of the actual and fitted trends for the area under banana cultivation
using quadratic and cubic models are depicted in the Fig.7

4.5.2. Trends in production

In case of the production of banana crop, the quadratic model had maximum
R? of 71 per cent as compared to other models. Cubic had R” of 67 per cent, nearer to
the quadratic model. Among the fitted growth models, these two models explained
maximum variation in dependent variable. Moreover, the run tests as well as the
Shapiro-wilk test values were non —significant in both models indicating that the
residuals were independently normally distributed. All the estimated v values were in
5 per cent significant level, indicating that the characters values were significant
(Table .39).

For Quadratic model, Y= 338364.9 — 370.6x t+ 374.3x £ (R*=71%)
For Cubic model, Y= 396906.7— 3088.9x t+ 316.5x £ +1.47x (R*=67 %)

The graph of the actual and fitted trend for the production of banana crop using the

quadratic and cubic models are depicted in the Fig.8
4.5.3. Trends in productivity

Characteristics of fitted linear and non-liner models for productivity of banana

in Kerala presented in Table 40 reveals that, cubic and quadratic models were the



best models which had maximum variation in model with R* of 79 per cent and 70
per cent respectively, while lowest variation was noticed for that of sigmoid —curve
with 28 per cent variation. Almost all fitted models satisfying the assumption of
normality. Moreover, cubic function and quadratic models had met the both
assumption of residuals like normality and randomness. Cubic function as well as
quadratic function are selected as the best model to fit the trends of productivity and
also used for forecasting the productivity for future period. All estimated values of
characters in the models were found to be within the 95 % confidence interval
indicating that the characters were significant at 5% level of significance. Shapiro-
wilks test and run test values were found to be non- significant indicating that the

residuals fulfilled model selection criteria. The selected models are given below.
The quadratic model, Y= 15896.1 — 764.5x(+ 18.5x £ (R*=70%)
The cubic model, Y= 13200.2 + 370.02xt - 88.4xF + 2.74xt (R’=79 %)

The graph of the actual and fitted trend for the productivity of banana crop using the
quadratic and cubic models are depicted in the Fig.9

4.5.4. Trend analysis in whole sale price of banana

Whole sale price of banana are measured in Rs / quintal in Kerala. So to find
trend and prediction model for price of banana, here also linear and non-linear models
employed, Table 41 presents fitted linear and non-linear models for price. Cubic
model with maximum R? of 91 per cent followed by quadratic function with 89 per
cent were significant, but cubic model failed to fulfills the assumption of normality,
Shapiro-wilks test was found to be significant indicating the residuals are not
normally distributed. However, quadratic model fulfill the both assumptions like
normality and randomness and values of test statistic were found to be non-

significant. The selected model was given below.



For quadratic model, Y= 1355.7— 127.6xt+ 8.3x £ (R*=89%)

The graph of the actual and fitted trend for the price of banana crop using the
quadratic and cubic models are depicted in the Fig.10

4.5.5. Trend analysis on cost of cultivation

Data on cost of cultivation of banana was obtained from Department of
Economics and Statistics, Thiruvananthapuram for fifteen years (2000-2015). For this
data liner and non-linear models were fitted to found trend on cost of cultivation.
Table 42 revealed that all models are significant at 5 per cent level, however cubic
model has maximum multiple R-square of 85 per cent. Meanwhile the lowest with s-
curve and inverse function had 11 per cent and 13 per cent respectively. All models
fulfill the assumption of randomness through run test, which results that run test
values were non-significant. But some models failed in fulfilling the assumption of
normality. Shapiro —Wilk’s test statistics was significant in the case of Logarithmic,
inverse and power functions suggest that the assumption of normality was not
satisfied in these models. Hence here also cubic and quadratic models were found
suitable for fit the trends of cost of cultivation for last twenty five years. The selected

models were given below.
For quadratic model, Y= 90485.09 — 3479.2x t+ 471 5x £  (R>=79%)
For cubic model, Y= 112258.7 -17585.5x1 +2606.2x £ -88.9x (R*=85 %)

The graph of the actual and fitted trend for the cost of cultivation of banana crop

using the quadratic and cubic models are depicted in the Fig.11
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Table.39 Fitted linear and non-linear models for production under banana

Models Regression coefficient Goodness of fit
bu bt R’ Shapiro- Run  test
wilk  test | (2)
(W)
Linear 354560.9**  6031.5%* 0.579 | 0.9434NS | -3.4758
(15928.2)  (1071.4) [0.1781] | [0.0034]
Logarithmic | 334758.9%* 42330.3** 0.367 | 0972INS | -3.7415
(28532.4)  (11598.9) [0.7002] | [0.0016]
Inverse 4485325  -101946.6 0.130 0.883 -3.8701
(13918.4) (54919.2) [0.025] [0.0069]
Quadratic | 338364.9 -370.6 0715 | goe75° | 1837 |
(22728.2) (4028.2) [0.5828] [0.061]
Cubic 396906.7 -3088.9 0.672 09680 | -1.745%
(33450.7) (10924.2) [0.5729] [0.068]
Compound | 359564.7 1.014 0.555 | 0.9359NS | -3.948
(13603.9) (0.003) [0.119] [0.066]
Power 343525.3 0.096 0.354 0.9012 -2.984
(22852.6)  (0.027) [0.006] [0.0007]
S-Curve 13.005 -0.231 0.125 0.8925 4.2381
(0.032) (0.127) [0.0002] | [0.0086]
Exponential | 359564.7 0.014 0.555 | 09359NS | -4.8568
(13603.9) (0.003) [0.119] [0.003]

*significant at 5% level; **significant at 1% level; values in brackets ( ) indicates

standard error; values in square brackets [ ] indicates p-values, NS- non significant



Table .40 Fitted linear and non-linear models for productivity under banana

Models Regression coefficient Goodness of fit
. .
bo b| I;n2 R ililﬁ:mo—tcst :lzu)n test
(W)
Linear 137283 -282.7 - - 0.9565 -3.87836
(123.4)  (48.6) 0% [0.3493] | [0.00001]
Logarithmic | 15723.7  -2444.5 " . 09593 | -3.47011
(1086.5) (441.7) 0571 [0.4021] [0.0005]
Inverse 900345 6869.7 - - = 0.8383 428
(587.5) (231.2) [0.001] | [0.0001]
Quadratic 15896.1 7645 185 09505 | 1878
(1004.7) (178) (6.4) - 0701 [0.4121] | [0.001]
Cubic 13200.2 37002  -884 2.74 0702 09706 | -1.65
(1231.7) (4022)  (355) (0.901) [0.6608] | [0.072]
Compound | 13731.1 0.974 0506 09705 | -3.061
(971.1) (0.005) - - [0.6580] | [0.0021]
Power 166754 0.232 o sen 09720° | -3.4701
(1737.5) (0.042) - - [0.6968] [0.0005]
S-Curve 9.081 0.664 025s 0.8699 428
(0.056) (0.220) - | [0.004] | [0.0001]
Exponential 13731.1 -0.027 B 0.9705 -3.061
(971.1) (0.005) - - [0.6580] | [0.002]

*significant at 5% level; **significant at 1% level; values in brackets ( ) indicates

standard error; values in square brackets [ ] indicates p-values , NS- non significant




Table .41 Fitted linear and non-linear models for whole sale price of banana

Models Regression coefficient Goodness of fit
b b b b R Shapiro-wilk | Run test (Z)
0 I 2 3 test (W)
Linear 378.8 #* 89.3%+ = . 0.9585 -3.47
(200.5) (13.4) $as6 [0.3868] [0.0005]
Logarithmic | 142.5** 602.6** - - —_— 0.9015 4.28
(392.0) (159.3) [0.001] [0.0005)
Inverse 1766.2 -1476.4 - - o 0.8183 -4.28
(192.6) (760.0) [0.0004] [0.0001]
Quadratic [ 1355.7 ** -127.6** 83 09312 -1.837"8
(180.4) (31.9) (1.19) - 0-893 [0.092] [0 iﬁ]“J
Cubic 959.6 ** 38.9 -7.3¢% 0.403 - 0.9069 -0.2014
(236.7) (77.3) (6.8) (0.173) [0.028] [0.838]
Compound | 714.7%* 1.052 " 0.9069 -2.061
(70.06) (0.07) - . [0.028) [0.0071]
Power 604.9%* 0.358 - ) G.fis 0.8434 -4.28
(121.0) (0.081) [0.001] [0.0001]
S-Curve 7.378%+ -0.937 . - G155 0.7848 -3.92
(0.102) (0.401) [0.0002] [0.0001]
Exponential | 714.7%* 0.051 - - 0722 0.9083 -2.65
(70.06) (0.007) [0.028] [0.007]

*significant at 5% level; **significant at 1% level; values in brackets ( ) indicates

standard error; values in square brackets [ ] indicates p-values , NS- non significant

7§



Table .42 Fitted linear and non-linear models for cost of cultivation of banana

Models Regression coefficient Goodness of fit
b, b b, b, R | Shapiro-wilk | Run test
test (W) (£)
Linear 69107.1*%  4065.9%* - s 0.9293 -0.8017
(7323.5) (805.4) b [0.2664] [0.4228]
Logarithmic | 68426.3*%  17854.2** . - 0.8822 08017 |
(12422.6) (6188.0) 0.390 [0.05] [0.4228]
Inverse 108920.4%*  -32936.2** - - 0.8956 08017
(7625.3) (23491.0) IR [0.081] [0.4228]
Quadratic | 90485.09%*  -3479.2%* 471.5% 0.9088 02672 |
(9771.9)  (28104)  (170.8) - 07 [0.12] [0.7892)
Cubic 112258.7* -17585.8*  2606.2*  -88.9* 09794 | -os017" |
(12874.4) (6743.6) (963.2) (39.6) 0858 [0.96] [0.4228]
Compound | 72847.8%% 1.042%* - E [).9()69“ -0.801 7m_
(5784.5) (0.09) poz [0.126] [0.4228]
Power 72662.5%*  0.168** 0.8573 08017 |
(9056.1) (0.062) - - 0.361 [0.022] [0.4228]
S-Curve 11.57%* -0.299% 0.9027" 180 |
(0.078) (0.233) - - — [0.1048] [0.061]
Exponential | 72847.8%%  0.030%* 09080 | 08017 |
(5484.5) (0.008) - - 0028 (0.1266] [0.4228]

*significant at 5% level; *¥significant at 1% level; values in brackets ( ) indicates

standard error; values in square brackets [ ] indicates p-values , NS- non significant



Figure 7: Actual and estimated trends in area under cultivation
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Figure 9: Actual and estimated trends in productivity
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Figure 10: Actual and estimated trends in whole sale price of banana

| Actual and estimated trends in whole sale
‘ price

’ 4000 i —
3500

3000

2500

2000

s aCtual

1500

quadratic

price(Rs/quintal)

:

cubic

NP D D D AL AN D
c D' o O S S S N
o Fq"b"b@' CP.QP 3

@@@cﬁq"’o@@q@,@é




Figure 11: Actual and estimated trends in cost of cultivation
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Table.43 Estimated values of area, production and yield of banana considering the

actual recorded values of 25 years (1991-2015) using cubic model

Actual Estimated

Year Area (ha) Production (T) Yield (kg/ha) Area (ha) Production (T) Yield (kg/ha)
1990-91 32687 398745 13034 33019 394135 13484
1991-92 30274 356891 12023 31611 392006 13608
1992-93 37569 423675 13727 30921 390528 13588
1993-94 38979 428153 14713 30878 389710 13440
1994-95 26589 357857 12912 31415 389560 13181
1995-96 26267 362917 13816 32461 390088 12828
1996-97 28855 403673 13990 33947 391302 12397
1997-98 31001 436717 14087 35805 393212 11903
1998-99 30521 386588 12666 37964 395826 11365
1999-00 39046 398145 10197 40357 399153 10798
2000-01 45059 327955 7278 42912 403202 10218
2001-02 50871 375903 7389 45561 404983 9643
2002-03 55668 421809 7577 48236 413503 9088
2003-04 55906 442220 7910 50866 419772 8570
2004-05 58866 475371 8075 53382 426798 8106
2005-06 61400 491823 8010 55715 434591 7712
2006-07 59143 463766 7841 57796 443160 7404
2007-08 59341 439803 7411 59555 452513 7199
2008-09 54739 435979 7965 60924 462659 7114
2009-10 51275 406242 7923 61832 473608 7164
2010-11 58671 483667 8244 62211 485368 4366
2011-12 59069 514054 8703 61992 497947 7738
2012-13 61015 515607 8451 61105 511356 8294
2013-14 62261 531299 8553 59481 525602 9052
2014-15 61936 545431 8806 57050 540695 10028




Table.44 Comparison of forecasted values (2015-2020) of area, production and

productivity of banana using quadratic and cubic models

Quadratic Cubic model
Year Area (ha) | Production (T) | Yield (kg/ha) | Area(ha) | Production (T) | Yield (kg/ha)
2015-16 64057 581756 6712 54459 556526 9613
2016-17 65087 601223 5966 50296 573326 9897
2017-18 66072 621439 5220 45126 590998 10182
2018-19 67013 642403 4474 38880 609552 10467
2019-20 67909 664116 3728 31488 628995 10751

Table.45 Percentage Error Deviation of area, production and productivity for 2013-14

and 2014-15.

Year Area Production | Productivity
2013-14 4.46 1.07 5.83
2014-15 7.88 0.86 13.8

Ay



4.6. Compound annual growth rate (CAGR) of banana production in

Kerala:

In order to analyze the changes in area, production, productivity, price and
cost of cultivation of banana in Kerala during period of last twenty five years 1990-91
to 2014-2015) Compound annual growth rates were estimated. In the present study,
the compound growth rates in area, production , productivity, price and cost of

cultivation of banana in Kerala were estimated by fitting exponential type of

equation(¥ = A,5)).

Table 46 shows that the compound annual growth rates were got positive in
area, production, price and cost of cultivation and negative in productivity for the
overall period (1991-92 t02014-15). During the overall period considered for
analysis, it is revealed that area had been accelerating at the rate of 3.6 per annum
with estimates are significant at 1 % level of significance. In 1995-96 area of banana
was 26 thousand hectare, and then it was steadily increases to 61 thousand hectare in
2014-15. This is an indication of change in the cropping pattern in Kerala towards

banana production.

Growth rate of production under banana was positive and significant (1.4 per
annum) for last twenty-five years. Even though production is slowly increasing, but it
fluctuates from year to year. Productivity had negative growth rate (-2.76 per annum)
due decrease in production with respect to area under cultivation during the study
period. Estimates of production and productivity are not significant at 5 % level of
significance. Price had positive growth rates, price of banana was increasing in year
to year in study year. In 1991-92, banana price was 842 Rs per quintal; there was
rapid rise in the banana price 3107 Rs per quintal in 2014-2015. Similarly, in cost of
cultivation of banana production also, here observed positive and increasing trend

(growth rate of 3.9 per annum) in past study period.



Table .46 Compound annual growth rate ( % ) of banana in Kerala from 1991-92 to

2014-2015
characters Regression equation: Mod el-Rl Compound
InY= In [30+[3»lt+ut annual growth
B p Bl rate(CAGR)
Area 28194.6 0.036 **
0.732 3.6
(1908.1) (0.005)
Production 359564.7 0.014**
0.555 14
(13603.9) (0.003)
Productivity 13731.1 -0.027**
0.575 -2.66
(971.1) (0.005)
Whole sale price 714.7 0.051%*
0.722 5.1
(70.06) (0.007)
Cost of cultivation# | 72847.8 0.039**
0.628 39
(5484.5) (0.008)

Figures in brackets are the standard errors

*significant at 5%, **significant at 1% level
# CAGR calculated for 15 years (2001-2015)

4.7. Rainfall and rainy days adjusted growth rates to banana

production:

Rainfall and rainy days adjusted growth rates were estimated in order to take

into account the effect of rainfall and rain days on growth of area, production and

productivity of banana crop in Kerala for last twenty-five years. Table 47 and 48

gives the regression results of the estimated models of area, production and



productivity of banana using exponential function and calculated the adjusted growth
rates. According to these two tables, the time variable is significant for all characters
namely area, production and productivity. The estimated coefficients of rainfall and
rainy days found to be non-significant but rainfall had positive effect on production,
productivity and area, while number of rainy days had negative effect on banana
production for available secondary data. For the whole period of study the rainfall
and rainy days adjusted growth rates were worked out to be 3.59 per cent, 1.36 per
cent and -2.6 per cent in area, production and productivity respectively. The results
clearly indicate that there was no significant effect of rainfall and rain days on banana
production during study period.

Table.47 Rainfall adjusted growth rate (%) of banana for Kerala from 1991-2015

characters Regression equation: Mo del-Rz Rainfall  adjusted
InYt= g + ft+ B, nR +u, growth rate
B, p1 p2

Area 9.76 0.0368%* 0.0611 0.731 3.59

(3.96) (7.363) (0.195)
Production | 11.76 0.0125%* 0.1304 0.562 1.36

(8.65) (4.84) (0.7571)
Productivity | 9.06 -0.0298** 0.058 0.573 -2.57

(3.52) (-5.26) (0.179)

Figures in brackets are the t-values

*significant at 5%, **significant at 1% level

Rt =Annual rainfall (mm) in t* year



Table.48 Rainy days adjusted growth rate (%) of banana for Kerala from 1991-2015

characters Regression equation: Mo del-Rz Rainydays
m¥Yt=8 +p8t+p InR +u, adjusted
growth rate
B, pi 2
Area 10.62 0.0312%* -0.07
0.736 3.52
(8.44) (7.48) (-0.29)
Production | 13.42 0.0135%* -0.12
0.578 1.358
(19.41) (4.97) (-0.91)
Productivity | 9.62 -0.0274** -0.018
0.572 -2.69
(7.30) (-5.31) (-0.07)

Figures in brackets are the t-values

*significant at 5%, **significant at 1% level

Rt =number of rainy days (mm) in t* year
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5. DISCUSSION

The present chapter is on discussing of results obtained in the previous

chapter. The discussion has been made under the following headings.
5.1 CORRELATION STUDIES

Correlation studies gave way to know the association prevailing between
banana yield and biometric characters which give better understanding of the
contribution of each biometric parameter to crop yield, with this view the crop yields
and biometric characters were subjected to correlation analysis and the results are
discussed.

An attempt on correlating the biometrical characters with bunch weight of
nendran cultivar revealed significant results in case of plant height and plant girth at
carlier stages of growth. The highest association to the yield was from the plant
height (0.787) at 4™ month and plant girth (0.832) at 5" month. It was observed that,
rapid increase in plant growth in terms of plant height and plant girth in earlier
growth stages. The results of the correlation analysis of growth characters and banana
yield level gain support from the study conducted by Rao er al. (1993), who observed
that prediction of yield was possible in early stages of the crop with the help of plant
height and stem girth.

Yield characters like number of fruits (0.558) and fruit girth (0.578) at
harvesting stage had positive significant correlations with yield. However, correlation
coefficients between bunch weight and sucker characters were non-significant, was
an indication of non significant relation between bunch weight and suckers
characters. These findings are in concurrence with studies of (Sheela and Nair, 2001)
concluding that tissue culture banana plants gave a more significant yield as

compared to sucker banana plants.



In case of Njalipoovan cultivar, plant height was significantly correlated with
yield at fourth and fifth month, in addition the number of leaves and leaf area of
fourth month also had significant correlation with yield. These results are in linear
agreement with studies of Rao er al. (1993), which remarked that morphological
characters were found to be influencing yield mainly leaf characters —leaf length and
leaf breadth

In redbanana and robusta, correlations of biometric characters with bunch
weight were positive and significant. Plant height and plant girth had high association
in fourth and fifth month of growth stage. Fruit characters namely number of fruits
per bunch , weight of second hand and fruit weight were had significant correlations
with bunch weight .Similar results was found by (Ram and Achal,2007). In their
study, fruit characters, viz., fingers bunch, finger diameter, hands bunch and finger
length could predict yield up to 99.57%

5.2 MULTIPLE REGRESSION ANALYSIS

The influence of plant growth characters on banana yield established by
correlation analysis indicated that there was a significant relationship between yield
and biometrical characters. Models were built in order to predict yield with the help
of minimum number of variables as possible in early stages of growth. Best
prediction models were selected based on the significance of the model, R’
(coefficient of determination), Adjusted R” and Cp , which explains the variation in

dependent variable due to independent variables.
5.2.1. Nendran cultivar

The best yield prediction models estimated using biometrical characters
independent variables and bunch weight as dependent variables and the best

estimated model was obtained at fifth month is



Y=-1.37+0.025 H, +0.10 G,

R*=80.5 per cent where, Hy= plant height at 4™ month

Gs= plant girth at 5" month

It was observed that partial regression coefficient using data of previous
months in the fifth month (Hy and Gs) were significant. The percentage of variation
explained in total yield by the above biometrical characters was 80.5 per cent, which
was maximum compared to past months and also partial regression coefficients
corresponding to the Hy and Gs were contributing for successive growth stages for

the predicting the total yield.
5.2.2Njalipeovan cultivar

In the case of Njalioovan cultivar the partial regression coefficients
corresponding to plant height and number of leaves at fourth month were statistically
significant and highly contributing to total yield in consecutive growth stages from
fourth month onwards. Among the different stages of crop growth, the multiple
regression equation fitted to biometrical characters as explanatory variables and
bunch weight as dependent variables, 4™ month was the best time for prediction of

bunch weight. The fitted equation is given as

Y= 2.78-0. 0408(}'3+0.078L4+0. 045H

R’ =81.7 per cent
where, Hy= plant height at 4™ month
L4 = number of leaves at 4™ month

Gj = plant girth at 3™ month



The coefficient of determination in yield explained by these three variables
was 81.7 per cent. That was observed, the strong relationship between growth

characters of fourth month and bunch weight in correlation analysis.

5.2.3. Redbanana cultivar

The results revealed that fourth month onwards the partial regression
coefficients corresponding to plant height and plant girth was highly significant.
Among the different fitted prediction models by using biometrical characters as
independent and bunch weight as dependent variable fourth month was the best
stage for early yield prediction. The best prediction model is given as

Y=0.12+0.09 H4+0. 02 G4

R?=74.8 per cent
Where, Hs= plant height at 4" month,
G, = plant girth at 4™ month.

H4 and G4 were the most influential biometrical characters on total yield
during early stage of the plant growth and these variables accounted for 74 per cent of
explained variation. It was again observed that these variables had pre-dominant role
in successive stages even other characters are included in the model. So we can
conclude that forecast based on biometrical characters is possible about five to six

months before the harvest with higher precision.

5.2.4. Robusta cultivar

Results of prediction models for robusta showing that, pre-harvest prediction

of banana yield is possible in fourth month itself with help of plant height and plant



girth as explanatory variables with high precision. Plant height at fourth month and
plant girth of third month were chosen as best predictor variables for early prediction.
From fourth month onwards these two variables made significant effect on bunch
weight along with other biometrical characters. The best fitted model was obtained at

fourth month and it is given as follows

¥=5.37+0.0965L-0.141L +0. 088H4+0. 259G,

R? = 75.2 per cent
Where,
H.= plant height at 4" month,

G = plant girth at 3™ month
SL = sucker length

L; = number of leaves at 3™ month

Coefficient of determination (R*) of 75 per cent was explained by fourth month by
these explanatory variables to total yield.

Yield characteristics like number of fruits, weight of second hand and fruit
weight were combined influence on total yield and contributing to estimating the total
yield. Fruit length has less influence on the total yield in all four cultivars.

Results of multiple regression analysis were in conformity with the similar
findings of (Kumar ef a/ , 2007) who reported that growth and yield characters were
used separately for developing yield prediction models and also found that plant
girth, number of leaves and plant height were helped in predicting yield up to 89.29
per cent. Study conducted by Chandahas and Agrawal (1984) also reported that,
models using data at one point of time do not provide the idea of growth pattern of
plant characters. Growth indices based on plant characters observed on two or more
points of time during crop growth obtained as weighted accumulations of

observations on plant characters in different periods.



5.3 PRINCIPAL COMPONENT ANALY SIS

Principal component analysis has been applied in this study as a statistical
approach to identify major variance components, their contributions and reduction of
dimensionality. This method assists in reducing the number of characters and also
helps in reducing the cost and time during field experiment. In this method, fewer
variables explaining variations among individuals can be screened among various

characters.

From the results, it was revealed that biometrical characters at different
growth stages are treated as independent variables and we obtained eigen values and
proportion of variance corresponding to each principal components. it was observed
that first principal component alone has extracted about 55 per cent of total

variability in all four cultivars.

In Nendran, first three principal components extracted about 83 per cent
variation and Hs and Gs becomes highly contributing characters to the total yield.

In Njalipoovan, first four components (PC1, PC2, PC3 and PC4) explained up
to 85 per cent of the total variation and plant height was equally contributing to the
total yield in first principal component and LA and WSH are highly contributors in

second principal component.

In case of Redbanana, first three principal components accounted for 81 per
cent variation in the total yield. Gs, Hs and H4 were highly contributing characters in
PCI1. In second principal component, NF and WSH were more contributing to the

bunch weight.

In Robusta, first two components (PC1 and PC2) are explained upto 80 per
cent variation in the total yield. Hs and G4 in PC1 and NF in PC2 were the more

contributing variables.
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In general, 5-6 variables are sufficient to get maximum information on total
yield in all cultivars. Plant height and plant girth at different growth stages are
sufficient to explain maximum information and can be used for data collection in pre-

harvest prediction of banana yield.
5.4 TREND ANALYSIS OF BANANA PRODUCTION IN KERALA

Statistical information on cropped area, production and productivity form the
backbone of agricultural statistical system. Regional data analysis is extremely vital
since it form the basis for economic and policy planning by the state and central
governments. It is easy to formulate and initiate appropriate policy measures, if the
data with regard to the trend (either increasing or decreasing) of area, production and

productivity are obtained and analysed in advance.

Keeping above as view point, the present study was aimed to develop
appropriate statistical growth models to describe the trends in banana production for
the period of 25 years (1991-20105) in Kerala. The results obtained from the present

study are discussed as follows.

Different linear and non-linear regression models were fitted to the available
data sets. Results of fitting trends revealed that among attempted models, quadratic
and cubic models were showed a higher R? and these two models were fulfills the
assumptions of residuals like normality and randomness. For area (R® of 84 %),
productivity (R* of 79%), whole sale price (R” of 91 %) and cost of cultivation (R? of
85%) cubic model was best and for production, quadratic model was best suitable
(R? of 71 %).

Similar findings were found by (Indiradevi er al, 1990), who reported that
quadratic model was significant and could explain satisfactorily the trend in

production during period. In another study , conducted by ( Rajan ef al., 2015), they
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concluded that that cubic regression model was found to be best fit for estimating
area, production and productivity of cotton .

5.5 GROWTH RATE ANALYSIS

Results of compound annual growth rate analysis are presented in last chapter,

hence a brief discussion about growth of respective characters are presented below.

Both area and production of banana cultivation was positive and increasing
over the study period from 1990-91 to 2014-15. Area of banana under cultivation was
32687 hectares during 1990-91 and it increased to 47.45 per cent over the period and
it stood at 61936 hectares in 2014-15. Growth rate of area under cultivation of
banana was 3.6 per cent during the period. Banana production fluctuates from year to
year, so there was no constant increase or decrease in production and its growth rate
was 1.4 per cent due to pest and disease incidences like pseudo stem weevil and
sigatoka leaf spot. These two made vast damage in banana cultivation during last two
decade. Productivity had negative trend during study period (-2.76 per cent) due to

variation in production with respect to increasing in area under banana cultivation.

The cost of cultivation for last decade has shown increasing in trend (3.9 per
cent), because of change in the production technology, scarce of labor resources and
increasing in the price of agricultural inputs efe. The wholesale price of banana also
has shown increasing trend(5.1 per cent ) during last two and half decade , due to
increasing in demand for nutrition, value added products of banana and increase in

prices of other fruits etc.



5.6 Rainfall and rainy days adjusted growth rates to banana

production

Climatic factors like rainfall and rainy days were found to be non significant
for the last two and half decade. Means, change in area, production and productivity

trend was not due to climatic factors on banana cultivation during study period.

FUTURE LINE OF WORK

» Similar multiple regression strategy may also used for different crops for pre-

harvest prediction.

» Most of the work on pre-harvest forecasting of yield on biometrical characters
is fitted using linear models viz., Regression models and principal component
analysis. Since some of the biometrical characters may be related to yield in
non linear form, hence it is better to explore non linear models for pre- harvest

forecasting.

» For effective and essence of results in deciding the appropriate growth

models, data for a long period can be made use
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6. SUMMARY

The present research study entitled with “Pre-harvest forecasting models and

”

trends in production of banana (Musa spp.) in Kerala.” was formulated with the

following objectives.

e To develop models for early forecasting of yield in four major banana
cultivars grown in Kerala viz., Nendran, Robusta, Redbanana and
Njalipoovan

* To carry out the time series analysis of the trend in area and production of

banana in Kerala

The study was mainly based on plant growth and yield characters of four
commonly grown banana cultivars viz.,, Nendran, Njalioovan, Redbanana and
Robusta for early forecasting. Field experiment was conducted by selecting simple
random sample of about fifty suckers from 300 sucker samplings of the four
cultivars. All banana cultivars were planted during October -November 2014.
Observations were taken on cultivars in monthly interval. Correlation and multiple
regression techniques were adopted to develop the best forecast models. Secondary
data on area, production, productivity, whole sale price and cost of cultivation for
last twenty-five years were collected from Department of Economics and Statistics,
Govt. of Kerala. Linear and non-linear models were used to study the trend analysis

of banana production.
The salient findings of the study are given below

% Growth characters viz., plant height and plant girth at earlier growth stage of
all cultivars showed a positive and significant correlation with bunch weight,

< Correlation coefficients between bunch weight and sucker characters were
non-significant in all cultivars, was an indication of non significant relation

between bunch weight and suckers characters.
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Yield characters namely number of fruits, weight of second hand, fruit weight
and fruit girth had positive correlation with bunch weight in all cultivars, but
fruit length was negatively correlated with bunch weight.

In prediction models of Nendran, plant height at 4™ month and plant girth at
5" month were observed as the best predictor variables with R? of 80.5 per
cent and best stage was 5™ month for early forecasting of yield.

In case of Njalipoovan, plant height and number of leaves at fourth month
were statistically significant and highly contributing to total yield and chosen
as best forecasting biometrical characters with R? of 81.7 per cent. Fourth
month was selected as best time for early yield prediction.

Multiple regression models for Redbanana showed that plant height and plant
girth at fourth month were statistically significant and highly contributing to
total yield and chosen as best forecasting biometrical characters with R? of 76
per cent. Fourth month was selected as best time for early yield prediction.
Similar results of MLR were found in Robusta also, plant height at fourth
month and plant girth at third month were chosen as best predictor variables
for early prediction. From fourth month onwards these two variables made
significant effect on bunch weight along with other biometrical characters (R
of 75 per cent). The best fitted model was obtained at fourth month for pre-

harvest forecasting the bunch weight.

Results of PCA summarized that, first principal component alone has
extracted about 55 per cent of total variability in all four cultivars, first three

PCs are explained 80 per cent of total variability in yield.

In general, 5-6 variables are sufficient to get maximum information on total
yield in all cultivars using PCA. Plant height and plant girth at different
growth stages are sufficient to explain maximum information and can be used

for data collection in pre-harvest prediction of banana yield.
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Results of fitting trends revealed that among attempted models, quadratic and
cubic models showed a higher R? and these two models fulfill the assumptions
of residuals like normality and randomness. For arca (F’.2 of 84 %),
productivity (R® of 79%), whole sale price (R* of 91 %) and cost of
cultivation (R” of 85%) cubic model was best and for production, quadratic
model was best suitable model (R of 71 %)

Growth rate of area under cultivation of banana was 3.6 per cent for during
the period. Banana production was fluctuates from year to year, so there was
no constant increase or decrease in production. Productivity had negative
trend during study period (-2.76 per cent) due to decline in production with
respect to increasing in area under banana cultivation. Cost of cultivation and

whole sale price has shown increasing trend during last two and a half decade.

Climatic factors like rainfall and rainy days were found to be non significant
for the last two and a half decade. Means, change in area, production and
productivity trend was not due to climatic factors on banana cultivation during

study period.
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ABSTRACT

The study entitled “Pre-harvest forecasting models and trends in production
of banana (Musa spp.) in Kerala” was conducted at Instructional farm, College of
Agriculture, Vellayani. The objectives of the study were to develop models for early
forecasting of yield in four major banana cultivars grown in Kerala viz., Nendran,
Robusta, Redbanana and Njalipoovan and also to carry out the time series analysis of
the trend in area and production of banana in Kerala.

The study was based on both primary and secondary data. Initial and monthly
observations on growth habits and yield of commonly grown banana cultivars were
used for forecasting. Secondary data on area, production and productivity over a
period of twenty five years (1991-2015) were collected from published sources of
Directorate of Economics and Statistics, Govt. of Kerala and State Department of
Agriculture. Additional information on price change and climatic factors were also

incorporated in state level time series analysis.

Pre-harvest forecasting models developed for the first three months, using
sucker characters and numbers of leaves were not found to be sufficient in forecasting
yield and best models were identified from the fourth month onwards in all cultivars.
Correlation analysis of yield (bunch weight) with biometrical characters in all four
cultivars showed that correlation is positive and significant in 4™, 5™ and 6" months
of growing. Among biometrical characters, plant height and plant girth showed
significant relationship with yield in all cultivars. In Njalipoovan, in addition to plant
height and plant girth, number of leaves and leaf area (D-leaf) had some positive
relationship with the ultimate yield. Meanwhile fruit characters like number of fruits,
weight of second hand, fruit weight had significant correlations with yield in all

cultivars.,
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Stepwise multiple linear regressions were attempted to primary data at every
month. The statistically most suited forecasting models were selected on the basis of
coefficient of determination (R”), adjusted R” and mallow’s Cp criteria. It resulted
that, in nendran variety, plant height and plant girth were contributing to yield with
highest R* of 0.80 in the 5" month (model Y= -1.37+0.025 H4+0.10 Gs). Fruit
characters were statistically significant to making of a 55 per cent of variation in total
yield.

In Njalipoovan, models from 4™ month onwards were found good for early
forecasting of yield. Number of leaves, plant height, and leaf area and plant girth
could predict yield with R? of 81.7%, while fruit characters, viz., number of fruits,
fruit length, fruit girth and fruit weight could predict yield with an R? of 71.88 %.

In Red banana, it was found that plant height and plant girth at fourth gave
suitable prediction with an R” of 0.762, meanwhile fruit characters could predicted
yield with an R of 71 .28%.

In Robusta variety, prediction can be made from 4™ month onwards as best
predictor as plant height and girth (with an R” of 75.24 %). At harvesting stage, fruit
characters could predict the maximum yield up to 96.76 %. Principal component
analysis resulted that first three principal components are sufficient for getting
maximum information from explanatory variables in all four cultivars with 75 %

explained variation.

Linear and nonlinear growth models were developed for the purpose of
estimating the growth rate and fitting the best model. The use of R’ criteria of
randomness and normality of time series data were used as a measure of goodness of
fit. Cubic model was found as best fit for estimated trends in area, productivity,
whole sale price and cost of cultivation under banana production. Quadratic function
was selected as best suited for production trend. However, rainfall and rainy days

were found to have less effect on changing in area, production and productivity of
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banana. Area, production, wholesale price and cost of cultivation showed a positive

trend during past twenty- five years.

Hence, reliable estimate of a crop yield, well before harvest can be made of
from 4™ month onwards in all cultivars studied. Policy decisions regarding planning
of crop procurement, storage, distribution, price fixation, movement of agricultural
processing commodity, import-export plans, marketing can be formulated based on

these forecasts.
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